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Abstract— This paper proposes a highly dense reconfigurable
architecture that introduces via-switch device, which is a non-
volatile resistive-change switch and is used in crossbar switches.
Via-switch is implemented in back-end-of-line layers only, and
hence the front-end-of-line (FEoL) layers under the crossbar can
be fully exploited for highly dense logic blocks. The proposed
architecture uses the FEoL layers for fine-grained lookup tables
and coarse-grained arithmetic/memory units for improving per-
formance and compatibility with various applications. A case
study of application mapping shows the proposed architecture
can reduce the array area by 21.7%, thanks to the bidirectional
interconnection. Thanks to 18F2 footprint and one order of
magnitude lower resistivity of via-switch compared to MOS
switch, the crossbar density is improved by up to 26× and the
delay and energy in the interconnection are reduced by 90% and
94% at 0.5-V operation.

Index Terms— Field programmable gate array (FPGA), non-
volatile resistive-change switch, reconfigurable architecture.

I. INTRODUCTION

RECONFIGURABLE devices, a representative of which is
field programmable gate array (FPGA), are gaining their

popularity as a means of integrated system implementation
since nonrecurring engineering cost of application specific
integrated circuits (ASICs) is elevating as the fabrication tech-
nology becomes finer and finer. However, there remains a large
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gap between FPGA implementation and ASIC implementation
in terms of performance and energy efficiency. For example,
Kuon and Rose [1] report that for circuits implemented purely
using the lookup table (LUT)-based logic elements, an FPGA
implementation is approximately 35 times larger and between
3.4 and 4.6 times slower on average than a standard cell
implementation.

The lower performance of FPGA originates from the
low area efficiency and poor interconnect performance.
Lin et al. [2] report that 78% of the chip area is consumed
for routing and only 14% of the chip area is used for logic.
Due to this, the chip size becomes larger, and consequently
the interconnect delay becomes longer. In addition, the inter-
connection in FPGA consists of a number of programmable
switches and buffers. As a result, 80% of the circuit delay
is occupied by interconnect delay [2]. Recently, resistive
RAM (RRAM) and magnetoresistive RAM are introduced as a
storage of configuration information for nonvolatile operation
and radiation-hard operation [3]–[5], but these works still use
MOS switches and hence, the delay problem is unchanged.

To overcome the interconnect delay problem in
FPGA, [6]–[9] introduced RRAM as not only configuration
memory but also programmable switch for signal transmission.
The speed improvement ranging from 45% to 58% is reported
in [5]–[7]. Besides, atom switch (a.k.a. nanobridge), which
is a nonvolatile resistive-change switch and is integrated
on back-end-of-line (BEoL) layers, has been developed as
a nonvolatile programmable switch tailored for FPGA [10]
and the first FPGA implementation with atom switch is
fabricated and presented in [11]. The ON/OFF resistance
ratio of atom switch is over 105, and the ON-resistance can
be reduced to 200 �. In addition, a complementary atom
switch (CAS) consisting of two atom switches in series
reduces the programming voltage to 2 V and improves
OFF-state reliability [10], [12]. The FPGA implementations
with CAS and their silicon results are reported in [13]–[15].

However, all the above mentioned FPGA implementations
with RRAM, atom switch, and CAS require one or two access
transistors for every programmable switch. Even though small-
footprint nonvolatile programmable switches are implemented
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on BEoL layers, large area is consumed by access transistors.
Consequently, the area per programmable switch is determined
by the access transistors. On the other hand, in the crossbar
implementation, the switch density is directly related to the
interconnect delay since the dense crossbar enables shorter
interconnection with lower resistance and smaller capacitance.
If the access transistors can be eliminated, we can significantly
improve the switch density and reduce the interconnect delay
and energy for signal transmission. Motivated by this, via-
switch has been developed [16], which consists of CAS and
two varistors. The two varistors enable device selection for
programming without the access transistors. 50 × 20 crossbar
fabrication and its operation are reported in [17].

This paper proposes a highly dense reconfigurable archi-
tecture that uses via-switch for crossbar implementation.
We devise a bidirectional interconnect structure that can
exploit the small footprint and low resistivity of via-switch.
In addition, we devise a logic structure that consists of fine-
grained LUTs and coarse-grained arithmetic/memory units
aiming to fully exploit the transistor area under the crossbar for
highly dense logic blocks (LBs). A case study of application
mapping shows the proposed architecture can reduce the array
area by 21.7%, thanks to the bidirectional interconnection.
Furthermore, due to 18F2 footprint and one order of magni-
tude lower resistivity of via-switch compared to MOS switch,
the crossbar density is improved by up to 26× and the delay
and energy in the interconnection are reduced by 90% and 94%
at 0.5-V operation. Compared to a preliminary publication
of this paper [18], we newly discuss the programming of
via-switch-based crossbar and explain how the proposed via-
switch with two varistors can solve sneak path problem with
an induction-based proof. We perform layout aware area
estimation, revise the logic structure according to the estimated
area, and map larger designs as a case study. In addition,
we detail the interconnect performance evaluation at various
voltages and with several ON-resistance values of via-switch.

The remainder of this paper is organized as follows.
Section II reviews the structure and characteristics of via-
switch and static random access memory (SRAM)-based
FPGA architecture. Section III presents the concept of the
proposed reconfigurable architecture followed by the proposed
interconnect structure in Section IV and the proposed logic
structure in Section V. Results on interconnect performance
evaluation are shown in Section VI. Concluding remarks are
given in Section VII.

II. BACKGROUND

A. Via-Switch

Via-switch is a nonvolatile and compact switch that consists
of a CAS and two varistors (2V-1CAS), and it is devel-
oped to implement a crossbar switch that can accommodate
multiple fan-outs [16]. Two control lines connected to the
varistors realize accurate one-by-one programming of each
cross-point without access transistors. The via-switch can be
integrated with a small foot print of 18F2. The programming
of via-switch crossbar will be explained in Section II-B.
The following explains the device structure, functionality, and
characteristics.

TABLE I

ATOM SWITCH-BASED DEVICE SUMMARY

The atom switch is nonvolatile and rewritable solid-
electrolyte switch, and it is composed of a solid-electrolyte
sandwiched between Cu and Ru electrodes. By applying a
positive voltage to the Cu electrode, a Cu bridge is formed in
the solid-electrolyte and the switch turns ON. When a negative
voltage is applied, the Cu atoms in the bridge are reverted to
the Cu electrode and then the switch turns OFF. The transi-
tion between the low resistive (ON) state and high-resistive
(OFF) state is repeatable and each state is nonvolatile. The
ON-resistance of the atom switch can be tuned by a program-
ming current, and it can be down to 200 � [19], which is
suitable for signal line switch. Turn-ON is achieved within
less than 2 ns.

The CAS consists of two two-terminal atom switches con-
nected in series with opposite direction. This complementary
connection improves the device reliability. The OFF-state per-
sists for 10 years even when a dc voltage of 1 V and ambient
temperature of 85 °C are applied. The ON-state is also reliable
for more than 3000 h at 150 °C [12]. The cycling endurance
is up to 10 000 cycles [20].

To program each CAS in a switch array as intended,
program voltages must be applied selectively to the target
CAS. For this purpose, [13] used an access transistor for
each CAS. For pursuing further area reduction, [21] proposed
diode-selected CAS in which a varistor (or bidirectional diode)
is stacked on each CAS. The role of varistor is to provide
two functionalities: 1) program line isolation during normal
operation and 2) program current supply during programming
operation. For 1), the dc resistance of the varistor should be
very high, whereas it should be low for 2). Therefore, the varis-
tor needs to have superior nonlinear (NL) characteristic of
over 105. One-varistor-one-CAS (1V-1CAS) structure in [21],
however, suffers from sneak path problem when multifan-out
configuration is attempted (see Section IV-A). To overcome
the problem, via-switch has been developed that consists of a
2V-1CAS [16]. Table I summarizes these CAS-based devices.

The cross section of via-switch fabricated in 65-nm
node [16] is shown in Fig. 1. For achieving NL characteris-
tics of over 105, a novel nitrogen-modulated TiN/a-Si/SiN/a-
Si/TiN varistor is introduced and it is stacked on the CAS
in [16]. The measured characteristics of via-switch is shown
in Fig. 2. Set and reset programmings of the atom switch
through the varistor are confirmed. In the via-switch pro-
gramming, the electrical connection/disconnection between
T1 and T2 is demonstrated in Fig. 2(a). In the ON-state, high
current between T1 and T2 is observed, which can be used
for signal transfer. The ON/OFF current ratio of the CAS is
4.6 × 105. Fig. 2 shows the leakage current between T1 and
C1 or C2. The electrical separation through the varistor is also
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Fig. 1. Cross-sectional TEM images of via-switch integrated in 65-nm node
Cu-BEoL [16]. (a) Low-magnification views. (b) High-magnification views.

Fig. 2. Via-switch current characteristics [16]. (a) ON-state characteristics
and OFF-state characteristics. ON/OFF-current ratio is 4.8 × 105. (b) OFF-state
leakage current between T1 and C1 or C2.

Fig. 3. Equivalent circuit model of 2V-1CAS via-switch in normal operation.

demonstrated. The NL characteristics of a Si/SiN/a-Si varistor
is improved with a novel triple layered SiN in [17].

Fig. 3 shows an equivalent circuit model of 2V-1CAS
via-switch in normal operation. The parasitic capacitance of
an atom switch is 0.14 fF, and it is connected in parallel to the
variable resistor whose value is 200 � in ON-state and 200M �
in OFF-state. In the normal operation, the varistor works as a
capacitor to the control line. The varistor capacitance is also
0.14 fF. The small parasitic capacitance in addition to low
ON-resistance is the advantage of via-switch. It should be
noted that the varistor is still under development and the
current varistor [17] cannot provide 5-mA programming cur-
rent which makes the ON-resistance of atom switch 200 �.
On the other hand, currently, similar selector devices are
widely studied and recent improvements are remarkable.
We therefore evaluate the potential performance supposing the
ON-resistance of an atom switch is 200 � in the following. For
estimating the impact of ON-resistance on performance, on the
other hand, we will evaluate interconnection delay and energy
in the range of 200 to 1200 � in Section VI, where the current
varistor [17] can provide 250 μA and achieve ON-resistance
of 1 k�.

Fig. 4. Bidirectional and unidirectional wire segment. (a) Bidirectional wire
segment with tristate buffers. (b) Unidirectional wire segment with single
driver [22].

B. SRAM-Based FPGA Architecture

FPGA is a well-established class of reconfigurable inte-
grated circuit. Typically, it consists of programmable LBs,
programmable I/O blocks, and programmable routing
resources. The LBs are arranged in an array, and routing chan-
nels run between the blocks in island architecture. The LB typ-
ically consists of LUTs and optional D-flip-flops (D-FFs). The
k-input LUT (k-LUT) consists of 2k SRAM elements and a
2k-to-1 multiplexer. Coarser grained LBs such as multiplier-
accumulator (MAC) unit and block memory are also embedded
in the array. At each cross-point of routing channels, there
is a switch block (SB) to allow connections between wire
segments. At the edge of each LB, there is a connection block
to allow connection between wire segments and ports of the
blocks. Configuration of routing resources is also retained by
on-chip SRAM elements.

SRAM-based FPGAs in early times use bidirectional wire
segments with tristate buffers as in Fig. 4(a). Bidirectional
interconnect is more flexible than unidirectional counterpart.
For example, when only 30% tracks of a channel is occupied
by one direction, the remaining 70% tracks can be used
for opposite direction in case of bidirectional architecture.
This architecture, however, has been reported to be inefficient
in terms of area, delay, and area-delay product compared
with unidirectional wire with single (nontristate) buffer as
in Fig. 4(b) [22]. The main reason is that at least 50% of
tristate buffers in the bidirectional interconnect are unused
once configured while these buffers participate as a part of
load capacitance, degrading area, power, and delay. Moreover,
using single (nontristate) buffer improves the performance
since regular buffer provides better drive strength. Note that
the above argument assumes that the programmable “switch”
is implemented by CMOS devices (e.g., pass gate, tristate
buffer, and/or MUX), which typically suffer from parasitic
capacitance (≈1 fF/Tr. in 65-nm technology).

III. OVERVIEW OF PROPOSED ARCHITECTURE

With the via-switch explained in Section II-A,
we can implement a crossbar on BEoL layers without
transistors, where the crossbar provides programmable
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Fig. 5. Concept of proposed reconfigurable architecture.

Fig. 6. 3-D view of 18F2 2V-1CAS via-switch implemented between M6 and
M7 layers.

interconnection and it is the most important component that
determines the performance and integration density of the
reconfigurable device. A peripheral circuit for programming
will be discussed in Section IV-A. In addition to the crossbar,
the memory for LUT can be implemented with the via-switch,
where the LUT structure will be presented in Section V.

Using the crossbar and LUT memory with via-switch,
the front-end-of-line (FEoL) layers under the overlay crossbar
and LUT memory can be fully used for logic implementation,
as illustrated in Fig. 5. When we integrate the via-switch
between M6 and M7 layers as depicted in Fig. 6, the metal
layers of M1 to M4 can be used for the logic implementation.
In conventional FPGA, a 6T SRAM cell and a pass gate,
which can be a single transistor or complementary CMOS
transistors, are necessary for each intersection in the crossbar.
Other SRAM cells are used for storing LUT values. In this
case, the most of transistor area is consumed by the crossbar
implementation, and a small portion of the area is used for
logic implementation. Comparing the conventional FPGA,
we can improve the logic density significantly.

The most significant advantage of the dense implementation
is the shorter interconnection between the LBs. In recent
advanced technologies, the interconnect delay is much larger
than the gate delay, and hence the shorter interconnection is
expected to provide considerable performance improvement.
Furthermore, as mentioned in Section II-A, the ON-resistance
of CAS can be reduced to 400 � (200 � for each atom switch),
which is much lower than the resistance of the smallest
transistor. Thanks to these, the interconnect delay is expected
to be significantly reduced. To maximize the delay reduction
effect, we devise a bidirectional interconnect structure (Fig. 7)
with selective repeater insertion, which will be shown in
Section IV-C. The amount of performance improvement will
be experimentally shown in Section VI.

On the other hand, we have observed that, even using
the crossbar with via-switch, the crossbar area on the BEoL

Fig. 7. Bidirectional wire segment with CAS.

Fig. 8. Unintentional programming problem of 1V-1CAS via-switch [21] for
multiple fan-outs due to sneak path (2 × 2 crossbar example).

layers is larger than the logic (LUT multiplexer), and the
transistor area could be unused. It is clearly wasteful that
the transistor area remains unused. The most area-efficient
implementation should fully use the transistor area under the
overlay crossbar for improving the performance and enriching
the functionality. Motivated by this, we adopt a mixed grained
reconfigurable architecture (MGRA) whose basic elements
include both fine-grained logic resources (e.g., LUT) and
coarse-grained counterparts (e.g., arithmetic/memory unit).
This logical architecture design is discussed in Section V.

IV. INTERCONNECT STRUCTURE

A. Crossbar Programming

When using varistor for device selection in programming,
we need to pay attention to eliminate a sneak path problem.
To explain the sneak path problem, a previous work in which
via-switch is implemented with a CAS and a single varistor
(1V-1CAS) [21] is given below as an example. A similar 1D2R
device with one diode and two variable resistors is recently
reported in [23]. Fig. 8 shows the crossbar structure in [21],
where signal lines are aligned horizontally and vertically, and
control lines are routed diagonally. This crossbar structure can
accept the programming in which at most one intersection can
be turned ON for every horizontal signal line and for every
vertical signal line, which means multiple fan-outs are not
allowed. Let us explain what happens if we try to turn ON

multiple 1V-1CAS via-switches on a vertical signal line. Fig. 8
illustrates the programming steps, where an atom switch is
turned ON at each step. Positive voltage (noted as “1”) is
given to one of the signal lines and ground voltage (“0”)
is given to one of the control lines. Other lines are floated.
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Fig. 9. 2V-1CAS via-switch programming for multiple fan-outs (2 × 2
crossbar example).

At steps 1 and 2, the two atom switches composing the
via-switch located at the bottom left is turned ON. Next, we try
to turn ON the via-switch at the top left. One of the atom
switches is turned ON at step 3. However, there is a conflict
in the via-switch at the bottom right at step 4. The atom
switch marked by a purple rectangle is under programming
unintentionally since the positive voltage is provided through
the ON via-switch at the bottom left. Such an unintentional
signal path that is generated by ON switches is called a sneak
path, and the unintentional programming due to the sneak path
is sneak path problem.

Struggling to solve the sneak path problem, it is found
that 1V-1CAS via-switch is not capable of multiple fan-
outs. Therefore, to overcome the sneak path problem, via-
switch has been developed that consists of a 2V-1CAS [16],
which was introduced in Section II-A. The crossbar structure
with the 2V-1CAS via-switch and its programming steps are
illustrated in Fig. 9. Two control lines are routed vertically and
horizontally. When programming an atom switch in a crossbar,
one of the signal lines is connected to high voltage and one of
the control lines is connected to ground voltage. The two atom
switches composing the CAS at the top left are turned ON

at steps 1 and 2. At steps 3 and 4, the CAS at the bottom
left are successfully turned ON without any unintentional
programming. We can see that no sneak path problem is
found in this crossbar structure. We also confirm that these ON

CAS switches can be turned OFF. This programming operation
is verified with a fabricated 50 × 20 crossbar [17]. Here,
it should be noted that the multiple fan-outs, i.e., multiple ON

via-switches can be allowed in one direction. For example,
in the example of Fig. 9, the multiple ON via-switches are
allowed in the vertical direction. In the horizontal direction,
only a single via-switch can be turned ON. If we try to
turn ON multiple via-switches on the horizontal signal line,
the sneak path problem arises. We prove mathematically that
this programming constraint can avoid speak path problem in
Section IV-B.

A possible structure of programming circuit is illustrated
in Fig. 10, where four 2×2 crossbars are placed in an array. For
each signal and control wire in a crossbar, pass transistors are
attached to provide programming voltage and current. Here,

Fig. 10. Programming circuitry. Four 2 × 2 crossbars are placed in an array.
Only signal lines are depicted for simplicity.

for simplifying the figure, only signal wires are depicted.
Similar structure is necessary to provide the voltages to control
lines. The programming voltage and current are provided by
the drivers located at the peripheral of the entire array. The
enable signals for the pass transistors are also provided from
the decoder at the peripheral.

The drivers at the peripheral need high-voltage (e.g., 3.3 V)
transistors, but the minimum number of drivers for the entire
array are two; one for high-programming voltage and the other
for ground voltage. On the other hand, the pass transistors
in each crossbar can be implemented with middle-voltage
(e.g., 1.8 V) transistors since the number of programming
is limited to up to 10 000 due to the endurance of atom
switch [20] and consequently the stress time of the pass
transistors is very short. Similar discussion is applicable to
the input transistors of the datapath. The reliability issue
originating from the programming is important and careful
investigation is necessary, but it should be noted that the
similar programming circuit is already developed for atom
switch FPGA and successful programming is demonstrated
with fabricated chips [15]. When the pass transistors are
implemented with NMOS accepting Vth drop, additional well
separation is not necessary and hence the area overhead due to
well separation inside the crossbar can be eliminated. During
the programming, only the programming circuits are active
and the core supply voltage is not given to the datapath logic,
and hence the disturbance due to programming current is not
an issue. In addition to the above, we need to provide control
signals that select pass transistors to be ON. The control signal
is decoded and distributed to all the crossbars. To select the
crossbar under programming, one-hot select signal is routed to
each crossbar. These decoders are also located at the peripheral
similar to [15] and hence the area overhead is limited.

As mentioned in Section II-A, 2 ns is necessary to program
a via-switch. The total programming time is 2 ns multiplied by
the number of via-switches to be ON when serial programming
scheme is adopted. If this programming time is not acceptable,
the parallel programming should be chosen. In this case,
the number of drivers needs to be increased. The number of
parallel programming could be limited by the total amount of
simultaneous programming current.
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Fig. 11. Multiple bends of programming signal causes sneak path problem.

B. Proof of Sneak Path Avoidance

We mentioned that there is no sneak path problem in
the crossbar structure with the 2V-1CAS via-switch under a
constraint that the multiple ON via-switches are allowed only
in one direction. Following the procedure below, we prove it
using induction. Besides, we hereafter refer to this constraint
as programming constraint.

1) Prove that sneak path problem does not arise in the
programming of 1 × 1 crossbar (i.e., single via-switch).
This is self-evident.

2) Assume that sneak path problem does not arise at
each programming step for any configuration patterns
of M × N crossbar.

a) Prove that sneak path problem does not arise
at each programming step for any configuration
patterns in (M + 1) × N crossbar.

b) Prove that sneak path problem does not arise
at each programming step for any configuration
patterns in M × (N + 1) crossbar.

3) Once procedures 1 and 2 are proved, there is no sneak
path problem in the programming of any-sized crossbar.

The atom switch at the intersection, when a positive voltage
is given to the signal line and a ground voltage is given to
the control line, is turned ON. When the number of such
intersections is two or more, sneak path problem arises.
Here, for the proof, we focus on the number of bends of
the programming signal given to the signal line. When the
number of bends of programming signal given to the signal
line is two or more, there are two or more intersections
where the corresponding atom switches become ON as shown
in Fig. 11. In other words, the programming signal must be
bent twice or more by ON via-switches to cause sneak path
problem. We will show that the number of signal bends is
at most one in procedure 2. The following assumes that the
multiple ON via-switches are allowed only in the vertical
direction without losing generality since the crossbar has a
symmetrical structure. Also, turning ON and OFF a via-switch
is a symmetrical operation, and by swapping the voltages given
to the signal line and control line, the same proof can be easily
achieved. Therefore, the following proof only considers the
situation in which via-switches are turned ON.

In procedure 2-a, we have to prove that there is no sneak
path problem in any possible configuration patterns newly
added by the horizontal one-column crossbar extension. Here,

Fig. 12. Crossbar expansion supposed in induction-based proof.

the number of ON via-switches in each row is zero or one
because the multiple ON via-switches in the horizontal direc-
tion are not allowed. Therefore, what we need to clarify is that
for each row with no ON via-switches, the switches located at
the expanded column can be turned ON without sneak path
problem. The upper right of Fig. 12 illustrates this example.
For programming a via-switch, we must turn ON the two atom
switches, i.e., the upper atom switch connected to the hori-
zontal signal line and the lower atom switch connected to the
vertical signal line as shown in Fig. 9. When the upper atom
switch is under programming, a positive voltage is provided
to the horizontal signal line (e.g., step 1 in Fig. 9). Here, all
other switches on the same horizontal line are OFF due to
the programming constraint, and hence the signal given to the
signal line never bends. On the other hand, when the lower
atom switch is under programming, we use the vertical signal
line (e.g., step 2 in Fig. 9). In this case, the programming signal
can be bent depending on whether there are ON via-switches
on the same vertical line. However, the signal never bends
further because the multiple ON via-switches in the horizontal
direction are not allowed. From the above, we can conclude
that the total number of signal bends is at most one and hence,
no sneak path problem arises in procedure 2-a.

Next, let us prove the procedure 2-b. The crossbar is
expanded by one row in the vertical direction. Here, only one
via-switch on the expanded row can be turned ON because the
multiple ON via-switches in the horizontal direction are not
allowed. Therefore, what we should verify is that any one of
the switches on the expanded row can be turned ON, which
is illustrated in the lower right of Fig. 12. When the upper
atom switch is under programming, the programming signal
given to the horizontal signal line never bends similar to the
proof of procedure 2-a. When the lower atom switch is under
programming, the programming signal bends at most once.
From the above, the total number of signal bends is one or less,
and hence no sneak path problem arises in procedure 2-b.

In summary, we have proved procedures 1 and 2, and
consequently, we reach the entire proof that there is no sneak
path problem in the programming of any sized crossbar under
the programming constraint that multiple ON via-switches are
allowed only in one direction.

C. Proposed Interconnect Structure

Thanks to the 18F2 (= 6F × 3F) via-switch which can
be implemented on BEoL layers only, the crossbar can be
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Fig. 13. Proposed crossbar structure. At each intersection, 2V-1CAS
via-switch is located. On vertical signal lines, multiple fan-outs are allowed.
Control lines are omitted.

implemented compactly. For example, a 100 × 100 crossbar
can be implemented in 60 μm × 30 μm in 65-nm node
(F = 100 nm). Therefore, the interconnect resistance per
crossbar is not high, and hence a repeater is not necessary for
every crossbar. In addition, the via-switch is naturally capable
of bidirectional signal transmission. If the signal lines are
bidirectional, the routing efficiency per signal line improves
and consequently the number of necessary signal lines can be
reduced.

Taking these into account, we have devised the crossbar
structure shown in Fig. 13. The crossbars are placed in a 2-D
array. This crossbar includes a SB, which is the bottom half
of the crossbar, for the vertical and horizontal lines that are
connected to the adjacent crossbars. As an architecture option,
some of the vertical and horizontal lines may be connected
to distant crossbars to form longer wire segments, such as
quad-length wires or hex-length wires as seen in commercial
FPGAs. In addition, the crossbar includes input and output
multiplexers to LUT, arithmetic/memory unit, and repeater,
which are often called connection box and are located at
the top half of the crossbar. Here, two 4-input LUTs and
a repeater are depicted, but they are just an example. The
interconnect structure is independent of the number of LUTs,
the number of LUT inputs and the number of repeaters, and
they can be changed. The signal lines that are connected to the
adjacent crossbars are bidirectional, while the lines connected
to LUT, coarse-grained unit, and repeater are unidirectional.
The signal lines can be connected to either the next crossbars
for short connection or distant crossbars for long connection.
The number of signal lines and their connections need to be
determined taking into account the routability and interconnect
delay. This crossbar accepts the multiple ON via-switches on
the vertical signal line. Thanks to this, the same signal can
be given to different LUTs. More importantly, the signals
coming from the east/west crossbars can be transferred to
the LUT inputs, and the LUT output signals can be delivered

to the east/west crossbars. Besides, via-switches are inserted
between the crossbars and they are responsible for signal
connection and isolation. Thanks to them, we can eliminate
cross-coupled tristate buffers shown in Fig. 4(a) even for
bidirectional signaling. For enabling us to provide a fixed value
to LUT, coarse-grained unit and repeater, a vertical line of “0”
is added.

An important feature of this crossbar structure is the exis-
tence of the repeater. The proposed interconnect structure
can provide a long wire by connecting crossbars with ON

via-switches. Compared to conventional FPGA, the resistance
of such a long wire is much lower, but still it increases
as the length becomes larger. In this case, the interconnect
delay starts to be proportional to the length squared. For
avoiding such a quadratic delay increase, we need to insert
repeaters. This repeater insertion can be achieved by using
the repeater below the LUT in Fig. 13. It should be noted
that fewer and flexible repeater insertion makes it possible
to take advantage of bidirectional signaling in the proposed
interconnect structure. In conventional FPGA, the necessity
of larger number of buffers/repeaters is another reason why
unidirectional signaling is widely adopted [25].

V. LOGIC STRUCTURE

A. Unit Tile

The programmable logic resource of the proposed archi-
tecture consists of both fine-grained blocks (e.g., LUT) and
coarse-grained blocks (e.g., multiplier and memory) similar to
modern commercial FPGAs. The proposed architecture is a
2-D array of the “unit tile” [Fig. 14(a)]. The unit
tile [Fig. 14(b)] consists of two crossbar blocks (XBs),
four fine-grained LBs and a coarse-grained arithmetic
block (AB) or memory block (MB). Coarse-grained blocks
(e.g., AB or MB) occupy larger area and pin counts than fine-
grained components, and hence an AB or MB is connected to
multiple XBs.

As mentioned in Section III, the transistor area under the
crossbar should be fully occupied by LBs for maximizing
the area efficiency. To explore suitable LBs, the following
discusses the logic area and switch area that are occupied
by LB, X-band AB/MB. For this purpose, we define some
parameters [Fig. 14(c)]. Let Ntr be the number of tracks
between two adjacent XBs, where for simplicity, we assume
that the numbers of vertical and horizontal tracks is the same.
Nlocal_IO is the total number of local interconnects between an
X-band the IO pins of the LBs and the AB/MB.

B. XB, LB, and AB/MB

The number of switches in an XB is given by (Nlocal_IO +
Ntr) × Ntr , and then the XB area is (Nlocal_IO + Ntr) ×
Ntr × 18F2.

Next, we calculate the area of an LUT, which is the basic
component of the LB. Conventional SRAM-based 4-input
LUT consists of 16 SRAM cells and a 16-to-1 multiplexer
(16-MUX). In [14], a 4-LUT is implemented using 32 CASs
and a 16-MUX (say 0/1-type LUT), and in [26], an improved
4-LUT architecture using 32 CASs and an 8-MUX are
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Fig. 14. Proposed architecture. (a) Array structure. (b) Unit tile (2.5-D view).
(c) Unit tile (logical view).

TABLE II

COMPARISON OF LUT AREA

Fig. 15. Proposed LB.

proposed (say 0/1/A/ Ā-type LUT). These areas are sum-
marized in Table II. Here, we assume that the area of a
via-switch, an SRAM cell, and a k-MUX are 0.18, 1.40, and
2.30(k − 1) μm2, respectively. We can see that the footprint
area of 0/1/A/ Ā-type LUT using via-switch is less than 1/3 of
that of SRAM-based LUT.

For conducting a case study in Section V-C, we assume that
the LB of the proposed architecture is similar to conventional
SRAM-based FPGAs. The LB consists of a 6-LUT that can be
divided to two 5-LUTs, optional output D-FFs, and a dedicated
carry chain as depicted in Fig. 15, The logic area and switch
area of this LB are estimated as 109.05 and 24.48 μm2,
respectively.

Fig. 16. Example of AB (IMA16).

Fig. 17. Developed tool chain for our proposed architecture.

As for AB, we can adopt various kinds of arithmetic
circuits including multipliers and MACs with various word
sizes of input and output. MB can be single-port or dual-
port SRAM macro with various word sizes and word counts.
It is noteworthy that AB/MB requires very few number of
switches and consumes only logic area. For the case study of
Section V-C, IMA16 in Fig. 16 is used for AB. The logic area
consumed by an IMA16 is 4255.52 μm2.

C. Mapping Experiments

To demonstrate the effectiveness of bidirectional intercon-
nect, we have developed a dedicated design flow as shown
in Fig. 17. The design described in C++ is compiled to
register-transfer level (RTL) using Cyber Work Bench [27],
and the RTL is further compiled to technology-dependent
netlist using Odin II and ABC included in VTR 7.0 [28]. The
netlist is then placed and routed to the target array using a
dedicated tool for our architecture. Before placement, a simple
clustering tool is used to cluster an LUT and its output D-FF
to form a LB. Note that clustering of multiple LBs for a
tile is not necessary since each LB has direct access to XB
in our architecture. For placement, simulated annealing-based
program is used. Compared with VTR placer, range limiter
is modified to get better solution for target MGRA [29].
For routing, we developed a dedicated program based on
negotiation-based algorithm. Although the base algorithm is
similar to that of the router in VTR 7.0, we could not use
it because of the restriction to avoid sneak path problem as
noted in IV-A, namely, while the multiple ON via-switches are
allowed in a vertical signal line in a XB [Fig. 18(a)], multiple
ON via-switches on a horizontal signal line in an XB are not
allowed [Fig. 18(b)].
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Fig. 18. Routing constraint of via-switch crossbar. (a) Multiple ON

via-switches in a vertical line are allowed. (b) Multiple ON via-switches in a
horizontal line are prohibited.

As for sample circuits, we used “fir_10tap_14bit,”
“fir_13tap_14bit,” and “conv_5 × 5”. The first two are finite
impulse response (FIR) filter circuits that consist of multipli-
ers, adders, and logics for saturation operation. “conv_5×5” is
a module for applying convolution operation of 5×5 cofactor
matrix to input image.

To compare the chip area of MGRAs with unidirectional
and bidirectional interconnect structure, it is important to
consider the Ntr demanded for implementing the same cir-
cuit. Let NT

tr [i ], N B
tr [i ], N L

tr [i ], and N R
tr [i ] be the num-

bers of occupied tracks of the i th XB in the array for
the signals propagating toward top, bottom, left, and right
directions, respectively. If the routing tracks consist of uni-
directional interconnects only, and assuming that all XB
have the same number of tracks (i.e., homogeneous array),
the number of required vertical tracks is maxi (NT

tr [i ]) +
maxi (N B

tr [i ]), and that of horizontal tracks is maxi (N L
tr [i ]) +

maxi (N R
tr [i ]). Especially, if we assume that number of tracks

for four directions are the same (i.e., symmetric array),
Ntr = 2 · max(maxi (NT

tr [i ]), maxi (N B
tr [i ]), maxi (N L

tr [i ]), and
maxi (N R

tr [i ])). Note that Ntr for unidirectional interconnect
structure is dominated by the most demanded signal direction.
On the other hand, if all the routing tracks are bidirectional
(i.e., signal direction of each track is reconfigurable) and
homogeneous array is assumed, the required vertical and
horizontal tracks are maxi (NT

tr [i ]+ N B
tr [i ]) and maxi (N L

tr [i ]+
N R

tr [i ]), respectively. In case of the symmetric array, Ntr =
max(maxi (NT

tr [i ]+ N B
tr [i ]), maxi (N L

tr [i ]+ N R
tr [i ])). Thanks to

the bidirectional interconnect structure, the routing demand
inside a vertical channel (north-bound and south-bound tracks)
and a horizontal channel (east-bound and west-bound tracks)
are averaged, resulting smaller Ntr compared with unidirec-
tional interconnect structure.

Fig. 19 shows the layout view of “fir_13tap_14bit” on the
proposed MGRA of 5×5 array with bidirectional interconnect
structure. Table III summarizes the chip area for the unit tile
array that is capable of implementing the circuits. In this
table, the mapping results of three circuits (“fir_10tap_14bit,”
“fir_13tap_14bit,” and “conv_5 × 5”) for two types of inter-
connect architectures (unidirectional and bidirectional) are
shown. The columns NAB and NLB represent the required
number of ABs and LBs, respectively, for mapping the circuits.
The column Ntr represents the minimum number of tracks
for successful routing. While the proposed architecture of
bidirectional interconnects with Ntr = 96 is capable of imple-
menting “fir_13tap_14bit,” Ntr = 112 is needed in the case of

Fig. 19. Layout view of fir_13tap_14bit on the proposed MGRA of 5×5 array
with bidirectional interconnect structure.

unidirectional interconnects due to unbalanced routing
demands. The column Nlocal_IO represents the actual value
obtained as follows. The XB of the left-hand side of Fig. 14(c)
is connected to six inputs and three outputs of each of two
LUTs as well as 49 (out of 65) inputs for the AB are
connected. The XB of the right-hand side of Fig. 14(c) is con-
nected to six inputs and three outputs of each of the other two
LUTs as well as 16 inputs and 33 outputs for the AB are con-
nected. As a result, both XBs have Nlocal_IO = 67 connections.
The columns “BEoL area” and “FEoL area” show the area
occupancy for the BEoL layers and FEoL layers, respectively.
The column “Tile area” shows the physical dimension of a unit
tile, which is given by max(Total(B), Total(F))/0.8, assuming
that 20% of chip area is used for power/ground rails. The
column “Array area” lists the chip size needed to implement
the circuit, which is given by a product of “Tile area” and
“Array size,” where “Array size” is the minimum square that
has at least NAB ABs and NLB LBs.

From the result of “fir_13tap_14bit,” it is observed that
the proposed MGRA with bidirectional interconnect achieves
21.7% reduction from 228 602 to 179 094 μm2 in array area
compared to that with unidirectional interconnect. While the
MGRA with unidirectional interconnect architecture demands
larger BEoL layer area (7315μm2) than FEoL layer area
(4692 μm2), the area demand of BEoL layers of the proposed
unit tile (5731 μm2) is close to that of FEoL layers, resulting
in better area efficiency. In the case of “conv_5 ×5,” it is also
observed that Ntr is decreased from 68 to 62. Unfortunately,
this improvement does not contribute to array area reduction
since BEoL layer area is smaller than FEoL.

VI. INTERCONNECT PERFORMANCE EVALUATION

This section evaluates the interconnect delay and the energy
for signal transmission. Section VI-A evaluates the perfor-
mance improvement, thanks to the bidirectional signal trans-
mission and selective repeater insertion, which are the features
of the proposed architecture. In section VI-B, we compare the
performance of the proposed and conventional architectures.
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TABLE III

MAPPING RESULT OF CIRCUITS

A. Performance Improvement, Thanks to Bidirectional Signal
Transmission and Selective Repeater Insertion

First, we evaluate the dependence of the delay and energy
on the crossbar size aiming to show that the smaller crossbar,
thanks to bidirectional signal, can contribute to higher perfor-
mance. We constructed circuit models of 86 × 153 crossbar
(516F × 459F = 51.6 μm × 45.9 μm) and 96 × 163 crossbar
(576F × 489F = 57.6 μm × 48.9 μm) using the equivalent
circuit model of the 2V-1CAS via-switch in Fig. 3. Here,
the 86 × 153 crossbar corresponds to the proposed MGRA
with bidirectional interconnection, and the 96 × 163 crossbar
is the MGRA with unidirectional interconnection, where both
of the configurations are found in Table III. The circuit
models include wire resistance and capacitance of the signal
lines. Then, by connecting the crossbar circuit models with
intercrossbar via-switches, we generated the transistor-level
netlists of the tiled crossbars. We also connected the LUTs
and repeaters to the netlist of the tiled crossbars. A 65-nm
thin-BOX fully depleted silicon on insulator transistor [24],
which is suitable for low-voltage operation, is assumed. Then,
we performed the circuit simulation by HSPICE and evaluated
the propagation delay from the LUT output of the source LB to
the LUT input of the destination LB by changing the number
of XBs between the source LB and the destination LB. Here,
the signal propagation along the longer edge of the crossbar is
assumed.

Fig. 20 shows the interconnect delay and the energy per
signal transition. In this evaluation, no repeaters are inserted.
We can see that the interconnect delay depends on the crossbar
size and it decreases by 11% when the crossbar size is reduced
from 96 × 163 to 86 × 153. The energy per signal transition
also depends on the crossbar size and it decreases by 10%.
Here, these reduction ratios are evaluated at the distance of
seven XBs, since the average distance in the mapping results
of fir_10tap_14bit is roughly seven XBs. The crossbar size
reduction, thanks to bidirectional interconnection, is effective
for interconnect delay and energy reduction.

Next, we evaluated the impact of repeater insertion. Fig. 21
shows the relations of interconnect delay and energy to the
distance between the source LB and the destination LB. The
repeater size is determined to balance the propagation delay
and energy, and its size is 8×. By inserting repeaters, the delay
becomes proportional to the distance, as we expected. We can
also see that the frequent repeater insertion (per 1 XB
in Fig. 21) leads to the significant increase in both delay
and energy. Therefore, it should be avoided to insert repeaters

Fig. 20. (a) Interconnect delay. (b) Energy per signal transmission in the
proposed interconnect structure. Two crossbar sizes of 86×153 and 96×163
are evaluated. Repeaters are not inserted. Supply voltage is 1.0 V.

Fig. 21. (a) Interconnect delay. (b) Energy per signal transmission in the
proposed interconnect structure. Crossbar size is 86 × 153. Supply voltage is
1.0 V.

frequently in via-switch-based FPGA. In the case of short-
distance transmission, no repeater insertion is needed for
minimizing the delay and energy. When the distance is more
than 14 XBs, the repeater insertion per 10 XBs achieved the
minimum delay. On the other hand, the insertion per 15 XBs
reduces the energy with small delay increase. We can insert
repeaters in the proposed interconnect structure according to
the timing constraint.

In the mapping result of fir_10tap_14bit described in
Section V-C, the most frequent distance from the source to the
destination was six XBs and the ratio of the interconnections
whose distance is longer than 14 XBs was only 2.3%. For
97.7% of interconnections, no repeaters are needed for delay
minimization. For larger designs, longer interconnection will
appear, but its frequency is expected to be still not high
since such tendency is observed with Rent’s rule (e.g., [31]).
Therefore, the number of repeaters is expected to be small.
In addition, by introducing long wires, which can be easily
accommodated as shown in Fig. 13, we further reduce the
number of repeater insertion. Thus, the flexible repeater inser-
tion well fits the proposed interconnect structure.
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Fig. 22. (a) Delay and (b) energy comparison between the proposed and
MOS-switch architectures. Repeaters are not inserted. Crossbar size is 86 ×
153. Supply voltage is 1.0 V.

Fig. 23. (a) Delay and (b) energy comparison between the proposed and
CAS-based architectures. Repeaters are not inserted. Crossbar size is 86×153.
Supply voltage is 1.0 V.

B. Performance Comparison Between Proposed and
Conventional Architectures

Here, we compare the interconnect delay and energy
between the proposed architecture and two conventional archi-
tectures. The first conventional architecture corresponds to
MOS-switch FPGA. The fully dense crossbar that has the
same routing flexibility with Fig. 13 is implemented with
complementary pass gates and SRAM cells, and the crossbars
are connected by back-to-back tristate buffers with SRAM
cells for enabling bidirectional signaling. Here, the minimum
transistors are used for pass gates while 4× tristate buffers are
used for intercrossbar connection to minimize the propagation
delay. Referring an industrial 65-nm cell library, the cross-
bar size is estimated by the number of transistors, and the
transistor-level netlist of the crossbar, which include wire
resistance and capacitance, is generated. Here, the 86 × 153
crossbar size is 223.6 μm × 275.4 μm, and it is 26 times
larger compared to the via-switch crossbar. This means the
proposed architecture can achieve 26× higher crossbar density.
The second conventional architecture corresponds to CAS-
based FPGA [30], in which the crossbar is implemented
with CAS switches with access transistors. We estimated the
crossbar size from the information in [30], and the 86 × 153
crossbar size is 271.8 μm × 127.0 μm. Due to the access
transistor, the crossbar size is 15× larger, which demonstrates
the superiority of the via-switch.

First, we compare the performance by changing the signal
transmission distance. Figs. 22 and 23 show the comparisons
between the proposed and MOS-switch architectures and
between the proposed and CAS-based architectures, respec-
tively. We can see that the proposed architecture attains
significant delay and energy reduction. The reduction ratios
of delay and energy from the MOS-switch FPGA are 67%
and 88%, respectively. Compared to the CAS-based FPGA,
the slope of delay increase to distance is much smaller, which

Fig. 24. (a) Interconnect delay. (b) Total energy in the proposed and
MOS-switch architectures when supply voltage is varied. Repeaters are not
inserted. Crossbar size is 86 × 153.

Fig. 25. (a) Interconnect delay. (b) Total energy in the proposed and
MOS-switch architectures when the ON-resistance of via-switch is varied.
Repeaters are not inserted. Crossbar size is 86×153.

is due to 15× density improvement. The proposed architecture
reduces interconnect delay and energy by 72% and 57%,
respectively, compared to the CAS-based FPGA.

So far, the supply voltage is fixed at 1.0 V. Next, we sweep
the supply voltage in the range from 0.5 to 1.0 V to evaluate
the performance at low-voltage operation. Fig. 24 shows the
evaluation result. Here, the signal transmission with seven XBs
distance is assumed, where please remind that seven XBs is
the average distance in the mapping result of fir_10tap_14bit.
The total energy, which is depicted in Fig. 24(b), is the sum of
all the interconnect energies in fir_10tap_14bit assuming that
a single pulse propagates through each interconnect. Fig. 24(a)
shows that the interconnect delay reduction ratio from the
MOS-switch FPGA becomes higher as the supply voltage
becomes lower. At 0.5 V, the ratio of interconnect delay
reduction reaches 90% because the ON-resistance of the via-
switch is independent of the supply voltage while that of
conventional transistor switch depends on the supply voltage.
The interconnect delay increasing ratio from 1.0 to 0.5 V of
the proposed architecture is only 1.1×, whereas that of the
MOS-switch architecture is 3.6×. We can also see that the
energy reduction ratio become higher with voltage decrease
[Fig. 24(b)]. Focusing on 0.5-V operation, the energy reduction
is 94%. These evaluation results show that the proposed
architecture can achieve high performance even at low-supply
voltage.

Next, we evaluate the impact of ON-resistance of via-
switch by increasing it from 400 to 1200 � (from 200 to
600 � for each atom switch) since, as mentioned Section II-A,
the varistor in via-switch is under development for increasing
programming current. Evaluation results are shown in Fig. 25.
The signal transmission distance is seven XBs. We can see
from Fig. 25(a) that the delay increases in proportion to the
ON-resistance. However, even when the ON-resistance rises to
1200 �, the delay reduction from the MOS-switch architecture
is still achievable, especially large reduction of 76% is attained
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Fig. 26. Crossbar area variation in terms of switch removal.

Fig. 27. (a) Interconnect delay. (b) Energy in the proposed and
MOS-switch architectures when the thinning ratio of intersection switches
is varied. Repeaters are not inserted. Crossbar size is 86 × 153.

at 0.5-V operation. On the other hand, the total energy has
almost no changes even when the ON-resistance rises, and
it is reduced nearly by one order of magnitude from the
MOS-switch one at both 1.0- and 0.5-V operations.

All the above evaluations suppose dense crossbars where
via-switches are placed at all the intersections. On the other
hand, sparser (or depopulated) switch box, which have fewer
intersection switches, are often used in conventional FPGAs.
The sparsened switch box may degrade the routing flexibil-
ity but can reduce the area [32]. In the via-switch FPGA,
the sparse crossbar decreases the number of via-switches
connected to each signal wire and consequently reduces the
load capacitance of each signal wire, whereas the crossbar area
is unchanged. In case of conventional FPGA, the crossbar area
is also reduced since the number of transistors is reduced.

We evaluate the impact of crossbar sparseness on inter-
connect performance. In the evaluation, we sweep the ratio
of switch removal in the range from 0% (i.e., fully dense
crossbar) to 70%. If the switch removal ratio is 70%, each
horizontal wire segment has 0.3Ntr switches, and each input–
output ports of LBs and ABs has 0.3Ntr switches. The latter
can be expressed as Fc,in = Fc,out = 0.3 using the terminology
of island-style FPGA. Fig. 26 shows the crossbar area. Even
when the removal ratio reaches 70%, the via-switch crossbar
is still 7.8× smaller than MOS-switch one. Fig. 27 shows
the interconnection delay and energy, where the crossbar size
is 86 × 153, the supply voltage is 1.0 V, and the signal
transmission distance is seven XBs. As shown in Fig. 27, both
delay and energy decrease according to via-switch removal.
When the removal ratio is 70% and ON-resistance of via-
switch is 400 �, the reduction ratios of delay and energy from
the full matrix crossbar are 45% and 46%, respectively. We
can also see that the delay and energy of via-switch FPGA
remain much smaller than those of MOS-switch FPGA even
with the switch removal, and the reduction ratios of delay and
energy are 69% and 87%, respectively.

The above results indicate that the proposed architecture
achieves significant performance improvement compared with

the conventional architectures. In particular, it is more signif-
icant at the low-voltage operation, and the interconnect delay
and energy are reduced by one order of magnitude or more
at 0.5-V operation. This improvement can contribute to filling
the gap between FPGA and ASIC.

VII. CONCLUSION

This paper proposed a reconfigurable architecture that could
exploit the advantages of via-switch in terms of small foot-
print, BEoL only integration and low ON-resistance. The over-
lay interconnect structure adopts bidirectional signaling for
minimizing the crossbar size and improving the performance,
and it enables flexible repeater insertion. The underlay logic
structure is designed so as to fully exploit the FEoL area under
the crossbar, and mixed-grained logics consisting of LUT and
arithmetic/memory unit are adopted for improving the com-
patibility to various applications. An example of application
mapping result shows that the proposed mixed grained logic
structure with bidirectional interconnect achieved 21.7% array
area reduction compared to that with unidirectional intercon-
nect. Evaluation results on crossbar performance show that the
proposed interconnect structure can achieve up to 26× higher
crossbar integration density and reduce interconnect delay and
energy by 90% and 94% at 0.5-V operation, compared to
conventional transistor-based crossbars. Future works include
the consideration of via-switch ON-resistance variability in
performance estimation and design tools.
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