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Abstract— Phase measurement is required in electronic appli-
cations where a synchronous relationship between the signals
needs to be preserved. Traditional electronic systems used for
time measurement are designed using a classical mixed-signal
approach. With the advent of reconfigurable hardware such as
field-programmable gate arrays (FPGAs), it is more advanta-
geous for designers to opt for all-digital architecture. Most high-
speed serial transceivers of the FPGA circuitry do not ensure the
same chip latency after each power cycle, reset cycle, or firmware
upgrade. These cause uncertainty of phase relationship between
the recovered signals. To address the need to register minute
phase shift changes inside an FPGA, we propose a design for
phase measurement logic core having resolution and precision in
the range of a few picoseconds. The working principle is based
on subsample accumulation using systematic sampling over the
phase detector signal. The phase measurement logic can operate
over a wide range of digital clock frequencies, ranging from a
few kilohertz to the maximum frequency that is supported within
the FPGA fabric. A mathematical model is developed to illustrate
the operating principle of the design. The VLSI architecture is
designed for the logic core. We also discussed the procedure of
the phase measurement system, the calibration sequence involved,
followed by the performance of the design in terms of accuracy,
precision, and resolution.

Index Terms— Field-programmable gate array (FPGA), jitter,
phase calculator, phase polarity, subsampling, successive approx-
imation, synchronization, systematic sampling, VLSI, XOR-based
phase detector.

I. INTRODUCTION

EXPERIMENTS use phase information to calibrate and
synchronize signals between different circuit elements.

In certain experiments such as in high energy physics (HEP),
preservation of phase relationship between critical signals
throughout the experiment runtime is a necessary condition.
In recent trend for compact implementation of full digital
architectures, reconfigurable hardware technologies such as
field-programmable gate arrays (FPGAs) play a very dominant
role. Popular latency critical communication link standards
used in HEP experiments such as gigabit transceiver and
timing-trigger and control system over passive optical network
technology [1], [2], are implemented in FPGAs directly. These
links carry trigger and timing information needed for time-
stamp generation and event building. It is essential that the
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latency critical protocols maintain constant phase differences
in the recovered signals for the entire experiment’s runtime.
High-speed serial transceivers of FPGA’s do not maintain con-
stant phase shift with each round of power cycle, reset cycle,
loss of lock in the transceiver [3], firmware upgrade, or aging
of clock circuitry in phase-locked loop (PLL). A logic design
for phase monitoring capability to register phase shift changes
in the range of 20–100 ps is needed inside the FPGA circuitry.
This would allow to extract the relative phase information and
to recalibrate the system when needed, to maintain the constant
phase relationships.

Several approaches for phase measurement have been dis-
cussed in the literature. The classical principle of using the
over sampling technique is inadequate to measure a relative
phase difference between the two high-frequency clocks inside
an FPGA fabric, whose frequency exceeds the maximum limit
supported by the fabric (<500 MHz). One of the solutions as
mentioned in the works of Lu et al. [4], Trebbels et al. [5],
and Rong et al. [6] is to sample it externally using an
analog-to-digital converter (ADC) and then feed it back to
the FPGA for computation. However, the technique needs
an additional hardware to measure the phase difference of
the internal digital clocks. Without the use of additional
hardware, a phase measurement approach had been proposed
by Hidvegi et al. [7] using the dynamic phase alignment (DPA)
feature of the FPGA PLLs. The drawback of the method is
the achieved resolution, which is limited to the 1/8th of the
voltage controlled oscillator (VCO) frequency.

In this paper, we present a new approach for an accurate
phase measurement in an FPGA using subsamples collected by
the systematic sampling over XOR-based phase detector (PD)
signal. The XOR-based PD introduces the least timing jitter
because of the simplicity of its design [8]. It is known that use
of subsampling technique causes spectral leakage. However,
in our application, the use of averaging method for the phase
measurement makes it less susceptible to interfere with the
results [9]. A mathematical model is formulated to explain
the operating principle of the phase measurement technique.
The proposed technique is suitable to construct a logic core for
relative phase measurement between clocks having very low to
very high frequencies with precision, accuracy, and resolution
in the range of a few picoseconds.

This paper is organized as follows. Section II discusses the
principal components of the architecture, which include the
PD, duty cycle computation, and the phase polarity detector.
Sections III and IV present the details of the subsampling
methodology. The procedure for phase value computation
is outlined in Section V. In Section VI, we describe the
instrumentation errors. This is followed by the calibration
procedure in Section VII. The results are presented and
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Fig. 1. Phase differences plotted as function of the duty cycle of XORed waveforms. For two signals in-phase or 180o out of phase, the duty cycle is 0%
or 100% as shown in (a) and (b), respectively. Leading phase duty cycles (Dθ1) are shown in (c) and (d), and lagging phase duty cycles in (Dθ2) (e) and (f)
panels, respectively.

discussed in Section VIII. Comparison to other relevant work
is also given in this section. Finally, this paper is concluded
with a discussion and an outlook.

II. DESIGN IMPLEMENTATION

The digital clock signals are defined by the continuous-time
Heaviside step function [10], as denoted by u(t). The digital
clock (CLK1), having square waveform with periodicity T and
pulsewidth DT centered at nT , is represented by

x[t] =
+∞∑

n=−∞

(
u

[
t − nT + DT

2

]
− u

[
t − nT − DT

2

])

(1)

where duty cycle D = 1/2 or 50% and time period T =
(1/ f0).

Similarly, the digital clock (CLK2) having the same fre-
quency ( f0) and shifted by the tθ phase is given by x[t + tθ ].
The phase difference between CLK1 and CLK2 is calculated
by the XOR-based PD, shown in Fig. 1. The resulting XORed
waveform y[t] can be expressed as follows:
y[t] = x[t] ⊕ x[t + tθ ]

=
+∞∑

n=−∞

(
u

[
t − nT

2
+ Dθ1T

4

]
−u

[
t− nT

2
− Dθ2T

4

])

where ⎧
⎪⎨

⎪⎩

Dθ1 = 0, Dθ2 = tθ
T/2

: tθ <
T

2

Dθ1 = tθ
T/2

, Dθ2 = 0 : tθ ≥ T

2
and

Dθ = Dθ1 + Dθ2. (2)

This is a pulse train of duty cycle Dθ , composed of two
independent variables Dθ1 [shown in Fig. 1 (c) and (d)] and
Dθ2 [shown in Fig. 1 (e) and (f)], referred to as the leading and
lagging phase duty cycles, respectively. The full duty cycle Dθ

is given by (2), as the ratio of the phase difference (tθ ) to the
half-time period (T/2).

Continuous-time signals y[t] and x[t] are uniformly sam-
pled by the sampling clock of time period Ts to obtain
the discrete-time signals y[kTs] and x[kTs], respectively. The
number of samples acquired for phase computation is referred
as the sample population size (N). The ratio (R) of the mean
of N number of samples for the discretized XORed signal to
the reference clock (CLK1) is given as

R =

N∑
k=1

y[kTs]
N∑

k=1
x[kTs]

. (3)
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This ratio (R) tends to a constant value as the sample popu-
lation size (N) increases, as seen in the following equation:

R
N→∞ = Dθ

D
= Dθ1 + Dθ2

D
. (4)

The phase difference tθ can be calculated from eqrefeq:ratio,
by replacing D = (1/2) from (1) and Dθ = (tθ /T/2) from (2).
The relationship between tθ and R is shown below, where R
can take any value within the range of [0–2]

tθ = T

4
× R. (5)

The phase shift measurement can be represented in an angular
form by replacing T/4 with 90°

θ̃ = 360° × tθ
T

= 90° × R (6)

where � θ̃ lies in the range of [0°–180°].
From the measured phase difference we cannot distinguish

between the leading or lagging phase shift. To resolve the
phase polarity ambiguity, the reference clock (CLK1) is used
to sample the phase shifted clock (CLK2) to determine
whether the phase magnitude (θ̃ ) is positive (leading) or neg-
ative (lagging) (see Fig. 1). Thus

θ =
{

θ̃ : f [kT + tθ ] = 0

−θ̃ : f [kT + tθ ] = 1.
(7)

III. SAMPLING METHODOLOGY

Commonly used stratified or random sampling [11] for
signal processing holds no synchronous relationship between
the sampling clock and the reference clock used to drive
the logic signal. In this paper, we have used the concept of
systematic sampling method [11] to sample the phase infor-
mation signal or the XORed signal. The necessary condition
for having systematic sampling is to maintain a synchronous
relationship between the sampling clock (SAMPLE CLK) and
the reference clock (CLK1).

Since we are systematically registering only a part of the
possible sample set, we refer to the collected samples as
“subsamples.” This systematic sampling approach is illustrated
in Fig. 2. Here, the progression through the subsamples is
cyclic, which means that the subsample starts repeating itself
after every �th element in the selected sample frame.

The cyclic vector of subsamples S of order � is represented
as S = {s0, s1, s2, . . . , s�−1}, then the relationship between
s� = s0 holds. S forms a subset of the selected sampling
frame or the sample population vector P of size N . To denote
this mathematically, S ⊂ P where � < N .

From the isometric property of systematic sampling on the
XORed signal, the generated sample population vector (P)
constitutes multiple sets of the cyclic vector of subsamples,
S, that repeats itself and are isomorphic to one another. The
number of subsets of S possible from a total of P is expressed
as the frequency ratio of the reference clock to the sampling
clock, given by (8). The frequency ratio is reduced to its
simplest form given by � : � , such that the greatest common
divisor between the two factors is one and both factors belong

Fig. 2. Scanning of the XORed waveform using the sampling clock is
illustrated for Fs/F = 4/10 or �/� = 2/5.

Fig. 3. Stepwise successive approximation of phase value computation for
56.25°.

to the set of natural numbers (N). This is expressed in the
form

Fs

F
= �

�
, where gcd(�,�) = 1 and {�,�} ∈ N. (8)

Equation (8) states that the � unique subsamples of the XORed
signal are registered by the sampling clock within the � cycles
of the measured reference clock. We refer to the ratio of
�/� as the sampling interval. The sampling period (Ts) is
proportional to the sampling interval.

The present phase calculator is sensitive to phase magnitude
variations within the range of [0 − T/2], as can be inferred
from (5). To register the smallest phase difference of tθ ,
the minimum number of elements required in the subsample
cyclic vector (S) is given by

� ≥ T/2

tθ
. (9)

We constitute the following four constraints from the afore-
mentioned equations that guide the proper choice of sampling
frequency:

� ≥ 1

2Ftθ
gcd(�,�) = 1

�/� =
{

> 1 : OVERSAMPLING

≤ 1 : UNDERSAMPLING

Fs = �

�
× F

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

. (10)

The sampling of CLK1 and CLK2 with SAMPLE CLK
involves asynchronous clock domain crossing, that can give
rise to metastable output [12]. Hence, synchronization register
chain or synchronizer is used for metastable signal to settle
down, as shown in Fig. 4.
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Fig. 4. VLSI architecture of phase measurement instrumentation inside FPGA.

Fig. 5. Effect of phase polarity offset. (a) When no bank skew cancellation is in effect, the magnitude and polarity are misaligned leading to measurement
ambiguity. (b) When bank skew cancellation is in effect the quantization steps are properly aligned.

IV. GENERATING THE SUBSAMPLES

During systematic sampling, there are two main methods
through which one can produce more subsamples to increase
the resolution of the phase measurement. These two methods
are discussed in the following sections.

A. Method of Cascaded PLL

When the multiplication factor exceeds the VCO maximum
output frequency capability in PLL circuitry, then the PLL

frequency synthesizer fails. In that scenario, PLL-to-PLL
cascading is needed. Here, we can split the multiplication
factor (�) between the two PLLs. The cascaded PLL
having the same bandwidth settings has jitter amplification
effect [13]. To minimize jitter effect, Altera (now part of
Intel) [14] recommends the use of a low-bandwidth setting
for the source (upstream) PLL, and a high-bandwidth setting
for the destination (downstream) PLL. The first (upstream)
PLL acts as a jitter filter when configured as low bandwidth
and transfers a very little jitter to the downstream PLL.
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Fig. 6. PDF of quantization error (ε).

A high-bandwidth setting on the downstream PLL allows to
track jitter from the first PLL.

To illustrate the implementation of this method, let us take,
for example, a 120-MHz clock, whose phase shift of 1/100th of
the total clock period is needed to be registered. Then accord-
ing to (10), the number of subsamples required is 50 (� =
50). However, the PLL multiplication factor of 50 requires
VCO to operate at 6000-MHz frequency, that exceeds the
maximum VCO output frequency limit of 1300 MHz in PLL
circuitry for Intel Cyclone FPGAs. Hence, we split the
multiplication factor between two PLLs, as �/�|PLL1 = 5/7
and �/�|PLL2 = 10/17, respectively.

B. Sampling Frequency for Subsamples Generation

The phase measurement design works for both oversampling
and undersampling clock frequency to generate a particular
number of subsamples (�), by choosing lower or higher PLL
division factor (�). The preference is given to the undersam-
pling frequency, because it improves the phase noise perfor-
mance of the Sampling C L K significantly. According to the
popular PLL manufacturers such as Texas Instruments [15]
and Silicon Labs [16], one of the cardinal principles is that
the multiplication of frequency by N causes degradation in
phase noise performance by 20 log (N) with reference to
the input clock, while dividing it by the same improves by
the same factor [15]. In a classical PLL [17], due to the
existence of the divide by M in the feedback path and the
PD/CP, the divider noise amplification factor (in power) is M2.
However, the biasness toward undersampling can be avoided
if subsampling technology-based PLL is used as proposed by
Gao et al. [18].

V. COMPUTATION OF PHASE MAGNITUDE

The computation of phase magnitude in time or in angular
domain needs to be evaluated using (5) or (6), respectively.
The generalized form of the equation is shown as

P = K × R (11)

where P is the phase value and K is the conversion fac-
tor. Depending on whether phase calculation is expressed
in degrees or in time domain, the value of the conversion
factor (K ) is chosen as 90° or (T /4), respectively. The
evaluation of (11) involves two operations, multiplication,

and division. The division operation is used while computing
the ratio R [see (3)] and multiplication operation is needed
between K and R as given in (11).

For ease of formulation, lets represent the integrated values
needed for division operation by α = ∑N

k=1 y[kTs] and β =∑N
k=1 f [kTs]. The present value of dividend for each iteration

step is denoted by (αi ) and the present value of divisor for each
iteration is denoted by (βi ). The dividend is initialized by the
value of α and divisor by the value of β. We have employed a
shifted divisor binary-division technique [19], for calculating
the division result of α/β. The steps of division method is
kept tracked by the counter variable (i). The division is done
by right shifting the register value of β with each iteration of
the counter variable (i ) and for each iteration, the divisor is
stored in variable (βi ) by overwriting the past value as given
in the following equation:

βi = β × 2−i (12)

The decision-making factor δ[i ] in the following equation
stores the comparison value between divisor (βi ) and divi-
dend (αi ), which determines whether to continue with division
operation:

δ[i ] =
{

αi ≥ βi : −1

αi < βi : 0
(13)

The computed divisor value βi is subtracted from the dividend
αi , based on evaluated value of the decision-making factor
(δ[i ]) and at each iteration, the evaluated remainder overwrites
the dividend (αi ) in the next clock cycle as denoted by αi+1 in

αi+1 = αi + βiδ[i ], α0 = α. (14)

The second operation is to multiply the conversion fac-
tor (K ) with the quotient from the division method. However,
this would mean to wait for the quotient value computation to
finish, before performing the multiplication. To make the oper-
ation parallelized, the quotient bit generated by the division
method must be available simultaneously for the multiplication
method to operate using the same bit. The intermediate quo-
tient bit can be obtained by taking the modulus of the decision-
making factor as given by |δ[i ]|. The following equation shows
how multiplier value (K ) is shifted synchronously with the
divisor value (β) and stored in variable φi :

φi = K × 2−i . (15)

The sum of the product values between φi and quotient
value |δ[i ]| is continued for M number of iterations, to get
the final result as shown in

θ̃ ≈
M∑

i=0

φi |δ[i ]|. (16)

The constant M indicates the number of iterations of counter
variable (i) needed, so that the remainder (αi ) becomes
negligible or zero, or to say it in other way, it is equal to
the number of steps needed to shift bits rightward until β
becomes 0.

Depending on the floating point precision required, φi

must be initialized with conversion factor (K ) padded with
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Fig. 7. Transfer characteristics of phase measurement logic core when operating in active low sample counting mode.

Fig. 8. Histogram of phase-stepped values. (a) Uncalibrated component. (b) Calibrated component.

zero bits. For maximum precision, the number of blank bits
padded must be of equivalent size as divisor β. This method
of successive approximation of phase value computation is
illustrated in Fig. 3. The final phase value in our study, is stored
in a 64-b register in little-endian format and represented in
binary fractional form as

θ = (−1)sign × θ̃ × 2−32. (17)

We have used register size of 32 b for β. The VLSI architecture
of the phase measurement system is shown in Fig. 4.

VI. MEASUREMENT ERROR

The phase calculator, like any other instrumentation tech-
nique, is subjected to certain kinds of errors. This can be listed
as follows.

1) Phase Magnitude Offset: It occurs due to clock
skew [tskew(m)] between CLK1 and CLK2. The clock
skew [20] is minimized by setting proper timing con-
straints to instruct the fitter place and route engine to do
more robust timing closure for defined paths [21], and

prevents variation of clock skew by large margin with
each firmware upgrade.

2) Phase Polarity Offset: It occurs due to bank skew
[tskew(p)] between PD block and polarity detector block.
Bank skew [20] is a type of skew that refers to the output
skew between the signals with a single driving input
terminal. Here, tskew(p) = {tCLK1 − tCLK1∗} − {tCLK2 −
tCLK2∗}. The error induced by polarity offset can be seen
in Fig. 5(a).

3) Nonideal Transfer Characteristic: Our phase estimation
logic is a typical mid-tread uniform quantizer. The quan-
tization step is equal to the sampling interval Ts and the
input–output relationship for the forward quantization
step is expressed as

yk = k.Ts where k =
⌊

x

Ts

⌋
+ 1

2
. (18)

Finite time resolution in phase measurement introduces a
quantization error between the input phase and the recon-
structed output phase value. Assuming this quantization error
of phase value is uniformly distributed over the step width
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Fig. 9. Phase measurement accuracy, presented in picoseconds and in degrees, as a function of sample population size (N).

from −1/2 LSB to +1/2 LSB as shown in Fig. 6, the mean
value is equal to 0 and the variance is

E(ε2) = 1

Ts

∫ Ts/2

−Ts/2
ε2 dε = T 2

s

12
. (19)

Mid-tread quantizer shows symmetric dead-zone behavior
around 0 or the end region zone, which is termed as squelch
zone as shown in Fig. 7. In this zone, the samples collected
is too less to make decisions, whether to consider it as, very
low phase difference or suppress it as noise. There also exists
another kind of nonlinearity, known as differential nonlinear-
ity (DNL), where the actual step size shows deviation from the
recorded step size during phase measurement. The nonlinear-
ities in the transfer characteristics cannot be fully eliminated,
however, the nature remains fixed for a particular sample
population size (N). Using the least squares fit method to the
acquired data set, we can fit a calibration curve that exhibits a
linear response characteristics with a constant slope factor of
K/D, as can be derived from (4) and (11), respectively.

VII. CALIBRATION

The phase measurement technique needs a calibration pro-
cedure to eliminate the offset due to random and systematic
effects. A linear phase step method is used to calibrate the
component. In Intel chips, DPA technology [22] allows phase
step resolution of (1/8th) of VCO frequency. Dynamic phase
shift method is used to detect the amount of bank skew
correction needed to compensate for phase polarity offset

Bank skew cancellation delay = −tskew(p). (20)

Fig. 5(a) shows the effect of phase polarity offset. This
is corrected by adding bank skew cancellation as indicated
in Fig. 4 to get linear response characteristics as shown in
Fig. 5(b). In our test case, we have used −250-ps bank skew
cancellation.

The effect of nonlinearity in the phase measurement transfer
characteristic is indicated in Fig. 7. The readings are taken at
a step interval of 100 ps over 10 000 repetition cycle. Fig. 8(a)
shows without calibration how phase magnitude demonstrates
nonuniform distribution, due to squelch zone and DNL. The
quantization error is corrected using a software-based lookup
table method. Then after calibration, Fig.8(b) demonstrates
uniform phase magnitude distribution.

Static calibration methods are used to compensate for
systematic errors. Dynamic calibration method is needed to
compensate for random errors, caused by the timing skew
shift due to temperature and voltage drift. The procedure for
dynamic calibration is not discussed, as in our case, the board
is kept in controlled environment. However, the averaging
process involved in computation step suppresses the errors due
to random effects.

VIII. RESULTS

A. Measurement Setup

The course phase shift of minimum granularity in the order
of 70–100 ps is asserted by the DPA feature of the PLL,
where the minimum phase shift allowed limited by the 1/8th
of the VCO frequency within FPGA. The finer phase shift
in the order of 8–30 ps is inserted by variation of the cable
length to adjust the propagation delay. For characterizing
our phase measurement system in low-end FPGA, we have
used Intel Cyclone IV FPGA board to register phase shift
in 250-MHz clock with a minimum resolution of 100 ps. Our
phase calculator is set to collect subsamples (�) of 119 within
a sample population size (N) of 10 000. We have quantified
the phase measurement system performance using accuracy,
precision, and resolution.

1) Accuracy estimates the closeness of the measured value
to the actual or true value. Systematic errors affect the
accuracy involved in a system [23]. Sample population
size (N) is one of the system parameters that plays
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Fig. 10. Graphical bullseye representation of accuracy and precision. (a) High accuracy and low precision. (b) High accuracy and high precision.

Fig. 11. Effect of sampling on precision of the system.

a dominant role in determining the operating accuracy
of the phase measurement system as shown in Fig. 9.
The total system response time increases in the order
of O(N + log2 N) as N increases. The response time
includes the combined effect of sample accumulator
and phase computation block as shown in (3) and (16),
respectively.

2) Precision measures the spread of the readings when they
are repeated. Random errors limit the precision of a sys-
tem; hence, it can never be zero [23]. However, at higher
sample population, the precision of the system improves.
The effect is visualized in a more graphical way by a
bullseye representation showing only 100 readings. For
lower sample population size of N = 103, the accuracy
is moderately high but precision is low as shown in the
polar plot in Fig. 10(a), and for higher sample population
size of N = 104, both the accuracy and the precision is
high as plotted in Fig. 10(b).
The precision distribution of the phase measurement
system [24] is affected by two categories of errors as
illustrated in Fig. 11. The sampling error occurs when
the XORed signal undergoes systematic sampling by the
Sampling Clk and leads to subsample variation. The
aperture error happens when erroneous sample values
accumulate over a set of sample population acquisition
and lead to cumulative error in the computed average
value.

According, to the central limit theorem, the sampling
distribution of the sampling means approaches the
Gaussian or Normal distribution as the sample popula-
tion size increases, irrespective of the probability distri-
bution [25]. The probability distribution function (PDF)
of the sampling error distribution be represented as
P(x). The PDF of aperture error be represented as
P(y). For simplicity, let us assume that both the
PDFs are a Gaussian distribution with mean 0 and
standard deviation σ , denoted by N(0, σ ). Since both
the error sources are statistically independent Gaussian
distribution, their joint PDF is written as P(x, y) =
P(x)P(y) = (1/2πσ 2)e−(x2+y2/2σ 2). The envelope of
the sum of two quadrature Gaussian noise signals obeys
a Rayleigh distribution. Solving for the joint probability
distribution, by transforming it into polar coordinates
(r, φ), we get

P(r, φ) = P(φ)P(r)

= (Uniform Distribution) × (Rayleigh Distribution)

= 1

2π
× r

σ 2 e
− r2

2σ2 : r ∈ [0,∞], φ ∈ [−π, π].
(21)

Histogram of precision distribution plotted over popula-
tion size of 10 000 in the range of [−4000 to 4000 ps]
is shown in Fig. 12. The skewness of the precision
distribution curve exhibits different behavior for active
low sample counting mode and for active high sample
counting mode. For active low sample counting mode,
the skewness is toward the minimum value of 0 ps, and
for active high sample counting mode, the skewness is
toward full-scale reading value of 4000 ps as plotted
in Fig. 12(a) and (b). Either of the plots shows symmet-
ric behavior across center phase value of 0 ps because
the magnitude response remains same, whereas only
the polarity sign changes. To obtain the nature of the
distribution, we have chosen a sample population size
of 50 × 103, owing to the fact that for more number of
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Fig. 12. Precision distribution for 50×103 sample population size operating in (a) active high sampling counting mode and (b) active low sampling counting
mode.

Fig. 13. Dependence of resolution (ps) and number of subsamples (�) with frequency ratio (Fs/F).

TABLE I

FPGA-BASED PHASE DETECTION METHODS

samples averaging effect suppresses the relative uncer-
tainty and makes it hard to decipher the distribution,
while for less number of samples, too little statistics are
gained to determine the nature of the distribution.

3) Resolution indicates the ability of the phase measure-
ment system to detect and display the smallest changes
in the characteristic of the results. It is limited by the step
size of the quantization step. The number of quantization
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steps involved in the measurement is determined by the
number of subsamples (�) collected by the system. For
finer resolution, more number of subsamples need to
be collected and quantization error of the system also
reduces. To operate the phase measurement system in
a particular resolution, the user can operate both in
undersampling or in oversampling mode by properly
choosing the frequency ratio, as shown in Fig. 13.

B. Comparison

We have used Intel’s Cyclone IV FPGA to characterize
our phase component in low-end FPGAs with 10 000 data
sets, where measurement resolution we can achieve is around
34 ps. For high-end FPGAs such as Stratix V and Arria
10, the resolution goes to 8–10 ps depending on the input
clock jitter. High-end FPGA circuitry got better jitter perfor-
mance leading to better performance of our phase measure-
ment system. A detailed comparison of our proposed design
competency against other recent works is shown in Table I.
Our presented architecture outperforms other in situ FPGA-
based PD implementation in resolution and also in maximum
operational frequency. The performance results are reasonably
competitive with other ex situ-based implementations.

IX. CONCLUSION

In this paper, we have discussed the development of a sen-
sitive phase detection logic core for FPGA, having precision,
accuracy, and resolution in the range of a few picoseconds.
This can be used within FPGA as a monitoring device of
phase relationship between digital clock pulses, without any
additional circuitry. The design is modularized in a way that
allows designers to modify different components for more
robustness of the design, like replace XOR-based PD with other
phase comparator. The concept of using systematic sampling
for subsample collection can also be extended to map other
complex analog domain problem to digital domain.
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