
 

From computer vision to short text understanding: Applying
similar approaches into different disciplines
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Abstract: With the development of IoT and 5G technologies, more and more online resources are presented in trendy

multimodal  data  forms  over  the  Internet.  Hence,  effectively  processing  multimodal  information  is  significant  to  the

development of various online applications, including e-learning and digital health, to just name a few. However, most

AI-driven systems or models can only handle limited forms of information. In this study, we investigate the correlation

between natural language processing (NLP) and pattern recognition, trying to apply the mainstream approaches and

models  used  in  the  computer  vision  (CV)  to  the  task  of  NLP.  Based  on  two  different  Twitter  datasets,  we  propose  a

convolutional neural network based model to interpret the content of short text with different goals and application

backgrounds.  The  experiments  have  demonstrated  that  our  proposed  model  shows  fairly  competitive  performance

compared  to  the  mainstream  recurrent  neural  network  based  NLP  models  such  as  bidirectional  long  short-term

memory (Bi-LSTM) and bidirectional gate recurrent unit (Bi-GRU). Moreover, the experimental results also demonstrate

that the proposed model can precisely locate the key information in the given text.
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1    Introduction

With  the  development  of  Internet  and  communication
technologies  such  as  IoT  and  5G,  the  forms  of  online
information  resources  develop  from  single  form  (e.g.,
pure  text  or  pure  picture)  to  diversification  (e.g.,  in  a
multimodal  form).  For  example,  a  single  online
learning  course  can  contain  textual  information  (e.g.,
the discussion from students), audio-video information
(e.g.,  the  recorded  lecture  content),  and  images  (e.g.,
the  attached  slides)[1].  Alternatively,  in  the  area  of  e-
commerce,  a  list  of  goods  on  Amazon  or  Taobao  can
have  text,  images,  and  even  short  video  for  its
description[2].  Hence,  solely  processing  single  format
of  the  information  is  no  longer  adequate  enough  to
fully  understand  the  online  resources.  Such  changes
pose  new  challenges  for  the  intelligent  multimodal
information  processing  tool  towards  various  big  data
application  areas,  including  e-learning,  digital  health,
traffic information systems, etc.

However,  the  researches  on  information  processing
and  fusion  for  handling  different  formats  of  the
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information  are  still  relatively  isolated  even  though
many  efforts  had  been  made  independently  or
diversely.  For  example,  there  is  a  lack  of  a  robust
universal model, which can handle the processing task
of  different  types  of  information  (i.e.,  multimodal
information).  Hence,  multiple  models  are  generally
involved in a processing system to handle and interpret
multimodal information. In the prior work of managing
open  educational  resource  in  medicine  discipline[3],
three different  models  were used to  handle  text,  video
stream,  and  pictures.  Ultimately,  a  universal  and
reuseable model or a single model only requiring little
adjustment  for  different  types  of  information,  can
greatly reduce the complexity of the overall system.

When  tracing  back  the  final  objective  of  tasks  of
natural  language processing (NLP) or computer vision
(CV)  problems,  we  can  see  that  most  of  these  studies
aim to construct a model to understand the content of a
piece  of  text  or  a  picture.  For  the  convenience  of
training  process,  the  content  of  a  picture  or  text  is
always  represented  in  the  form of  digitalized  numbers
(either integer or decimal). The training process of the
model is conventionally based on a certain mathematic
concept to manipulate these numbers and narrow down
the  gap  between  the  prediction  and  the  pre-defined
ground  truth.  In  short,  the  CV  problem  and  NLP
problem  share  a  similar  goal  and  the  data  are
represented  similarly  in  both  CV  and  NLP  tasks.  The
highlights  of  the  paper  are  to  discuss  the  common
underlying mechanisms between NLP and CV models,
and investigate  the  possibility  of  using CV techniques
to  solve  NLP  problems.  In  this  study,  we  propose  to
investigate  the  following  question: “ Can  similar
machine  learning  approaches,  models,  ideas,  or
techniques be used in different disciplines, such as CV
and  NLP,  where  certain  application  areas  require
holistic handling on multimodal information forms?”

In  order  to  answer  the  above  question,  we  initiate
that the effort of using the mainstream solutions in CV
area  could  be  made  to  understand  the  content  of  the
short texts.  Two different tweet datasets with different
training  objectives  are  used  in  this  study.  The
contributions of this paper are summarized below:

(1)  The  demonstration  of  how  to  model  an  NLP

problem from the perspective of computer vision based
on the real-world datasets.

(2)  Proposal  of  a  pilot  convolutional  neural  network
solution to understand the content of the short texts.

(3)  Comprehensive  experiments  with  detailed
analysis  to  demonstrate  the  merits  of  our  proposed
solution  and  the  possibility  of  using  generic  model  to
process multimodal information.

The remainder of this paper is organized as follows:
Related  works  of  the  mainstream solutions  in  CV and
NLP will be firstly introduced and discussed in Section
2. In Section 3, the proposed solution to understand the
content  of  the  short  text  will  be  presented.  The
experiment  part  will  be  demonstrated  in  Section  4,
which  includes  the  details  of  evaluation  metrics,
datasets,  experimental  settings,  and  description  of  the
baselines and analysis of the experimental results. This
paper will be concluded in Section 5, together with the
plan of future research.

2    Related work

2.1    CNN in computer vision

With  the  outstanding  performance  in  extracting
different  granularities  of  spatial  information,  the
convolutional  neural  network  (CNN)  based  models
have  become  the  mainstream  solutions  to  various
computer vision tasks[4]. To name a few, for the task of
image  classification,  the  AlexNet[5],  which  consists  of
five convolutional layers, can distinguish one thousand
different objectives. For the task of object detection, R-
CNN[6],  Fast  R-CNN[7],  and  Grid  R-CNN[8] are  well-
adopted  region  based  CNN  with  the  idea  of  the
bounding  box  to  locate  target  objects.  Moreover,
besides  recognizing  objects,  the  CNN-based  models
can also work as a tracker in the task of object tracking.
One  representative  object  tracking  model  is  FCNT[9],
which  takes  advantage  of  the  feature  map  from
the  model  VGG[10].  Multi-hierarchical  independent
correlation filter is also used for visual tracking[11]. As
the network goes deep, different types of features (such
as edges, shape, and so on) are extracted and modelled
successively, but the network will face the challenge of
vanishing  gradients.  Hence,  the  ResNet[12],  which
consists  of  152  layers,  is  designed  to  maintain  the
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robustness  of  the  deep  model.  All  these  works
demonstrate  the  outstanding  non-linear  transforming
ability  of  CNN  mechanism,  which  can  be  used  to
interpret  the  content  of  the  complex data  or  signals  in
format of pixels. Hence, we are interested in verifying
the  research  question  that,  as  the  representation  of  a
sequence  of  text  is  similar  to  a  picture,  whether  the
mainstream  CV  models  work  as  good  as  the
mainstream  NLP  models  when  dealing  with  an  NLP
problem?

2.2    RNN and CNN in NLP

In  NLP,  constrained  by “rules”  (such  as  the  grammar
and  idioms),  a  meaningful  sentence  is  commonly
composed with specific patterns. When interpreting the
meaning  of  a  piece  of  text,  a  sequence  of  a  bunch  of
words  is  usually  more  important  than  the  individual
words themselves. Due to the significance of modelling
temporal/time-series  information,  the  recurrent  neural
network  (RNN)  based  model  can  be  regarded  as
dominant for various NLP tasks in the recent years. For
example,  the  combination  of  RNN  and  conditional
random  field  (CRF)  based  framework  has  been
regarded  as  the  optimal  choice  for  the  tasks  of
sequence  labelling  and  information  extraction  in
various  application  areas[13].  Similarly,  for  the  task  of
text  classification  and  text  generation,  most  of  the
existing  solutions  are  based  on  the  famous  RNN
framework  and  its  variants[14].  Hence,  it  is  prudent  to
raise  a  research  question  that,  with  proper
modifications,  can  CNN  model  capture  and  interpret
temporal  patterns  as  RNN  model  does  and
consequently be applied in the NLP task?

2.3    CNN in NLP and RNN in CV

From the  viewpoint  of  mathematics,  the  goals  of  both
the  CNN  and  RNN  networks  are  to  project  the  given
input  to  the  required  output  through  complex  non-
linear  transformation.  In  recent  years,  many  prior
studies have been successfully using the CNN model to
solve  NLP  problems  or  RNN  model  to  solve  CV
problems.  In  Ref  [13],  CNN is  used  to  generate  word
embeddings  by  extracting  character-level  semantic
information  such  as  prefix  and  suffix.  TextCNN[15] is
designed for the task of sentence classification, and this
work  demonstrated  that  a  simple  CNN  with  little

hyperparameter  tuning  has  the  potential  to  achieve
excellent results on multiple benchmarks. In the area of
CV,  the  combination  of  CNN  and  RNN  is  used  for
image  classification  in  Refs.  [16, 17].  The  LSTM-C
framework  is  used  in  incorporating  the  knowledge
from external sources in Ref. [18] to address the issue
of  predicting  novel  objects  in  image  captioning  task.
However,  these  studies  do  not  do  and  explore  the
relationship between these two areas into further depth
and do not analyse whether it could be feasible to have
a universal framework or model for both areas.

3    Model design

In this section, we describe the design of the proposed
CNN-based  framework  for  interpreting  the  tweet
content.  First,  from  a  high-level  perspective,  we
introduce  the  overall  architecture  of  this  framework.
Next,  how  the  research  problem  is  formulated  in  this
study will be demonstrated.

3.1    Architecture framework

The proposed framework contains two components: the
upstream  component  and  the  downstream  component.
The general architecture of the proposed framework is
shown  in Fig.  1.  The  upstream  component  is  the  pre-
trained language model; it is used to transform the raw
text input into the dense embeddings. The downstream
component  is  the  task-specific  model,  which  takes  in
the  dense  embeddings  and  produces  the  final
predictions  for  a  specific  NLP  task.  In  this  study,  we
only  focus  on  applying  CV  ideas  to  the  downstream
component,  whereas  designing  the  upstream
component  is  beyond the  scope of  this  paper  as  many
researchers  have  been  carried  out  in  this  field.
However,  to  get  comprehensive  experiment  results,
different pre-trained language models will be compared
and discussed in this paper later.

3.2    Problem formulation

To  clearly  formulate  the  task  of  tweet  content
understanding,  we  would  have  the  following
definitions.
3.2.1    Upstream component

t = (w1,w2, . . . ,wi)

In this study, the pre-trained language model L is used
to  generate  dense  word  embeddings e  with  dimension
m.  For  each  word w  in  a  tweet ,  the
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L (wi) => ei

ei ∈ Rm ei

mapping  procedure  can  be  formulated  as ,
, where  is an m-dimentional real value vector,

Rm is the set of these vectors.
3.2.2    Tweet representation

P = S tack (e1,e2, . . . ,ei)

In this study, a tweet is  represented in the form of 2D
“figure” P  by  stacking  all  embeddings  together,  such
procedure  is  formulated  as .  To
prevent  any  information  loss  in  this  procedure,  the
order  of  the  embeddings  is  kept  the  same  with  the
original  text  sequence.  The  illustration  of  this  process
is shown in Fig. 2.
3.2.3    Downstream component
Given  different  NLP  tasks  have  different  goals,  the
designs  of  the  downstream  component  can  vary  from

ydisaster ∈ {0,1}

ysentiment ∈ {0,1,2}

F

task  to  task.  Usually  the  recurrent  neural  network  and
its  variants  are  used  to  capture  temporal  information.
However,  a  CNN-based  downstream model  is  used  in
this  study.  This  downstream  component  takes  in
generated  text “figure”  P  and  makes  the  final
prediction y. Two tweet datasets are used in this study,
one  for  disaster  prediction  and  another  for  sentiment
analysis.  For  a  disaster  prediction  task,  the  goal  is  to
analyze  the  content  of  a  given  tweet t  and  predict
whether  a  tweet  is  about  real  disaster  or  not.  For  this
task, defining the ground-truth as , where
1 is for disaster and 0 is for not about the disaster. For
the  sentiment  analysis  task,  the  goal  is  to  find  out
whether a given tweet t contains a certain sentiment or
not,  and  what  its  sentiment  is.  For  this  task,  defining
the  ground-truth  as ,  where  0  is  for
neutral (no obvious sentiment involved in a tweet), 1 is
for negative sentiment, and 2 is for positive sentiment.
Hence,  together  with  the  above  two  definitions,  the
goal  of  the  downstream  component  is  to  learn  the
following function :
 

F (P)⇒ y (1)

Inspired  by  Ref.  [15]  and  the  idea  of  the n-gram
model[19],  we  have  carefully  designed  a  CNN-based
network to interpret the text content. The generated 2D
text  figure  is  scanned  by  multiple  kernels k1−ki  serval
times to extract semantic information. Different kernels
have  different  widths di  but  share  the  same  height h.
The  kernel  height h  is  equal  to  the  word  embedding
size.  With  these  settings,  kernels  can  summarize  the
information  of  number  of di  successive  words  at  each
step  during  the  first  convolutional  operation,  such
procedure is similar to generating n-gram samples. The
following  convolutional  operations  extract  different
levels of granularity of information in the same way as
it has been frequently used in the CV area. After a set
of  successive  convolutional  operations,  pooling
operation  and  fully  connected  layers  are  applied  to
summarize  all  extracted  information  and  produced  the
final  predictions.  The  illustration  of  the  network
structure  of  the  proposed  CNN-based  downstream
component is shown in Fig. 3.
3.2.4    1D bounding box
Moreover,  in  this  study,  despite  making  the  proposed
model  understand  tweet  content,  we  also  investigate
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B (cindex, l)

whether the proposed model can identify which phrases
or  words  in  the  tweet  would  express  the  key
information. In another word, we want the model to be
able to identify which words or phrases could express a
negative  or  positive  sentiment  for  a  given  tweet.
Inspired  by  the  utility  of  the  bounding  box  in  object
detection,  a  1D “bounding  box”※  is  used  to  mark  the
key  information.  Hence,  the  proposed  model  will  not
only  classify  a  given  text  to  one  predefined  category
but also highlight which words/phrases express the key
information that triggers the model make this decision.
The main difference between the bounding box used in
this  study  and  the  one  used  in  a  common  CV  task  is
that  our  bounding  box  only  has  one  dimension
(horizontal). The example of the bounding box in both
areas  is  shown in Fig.  4.  In Fig.  4,  the  left  part  is  the
bounding box of the object detection results of cats; the
right part is the bounding box of the sentiment analysis
result  of  negative  feeling.  The  1D  bounding  box  is
formulated as , the first element is the center
index  of  the  selected  sequence  of  text  and  the  second
element is the length of selected text. The loss function
to  measure  the  prediction  and  the  ground-truth  of  the
bounding box is formulated as 

LossB = MS E (cindex− ĉindex)+MS E
(
l− l̂
)

(2)

where the MSE is the mean square error loss. Difference
between  the  predicted  centre  and  the  ground-truth
centre is measured by the first term, and the difference
between the  predicted  length  of  key words/phrase  and
the ground-truth length is measured by the second term.

4    Experiment and analysis

The  experimental  details  are  demonstrated  and
analysed  in  this  section,  including  the  introduction  of
the datasets, the used evaluation metrics, the baselines,
the experimental setting, and the analysis of the results.

4.1    Dataset

There  are  two  short  text  datasets  used  in  the
experiments;  and  both  are  collected  from  the  Twitter
platform  and  open  to  the  public‡ .  Both  datasets  are
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Failed inspection. Did you
know you can pass wo/oven,
but not wo/anti-tip bracket,
which is only sold w/oven?
This is worse than taxes.

 
Fig. 4    Example represntation of bounding box in CV (left)
and NLP (right).
 

※  The  working  manner  and  optimization  process  of  the  proposed
bounding box is  different  from the one in  computer  vision.  We merely
use a similar idea to identify the wanted information.

‡ The  dataset  about  disaster  prediction  was  created  by  the  company
figure-eight  and  originally  shared  on  https:  //www.figure-
eight.com/data-for-everyone/.  The  second  dataset  about  sentiment
analysis was extracted from https: //appen.com/resources/datasets/.
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short informal text collected from the Twitter platform.
The  reasons  of  choosing  these  two  datasets  are:  (1)
Handling  informal  text  to  prove  that  our  proposed
model  is  general  enough  to  handle  complex  NLP
problem.  (2)  Using  short  text  to  demonstrate  the
outstanding  information  extracting  ability  of  our
proposed model.

The  first  dataset  contains  more  than  10  thousand
tweets,  some  of  which  talking  about  the  real  disaster
events.  The  ratio  of  disaster-related  against  non-
disaster-related is  43:57.  This dataset  contains the raw
text  of  each  tweet,  keyword  from  the  tweets,  and
location information where a tweet was sent from. The
keyword  and  location  information  may  be  blank;  we
only  utilise  raw  text  information  to  train  the  model.
The second dataset contains 30 thousand tweets with or
without sentiment information. The ratio of the number
of  neutral  against  positive  against  negative  sample  is
41:31:28.  This  dataset  contains  the  raw  text  of  each
tweet  and  the  text  fragment  that  support  the  tweet’s
sentiment.  Similarly,  only the raw text  is  used to train
the  model.  The  raw text  is  collected  directly  from the
Twitter  platform  and  has  not  been  pre-processed  yet.
The example of these two datasets is shown in Table 1.

4.2    Evaluation metrics

In  order  to  reflect  the  model  performance  from
different  perspectives,  three  different  types  of
evaluation metrics are used in the experiment. The first
evaluation metric is  accuracy (Acc),  formulated as Eq.
(3), which directly reflects the proportion of the correct
predictions  produced  by  each  model.  However,  for
imbalanced  distributed  ground-truth,  this  metric  might
not  be  suitable  for  comparing  the  effectiveness  of  the
models[20].
 

Acc =
total number o f correct prediction

total number o f prediction
(3)

The second evaluation metric used in this study is the

area under curve (AUC) value. AUC value reflects the
ability  of  a  model  to  distinguish  different  types  of
information  (i.e.,  for  task  one  about  whether  it  is  a
disaster  or  not,  for  task  two  about  whether  they  are
different  sentiments).  When  dealing  with  the  multi-
class classification task (task of sentiment analysis), the
one-versus-one  strategy  is  used  in  the  experiment.
AUC  value  is  the  area  under  the  receiver  operating
characteristic (ROC).

The last evaluation metric is the F-score, formulated
as  Eq.  (4),  which  is  the  harmonic  mean  of  the  recall
score and the precision score. Because of the trade-off
between  recall  and  precision,  we  cannot  conclude  a
good model merely based on high Recall score or high
precision score. Hence, using F-score is a better choice
for model comparison.
 

F1 = 2× recall× precision
recall+precision

(4)

4.3    Baseline

In  the  experiments,  different  pre-trained  models  are
used  to  investigate  the  effectiveness  of  applying  the
CV solution to  the  NLP problem.  Specifically,  for  the
upstream  component,  we  involve  the  following  pre-
trained language models:

(1) Word2Vec[21]:  This model has high optimization
efficiency,  but  can  only  model  the  local  semantic
information within the pre-defined window.

(2)  GloVe[22]:  This  model  combines  the  merits  of
LSA[23] and  Word2vec.  It  uses  the  co-occurrence
matrix  to  model  the  local  and  global  semantic
information at the same time.

(3)  Bert[24]:  Bert  and its  variants  dynamically model
the  semantic  information.  As  indicated  in  the  original
study  that  a  multitask  fine-tuning  approach  could  be
used  to  train  the  model,  and  this  would  boost  the
performance even further.

 

Table 1    Data sample of the two datasets.

Dataset Information type Information

Disaster
prediction

Raw text I-77 Mile Marker 31 to 40 South Mooresville Iredell Vehicle Accident Congestion at 8/6 1:18 PM
Keyword accident

Location North Carolina
Sentiment
analysis

Raw text A little happy for the wine jeje ok it`sm my free time so who cares, jaja i love this day
Text fragment A little happy
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For  the  downstream  component,  we  compare  the
following models’ effectiveness in understanding tweet
content:

(1)  Bi-GRU:  Bi-directional  gated  recurrent  unit
neural network.

(2)  Bi-LSTM:  Bi-directional  long-short-term-
memory neural network.

(3) The proposed CNN-based model in our paper.

4.4    Experimental setup

In  this  study,  all  the  models  are  implemented  using
PyTorch  framework[25].  The  pretrained  language
models  Bert  and  Word2Vec  are  implemented  through
Transformer§ and  Gensim¶,  respectively;  the  pre-
trained  GloVe  model  is  reproduced  through  its
pretrained  word  vectors☆.  Six  different  kernels  with
128  output  channels  are  used  in  the  proposed  CNN-
based  model.  ReLU  is  used  as  the  activation  function
for  each  convolutional  output,  and  there  are  four
successive convolutional layers in total. The dimension
number for the hidden layer of Bi-LSTM and Bi-GRU
is set  to 256. The sigmoid function is used to produce
the  final  prediction  for  disaster  prediction  task,  while
the  softmax  function  is  used  to  produce  the  final
prediction  for  sentiment  analysis  task.  All  the  other
settings  are  strictly  stick  to  the  original  work,  or  we
directly  use  the  default  settings  of  the  PyTorch
framework. The early-stop mechanism is applied to all
the training processes to prevent overfitting.

Before using the language model to convert the tweet
content  to dense vectors,  the raw text  is  pre-processed
through  several  NLP  data  cleaning  and  normalizing
stages,  ranging  from  removing  the  stop-words  and
lemmatization to removing URLs and emojis.

4.5    Experiment results and discussions

Table  2 illustrates  the  effectiveness  comparison  of
different  downstream  components  for  two  different
NLP  tasks. Table  3 reports  the  effectiveness  of
different  upstream  components.  As  we  have  obtained
similar  results  from  two  datasets,  we  only  present  the
experimental  results  of  the  task  disaster  prediction  in
Table 3. The demonstration of the 1D bounding box to
locate key information is shown in Table 4.

4.5.1    Effectiveness of the proposed CNN model
According  to  the  results  demonstrated  in Table  2,  we
can easily  conclude that,  with  the same Bert  upstream
component,  the  proposed  CNN-based  downstream
component  shows  competitiveness  comparing  to
mainstream  NLP  solutions  in  all  criteria  for  two
different tasks (highlighted in bold text). For the task of
disaster  prediction,  Bi-LSTM  model  slightly
outperforms  the  Bi-GRU  model,  while  for  the  task  of
sentiment  analysis,  the  Bi-GRU  model  greatly
outperforms  the  Bi-LSTM  model.  We  would  argue
such  improvement  is  produced  by  the  structure
difference  between  the  LSTM  cell  and  GRU  cell.
According  to  the  original  work  of  LSTM[26] and
GRU[27], the LSTM tends to remember longer semantic
information  than  GRU.  Hence,  we  consider  that  for
different tasks, to involve too much information during
the  modelling  procedure  will  not  always  improve  the
model performance.

The  task  of  disaster  prediction  needs  to  understand
the  whole  tweet  to  predict  whether  the  given  tweet  is
about disaster or not. It is hard to infer whether a tweet
is  about  a  disaster  or  not  merely based on a short  text
segment or phrase. As shown in the following example:

 

Table  2    Downstream  component  comparison  on  the  tasks
of sentiment analysis and disaster prediction.

Task Model Acc F1 AUC

Disaster prediction
Bert + proposed model 0.82380.81690.8798

Bert + Bi-GRU 0.81080.80440.8698
Bert + Bi-LSTM 0.81720.81280.8695

Sentiment analysis
Bert + proposed model 0.85730.83540.8998

Bert + Bi-GRU 0.84650.82730.8800
Bert + Bi-LSTM 0.81590.79270.8543

 

 

Table  3    Upstream  component  comaprion  on  the  task  of
disaster prediction.

Model Acc F1 AUC
Bert + proposed model 0.8238 0.8169 0.8798

GloVe + proposed model 0.8173 0.8145 0.8723
Word2Vec + proposed model 0.6852 0.6762 0.7271

Bert + Bi-GRU 0.8108 0.8044 0.8698
GloVe + Bi-GRU 0.7667 0.7598 0.8097

Word2Vec + Bi-GRU 0.6819 0.6760 0.7348
Bert + Bi-LSTM 0.8172 0.8128 0.8695

GloVe + Bi-LSTM 0.8107 0.8039 0.8588
Word2Vec + Bi-LSTM 0.6770 0.6625 0.7283

 

§https: //huggingface.co/transformers/index.html
¶https: //radimrehurek.com/gensim/#
☆https: //nlp.stanford.edu/projects/glove/
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“All  residents  asked  to ‘ shelter  in  place’ are  being
notified  by  officers.  No  other  evacuation  or  shelter  in
place orders are expected.”

Remembering more words or longer text sequence is
helpful  to  understand the  context  of  the  whole  tweets.
Hence, for such task, the LSTM-based model is  better
than GRU-based model.

As  for  the  task  of  the  sentiment  analysis,  in  most
cases, sentiment is just one part of a tweet content. As a
negative  sentiment  tweet  shown  in  the  following
example,  a  user  posts  a  certain  event  and  expresses
how  he/she  feels  about  it: “ Grrr..stupid  internet
connection ruined a great scrabble game.”

Interpreting  the  sentiment  of  a  user  relies  on  short
text sequence or phrase. Inferring from the longer text
sequence  might  negatively  affect  the  model
performance,  as  the  phrase “ a  great  scrabble  game”
shows positive sentiment in the above example, which
contains  negative  sentiment.  Hence,  with  the  same
settings,  the  Bi-GRU  model  greatly  outperforms  the
Bi-LSTM model in the second task.

The  above  long-short-sequence  modelling  problem
can be avoided by using the proposed CNN-based model.
When  using  the  CNN-based  model,  we  can  flexibly
control the length of word sequence to be modelled at
each  step  through  setting  the  kernel  size  at  the  first
convolutional  layer.  The  configuration  of  the  kernel
sizes can be determined on domain knowledge or pilot
experiments.

4.5.2    Importance of upstream language model
We  also  investigate  the  framework  performances  in
using  different  language  models  in  the  upstream
component.  From Table  3,  we  can  conclude  that  the
frameworks with pretrained Bert model outperform the
ones  with  GloVe  model  or  Word2Vec  model
(highlighted in bold text). As mentioned in Section 4.3,
the Bert model can capture more semantic information.
A  better  language  model  indicates  the  downstream
component  can  access  more  useful  information.  From
the  CV  perspective,  a  better  language  model  can
generate “ higher  resolution  text  figure”,  which  is
critical  for  mining  details  from  the “ text  figure”.  As
argued  in  Ref.  [28],  tweets  generally  contain  more
information  per  character,  likely  a  result  of  Twitter-
specific  abbreviations  and  a  less  consistent  writing
style.  Hence,  to  better  interpret  the tweet  content,  it  is
necessary  to  use  powerful  language  model  for
maximizing the retention of semantic information.
4.5.3    Locating key information
Making  use  of  the  second  dataset,  we  also  further
investigate  whether  our  proposed  model  can  identify
and  locate  the  key  information  (i.e.,  keywords).  As
mentioned in Section 3, a 1D-bounding box is designed
to  select  the  keywords  (for  an  NLP  task,  such  job  is
usually  accomplished  by  using  attention  mechanism).
Due  to  the  space  limitation,  in  this  paper,  we  only
randomly present five positive and five negative results
as shown in Table 4. The column of “Ground-truth key

 

Table 4    Demonstration of 1D bounding box on the task of sentiment analysis.

Raw text Selected text Ground-truth key word Sentiment
Grrr..stupid internet connection ruined a great scrabble

game grrr..stupid Grrr..stupid internet connection negative

listening to the best days of your life by kellie pickler listening to the best days listening to the best days of your
life positive

awesome! All deserved I’m sure. Miss the Crabs games awesome awesome positive
Are you going to hate being around my baby? are you going to hate being hate negative

awww I love me some charlies we are enjoying some
lucky food LOL awww i love me some love positive

NICE! Got any that are indexed that you want to unload?
I need a few. nice! got any that NICE! positive

Still gutted that man utd lost Still gutted that man utd lost Still gutted that man utd lost negative

i miss him ALOT but im not gonna talk to him, i HOPE i miss him alot but im not
gon na talk to him miss negative

Starting to spoil my pug since her brother Max passed
away on Tuesday. We miss him. starting to spoil my pug We miss him. negative

Just try to do your best. I hope you don’t get laid off. try to do your best. Just try to do your best. I hope you
don’t get laid off. positive

 

    168 Intelligent and Converged Networks,  2022, 3(2): 161−172

 



word”, is showing the labelled ground-truth words that
contain  sentiment  information.  The  column  of
“Selected  text” is  showing  the  key  words  selected  by
the bounding box. We can clearly see that our proposed
model  can not  only understand the sentiment  meaning
of  the  tweet  content  but  also  identify  which  words
express  such  meaning.  The  only  drawback  of  our
bounding box is that it is prone to selecting longer text
than the ground truth (by comparing the second and the
third column). We attribute it to the common situations
that  longer  text  could  contain  more  information  and
would be more supportive of the bounding box to make
a decision.

5    Conclusion and future work

In this study, we investigate the feasibility of designing
a  generic  model  to  solve  the  multimodal  information
problem. A CNN-based model and a further bounding
box  are  proposed  to  demonstrate  that,  with  proper
adjustments,  the  mainstream  solutions  from  CV  area
can also be used to solve NLP problems with different
goals. With proper configurations, the proposed CNN-
based  model  can  yield  a  better  generalization  ability
than  RNN-based  model.  Based  on  the  experiment
results,  we  discover  the  significance  of  the  language
model  in  modelling  textual  information.  The
experimental results have also shown that, for the task
of  short  text  understanding,  our  proposed  solution  has
competitive  performance  comparing  to  mainstream
NLP  solutions  such  as  Bi-LSTM  and  Bi-GRU.
Moreover,  the  proposed  model  shows  satisfactory
performance in locating key information.

In  the  future,  firstly,  we  will  continue  investigating
the effectiveness of the proposed solution for long text
understanding.  To  better  design  such  a  generic  model
for  processing  multimodal  information,  we  will  also
investigate  in  applying  CNN-based  solution  to  solve
other forms of information such as audio signals. In the
meantime,  we  will  also  try  to  use  NLP  solutions
reversely to solve other forms of information.
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