
 

QSPCA: A two-stage efficient power control approach in D2D
communication for 5G networks

Saurabh Chandra, Prateek, Rohit Sharma, Rajeev Arya*, and Korhan Cengiz

Abstract: The  existing  literature  on  device-to-device  (D2D)  architecture  suffers  from  a  dearth  of  analysis  under

imperfect  channel  conditions.  There  is  a  need  for  rigorous  analyses  on  the  policy  improvement  and  evaluation  of

network performance. Accordingly, a two-stage transmit power control approach (named QSPCA) is proposed: First, a

reinforcement  Q-learning  based  power  control  technique  and;  second,  a  supervised  learning  based  support  vector

machine (SVM) model.  This  model  replaces  the unified communication model  of  the conventional  D2D setup with a

distributed  one,  thereby  requiring  lower  resources,  such  as  D2D  throughput,  transmit  power,  and  signal-to-

interference-plus-noise ratio as compared to existing algorithms.  Results  confirm that the QSPCA technique is  better

than  existing  models  by  at  least  15.31% and  19.5% in  terms  of  throughput  as  compared  to  SVM  and  Q-learning

techniques,  respectively.  The  customizability  of  the  QSPCA  technique  opens  up  multiple  avenues  and  industrial

communication technologies in 5G networks, such as factory automation.
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1    Introduction

With  the  enhancement  of  the  usage  of  smart  devices,
their  performance  demands  improvement  in  data  rate
and  power  consumption  and  lesser  interference.
Increased demand on the performance and data rate by
users  adversely  impacts  the  5th-generation  (5G)
network.  Various  applications,  such  as  sharing  of
documents  among  users,  live  data,  video  calls,  live
conferences,  live  streaming  ultra-high-quality  4K
videos,  and  multimedia  content  sharing[1, 2],  are  some
of the use-case scenarios in practical applications.

To  meet  users’ expectations,  the  performance

enhancement  of  wireless  network  systems  is  urgently
needed.  Due  to  the  wide  variety  of  real-time
applications,  the  Internet  of  Things  (IoT)  has
determined  several  applications  in  5G  networks[3].
Quality of  service (QoS) is  affected by the congestion
of bandwidths as the number of users increases. Hence,
device-to-device  (D2D)  communication  is  taken  into
consideration  because  it  provides  a  viable  solution  for
various  issues  and  demands.  Devices  can  directly
communicate  over  D2D  channels.  Without  any
involvement  of  network  infrastructure  (NI),  D2D
allows users to share information directly. D2D means
communication  between  devices,  such  as  cell  phones
and  vehicles.  Network  capacity  issues  can  be  solved
with  the  help  of  5G;  wherein  multiple  devices  can
rapidly  share  data  or  files  in  an  authentic  way.  5G
supports  numerous  applications  and  fulfills  the  high
data  rate  demanded  by  users.  The  ultimate  purpose  of
D2D  communication  is  the  performance  improvement
of  5G  networks  in  terms  of  energy  efficiency,
throughput,  latency,  and  spectrum  utilization[4].
Furthermore, the primary purpose of 5G networks is to
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give  access  to  ubiquitous  connectivity  in  every
scenario.  Distributed  denial  of  service  (DDoS)-type
flooding  attacks  mainly  target  resources,  such  as
bandwidth,  processing  power,  memory,  and
accessibility to users. Adaptive agent-based models are
used  to  protect  the  network  application  layer  against
DDoS flooding attacks.

In  D2D  communication,  users  can  directly
communicate  with  their  respective  neighboring  users
without  involving  the  base  station  (BS).  Benefits
include  low  latency,  spectrum  efficiency,  high
throughput,  and energy efficiency. However, the reuse
of resources causes interference among D2D user pairs
and  interference  between  the  cellular  user  and  D2D
transmitter  user.  Therefore,  detracting  the  interference
is  the  biggest  challenge  in  underlaid  D2D
communication. The power control technique is one of
the  most  suitable  methods  to  reduce  interference
between  users.  Works  (e.g.,  Ref.  [5])  have  paid
attention to  mitigating interference in  this  regard.  Due
to  the  random  location  of  D2D  users,  cellular  users
inside  a  cell,  where  the  BS  is  centrally  located,  cause
serious  interference  to  the  D2D  communication
because  D2D  users  reuse  the  resources  of  cellular
users. Interference reduction between users is the most
important  issue  in  D2D  communication.  To  solve
related  issues,  power  control  techniques  play  a
significant  role  in  guaranteeing  the  QoS  and
maximizing  the  throughput  while  maintaining  a
minimum  signal-to-interference-plus-noise  ratio
(SINR).  Two main  types  of  power  control  approaches
have  been  taken  into  account.  The  first  type  includes
the  traditional  game  theory,  graph  theory,  and
stochastic  process,  and  the  second  one  is  machine
learning (ML), particularly reinforcement learning (i.e.,
Q-learning)  and  supervised  learning  (i.e.,  deep  neural
network).  The  application  of  ML  on  resource
management  has  attracted  wide  attention  from
researchers.  Reinforcement  learning  is  an  emerging
field used to solve the problems of resource and power
allocations  in  5G  networks[6].  Techniques,  such  as
multi-agent-based  distributed  spectrum  sharing[7],  to
enhance  data  rate  and  spectrum  capacity  and  to
optimize  resource  allocation  (RA)  are  active  areas  of

pursuit[8].

1.1    Related work

ML-based  techniques,  such  as  reinforcement  learning,
deep  learning,  supervised  learning,  and  unsupervised
learning,  have  been  actively  implemented
independently  to  enhance  D2D  performance.  The
authors in Ref.  [9] proposed a support  vector machine
(SVM)  based  approximation,  which  is  a  supervised
learning-based  scheme  used  to  solve  the  transmission
power  problem.  However,  Q-learning  and  multicast
D2D  communication  remain  to  be  explored  in  their
work  to  mitigate  interference  by  D2D  transmission
power  control.  In  Ref.  [10],  although  the  authors
segregated users with respect to the overall throughput,
energy  consumption,  and  fairness,  independent
learning  approaches  remain  to  be  analyzed.
Furthermore,  the  implications  of  the  value  function,
which  converges  with  the  throughput  function,  were
not  discussed  by  the  authors.  In  Ref.  [11],
reinforcement  learning based QoS maintainability  was
proposed  using  team  Q-learning  and  distributed  Q-
learning  to  introduce  transmission  power  control
schemes in D2D underlaid in cellular networks. It was
also  used  to  enhance  the  sum  throughput  and  secure
QoS[12].  However,  it  lacks  training  efficiency,  which
can  be  improved  using  the  attention  mechanism,
followed  by  the  proof  of  convergence  of  the  solution.
In  Ref.  [13],  a  trilateration-based  cooperative  network
was  proposed  to  reduce  the  average  latency  and
enhance the success rate with offload traffic. However,
the  proposed  mechanism  is  not  capable  of  making  a
decision  and  selecting  the  appropriate  mode  for
resource  sharing.  In  Ref.  [2],  the  authors  proposed  Q-
learning-based  schemes  to  select  the  relay,  distribute
power,  improve energy efficiency,  and mitigate  traffic
congestion.  Multicasting  has  been  considered,  but  the
authors did not analyze the quality of experience (QoE)
parameter  for  enhancing  and  optimizing  the  sum  rate.
Online  reinforcement  learning  based  hybrid
transmission  mode  selection[14] was  proposed  to  solve
the trade-off factor problem and enhance the utilization
of  resources.  However,  the  proposal[14] lacks  the
capacity  to  handle  the  complexity  of  the  network  and
cannot  offload  traffic  data.  To  address  the  binary
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classification problem, SVM-based classifications were
proposed  by  the  authors  in  Ref.  [15].  However,  they
did  not  consider  reinforcement  learning  based
approaches  to  reduce  latency  and  transmission  power
control.  This  limitation  may  be  solved  using  the  Q-
learning  approach[16].  In  Ref.  [17],  the  authors
proposed  a  deep  reinforcement  learning  (DRL)  based
approach to provide the optimum solution to identified
problems, such as shortage of memory, and to store the
content  and  enhance  the  QoE  in  the  cache  system.
However, this scheme is not effective for the utilization
of  resources  and  energy-efficient  D2D  underlaid
communication. To study and address the problems of
traffic  delay  and  lack  of  energy  consumption,  the
authors  in  Ref.  [18]  proposed  a  DRL-based  non-
cooperative  and  real-time  approach.  However,  this
proposal  may  not  be  effective  for  optimizing  the
storage  capacity  of  content  by  increasing  the  memory
size,  and  the  maintainability  of  QoS  also  needs
improvement for enhancing the throughput. In most of
the  previous  works,  the  focus  was  on  several
reinforcement learning based approaches to control the
transmission  power  in  D2D underlaid  communication.
Moreover,  their  primary  objective  was  to  achieve  the
maximum sum rate and maintain the QoS of the overall
network.

1.2    Motivation

Surveys[9−11, 13−15, 17, 18] show  that  RL-based  power
control  schemes  are  generally  used  to  enhance  user
performance.  The  existing  literature  suffers  from  the
lack  of  channel  information  between  users  due  to  the
inadequate knowledge on the location of users. Hence,
there is  a need for rigorous analyses on users who are
having  the  worst  channel  conditions.  The  main
research gaps identified are as follows:

(1)  Lack  of  analysis  under  imperfect  channel
conditions

The existing approaches have focused only on users
with  good  channel  conditions  to  allocate  resource
blocks  (RBs),  but  users  with  the  worst  channel
conditions  and  below-the-average  data  rates  were  not
considered.

(2) Lack of policy evaluation and improvement
Two-stage  implementations  consisting  of  policy

evaluation  and  improvement  have  not  been  attempted
in the domain of D2D communication.

To  overcome  these  gaps,  we  propose  a  new  and
efficient power control technique using ML in the D2D
domain  communication,  where  RBs  must  be  equally
distributed  to  users  irrespective  of  the  channel
conditions  to  maximize  the  throughput  and  ensure
QoS. The main objective of the proposed power control
approach  is  to  control  the  transmission  power  and
assign resources using the BS to cellular users based on
the  knowledge  of  user  location.  ML  techniques  have
been employed to control the power by slackening the
interference  to  get  the  maximal  throughput  and
strengthen the performance of the network.

1.3    Contribution

In this study, we investigated several ML approaches to
controlling  the  transmission  power  and  mitigating
interference  gain  between  D2D  and  cellular  users.  To
achieve a better performance of the system and overall
improvement  of  the  throughput  by  solving  the
spectrum  sharing  and  power  control  problem  in  the
most  efficient  way,  we  propose  an  efficient  transmit
power control  approach for  D2D users through a two-
stage  distributed  model  based  QSPCA approach  using
Q-learning  and  SVM  techniques.  The  major
contributions of this work are summarized as follows:

•  A  two-stage  efficient  power  control  approach  is
proposed  based  on  ML.  Then,  we  derive  a  general
expression  for  the  calculation  of  the  channel  gain,
SINR, and throughput for cellular and D2D users.

•  To  maximize  the  throughput  for  the  improvement
of the network performance, the RA and power control
problem  are  formulated  under  maximum  power
constraints  and  QoS  with  minimum  SINR.  The
formulated problem is  then solved with the help of  an
efficient  power  control  based  approach  (named
QSPCA), which is performed in two stages.

• In the first stage, the power level is selected on the
basis  of  getting  rewards  to  reduce  the  impact  of  co-
channel  interference  between  users.  A  respective
reward is set for each D2D user to achieve the target.

•  In  the  second  phase  of  QSPCA,  the  generated
dataset  is  then  used  for  the  classifications  in  terms  of
the optimized transmission power and channel gain for
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maximizing  the  throughput  while  ensuring  QoS  to
improve  network  performance  and  maintain  minimum
SINR requirements.

The  outline  of  this  article  is  categorized  as  follows:
The  network  model  and  formulated  problem  are
discussed  in  Section  2.  The  proposed  power  control
approach  to  providing  the  solution  to  the  problem  is
elaborated  in  Section  3.  The  performance  and
simulation  results  are  discussed  in  Section  4.  Finally,
the  article  is  summarized  in  Section  5.  The  notations
and symbols used it this paper are listed in Table 1.

2    Network model and problem formulation

In  this  study,  we  considered  D2D  underlaid
communication  in  a  single-cell  scenario  with  a  single
BS located  at  the  center  of  a  cell  and  where  users  are
distributed uniformly inside a cell. We also considered
multiple D2D and cellular users existing within a cell,

but the location of the D2D users is at the edge of the
cell boundary. If the D2D receiver is in close proximity
to  the  D2D  transmitter,  then  they  only  established  a
direct  link  for  data  sharing  and  direct  communication
by  satisfying  the  threshold  or  minimum  distance
between them.

β

We denoted BS as the evolved Node B (eNB). Let M
be the set of cellular users, i.e., M = {1, 2, 3, …, m, …,
M},  and N be  the  set  of  D2D  users,  i.e., N =  {1,  2,
3, …, n, …, N}. Orthogonal frequency-division multiple
access techniques have been used to communicate with
cellular users during uplink transmission. Let  be the
bandwidth  given  to  RBs.  Here,  similar  to  the  log-
distance  path  loss  model,  we  assume  that  the  channel
suffers  from  large-  and  small-scale  fading  due  to
multipath propagation.

T -th

Here,  cellular  users  communicate  with  (or  transmit
signals  to)  BS.  Thus,  the  received  signal  at  the  D2D
receiver and eNB over the  RB is given by Eq. (1):
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where  is  the  cellular  user  transmitter  power,  is
the  D2D  transmitter  power  over  the  RB,  and

 are the transmitted message signal of the m cellular
user  and n D2D transmitter  to  the  BS,  is  the  signal
noise power at  the BS over  the  RB, and  and

 are the channel gain from the m-th cellular user to
the  eNB  and n D2D  transmitter  to  the  eNB,
respectively.  represents  the  RB  allocation
indicator, and it is given by Eq. (2):
 

γt
m,n =

{1, if the number of D2D user gets the T -th RB;
0, otherwise

(2)

Due  to  the  multipath  fading  and  shadowing,  we
considered fast and slow fading. The overall gain of the
channel link can be represented as in Eq. (3):
 

Cgi = ζχiµiK−αi (3)

ζ χi

µi α

where  is  the  path-loss  constant,  is  the  fast  fading
gain  with  an  exponential  distribution  with  the  unit
mean,  is  the  slow  fading  gain,  is  the  path-loss
exponent, and K is the distance.

In  this  model,  each  channel  gain  coefficient  suffers
from  path  loss  and  fast  and  slow  fading  with

 

Table 1    List of notations and symbols used in the paper.

Symbol Definition
Pt

n Transmit power of D2D user
Pt

m Transmit power of cellular user

S t
m,b

Transmitted message signal of the m-th cellular user
to base station

S t
n,b

Transmitted message signal of the n-th D2D user to
base station

ht
m,b Channel gain from the m-th cellular user to evolved Node B

ht
n,b Channel gain from the n-th D2D user to evolved Node B
δm

t SINR of cellular user
δn

t SINR of D2D user
δn

t min Minimum SINR of D2D user or threshold SINR
δm

t min Minimum SINR of cellular user
Pcmax Maximum transmission power of cellular user
Pdmax Maximum transmission power of D2D user
γt

m,n Resource block indicator
β Bandwidth
φ Noise power

Cgi Channel gain
ζ Path-loss constant
χi Fast fading gain
µi Slow fading gain
K Distance between user
α Path-loss exponent
Rc Throughput of cellular user
Rd Throughput of D2D user

Rk,m Learning parameter
µD Lagrange duality function
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shadowing.
Based  on  Eq.  (1),  the  SINR  of  the  cellular  user  is

calculated by the following expression:
 

δm
t =

Pm
t ·Cg0

m,t
T,n∈N∑

t=1, j∈Rs

Pn j
t ·Cg j0

j,t +φ

(4)

Pn j
t Pm

t

φ

where and  represent the D2D transmitter power
and  cellular  user,  respectively,  and  represents  the
noise power.

Similarly, the SINR of a D2D user on sharing the T-th
RB can be expressed as
 

δn
t =

Pni
t ·Cgii

ni,t
T,n∈N∑

t=1, j∈Rs

αt
n,mPn j

t ·Cg ji
n j,t +Pm

t ·Cgmi
t +φ

(5)

Cgii
ni,t Cg ji

n j,t Cgmi
t

α

α = 1

α = 0

where , , and  represent the channel link
gain  of  the i-th  D2D  transmitter,  channel  link  gain  of
the i-th transmitter of one D2D pair to the j-th receiver
of  other  D2D user  pairs,  and channel  gain of  the m-th
cellular  user  to  the i-th  receiver  of  the  D2D user  pair,
respectively.  is  the  binary  variable  used  to  indicate
resources. When , the i-th D2D transmitter shares
the  resources  of  the m-th  cellular  users;  otherwise,

.
According  to  the  Shannon  capacity  theorem,  the

achievable  throughput  for  the m-th  cellular  user  using
Eq. (4) is given as
 

Rc = βlog2(1+δm
t ) (6)

Similarly,  the  achievable  throughput  for  the n-th
D2D user using Eq. (5) is given as
 

Rd = βlog2(1+δni
t ) (7)

βwhere  is the bandwidth.
The  formulated  problem  that  maximizes  the  overall

D2D throughput is modeled in Formula (8):
 

max
[ T∑

t=1

∑
i∈Rt

γt
n,m · (βlog2(1 + δm

t ) + βlog2(1+δni
t ))
]
,

s.t.,
T∑

t=1

γt
n,m ⩽ 1 and γ ∈ {0, 1},

δn
t ⩾ δ

n
t min and δm

t ⩾ δ
m
t min,

Pc ⩽ Pcmax and 0 ⩽ Pd ⩽ Pdmax
(8)

δn
t min δm

t minwhere  and  are  the  threshold  SINR  of  the

Pcmax

Pdmax

cellular user and D2D user pair, respectively;  and
 are the maximum transmission power constraints

of the cellular and D2D user pairs, respectively.
Based  on  the  network  model  presented  above,  the

problems  are  identified  and  formulated.  The  objective
function  is  defined  in  terms  of  the  throughput  to  be
maximized, which is dependent on QoS constraints and
maximum  power  constraints.  D2D  users  reuse  the
spectrum  of  cellular  users,  which  causes  co-channel
interference  and  even  the  worst  channel  condition.  To
detract from the interference among users, the scenario
needs  an  algorithm  that  can  handle  the  identified
problems  and  can  be  solved  efficiently.  To  address
these issues, an efficient power control based approach
is  proposed,  which  will  be  discussed  in  the  next
section.

3    Proposed  power  control  algorithm  based
on ML techniques

In  this  section,  an  efficient  power  control  approach
(QSPCA) is  proposed in  two stages.  In  the first  stage,
the dataset is constructed offline while considering the
RB for multiple D2D and cellular users. For generating
the datasets, the feature vectors are as follows: Cellular
user, D2D user, RB, location of D2D, and cellular user.
Training  datasets  are  constructed  offline,  so  the
location  of  the  users  based  on  the  knowledge  of  the
channel  state  information  is  available  with  the
resources  assigned  to  the  cellular  use  by  the  BS  and
D2D users reusing the spectrum. In the second phase of
the  implementation,  the  generated  dataset  is  used  for
training  and  testing  the  samples  taken  from  the
classified  dataset.  Using  Eqs.  (3)−(5),  various  system
parameters,  such  as  channel  gain,  interference,  and
SINR, are calculated.

3.1    QSPCA Stage 1

Rk,n

Rk,n Rk,m

In the first stage of QSPCA, we consider the set of users
sharing the K-th RB , which is the learning parameter,
where  = {1, 2, …, n}. Each D2D transmitter i in 
tries to adjust their actions to get the rewards in terms
of the throughput. In Q-learning[19], we define different
elements,  such  as  agents,  actions,  states,  and  reward
function as follows:
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Agent: The D2D user pair is the agent of each D2D
transmitter.

Action: The  action  is  the  set  of  power  transmission
levels of a D2D user pair, and it is given by Eq. (9):
 

pk = (p1, p2, ..., pkm ) (9)

State: The set of states for the D2D user on the RB is
defined as in Eq. (10):
 

S k = {Tk} (10)

Tk ∈ {0, 1}where  denotes  the  standard  or  stage  of
interference, which is defined by Eq. (11):
 

Tk =

{
1, δm

k ⩾ δk min;
0, otherwise

(11)

δk minwhere  is  the  threshold  SINR  requirement  to
maintain  the  QoS  over  all  users.  Here,  we  make  an
assumption  that  cellular  users  report  to  the  BS
regarding  the  SINR  and  D2D  users  will  know  this
information.

ε

prand

Strategy: There  are  multiple  ways  to  take  the  best
actions  from  the  present  Q-value.  In  this  study,  the
exploration strategy is called the -greedy strategy. Let
a  random  action  be .  During  agent  exploitation,
this  strategy  will  pick  the  best  action  based  on  the
estimated present Q-value, and while exploring, it will
randomly  pick  an  action  and  aim  for  a  high  reward,
which can be represented as
 

πs
p ={
select prand : E (prand) = ε, ∀ ε ∈ [0, 1] ;
select argmaxpk∈ Pk Q(sk, pk) : E (p) = 1−ε, ∀ ε ∈ [0, 1]

(12)

ε

0 < ε < 1

The  agent  may  explore  or  exploit  in  every  step,
which  can  be  decided  by  the -greedy  strategy,  and  it
uses .

Reward: The  reward  for  the  D2D  user  is  the
throughput, which is given in Eq. (13):
 

Rk =

{
βlog2(1+δn

t ), δm
t ⩾ δ

m
t min;

−1, otherwise
(13)

The  actions  are  selected  relentlessly  during  the
training process. If and only if the forthcoming Q-value
is  higher  than  the  current  Q-value,  then  the  Q-value
tries  to  improve  their  values.  The  updated  Q-value
expression is given in Eq. (14):
 

Qk+1(sk+1, pk+1, k) =
max(Qk(sk, pk, k),
Rk+1+η ·max(Qk(sk+1, pk+1, k))), if s = sk and p = pk;
Qk(sk, pk, k), otherwise

(14)

Qk+1(sk+1, pk+1) sk+1

pk+1 η

where  is  the  Q-value,  is  the  state,
 is the action, and  is the discount factor.

In  sum,  the  transmit  power  of  the  D2D  user  is
optimized in the first stage. The generated dataset will
be used for training and testing in the next stage.

3.2    QSPCA Stage 2

The  generated  dataset  is  used  for  classification
purposes  using  the  SVM  classifier.  The  kernel
technique  is  used  to  transform  the  data  and  get  an
optimal  boundary  between  the  achievable  outputs  on
the  basis  of  the  transformations.  In  Stage  2,
performance  is  dependent  on  the  kernel  function,
whose  objective  is  to  find  a  mapping  of  training
samples in terms of the transmit power of the D2D user
and  channel  gain  for  the  calculation  of  system
parameters.

SVM is used to search for an optimal hyperplane that
divides data input into two groups[20]. Each occurrence
of  the  input  denoted  by Xs represents  a  pair  (Xs,  Zs),
where Zs is the binary class label. The characteristics of
the  classification  are  given  as  a  positive  class  that
belongs to the predicted power devices and a negative
class that belongs to the actual power. We can write the
hyperplane as in Eq. (15):
 

W ·Xs+σ = 0 (15)

where the classifier can be defined by Eq. (16):
 

ϕ(Xs) =
{XsW +σ, Zs < −1;

XsW +σ, Zs ⩾ 1
(16)

W W ∈ Rs σwhere  is  the  weight,  i.e., ,  and  is  the  bias
factor.

W σ

||W ||

The  following  problem  defines  the  decision
boundary.  Now,  we  need  to  determine  and  with
the help of  Formula (17) that  can minimize ,  such
that for all data vectors,
 

Zsϕ(Xs) ⩾ 1 (17)

Xs

Zsϕ(Xs) = 1

Then,  the  support  vector  on  the  boundary  is
.

The problem is commonly given as a similar problem
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||W ||of  minimizing  weight .  This  is  nothing  but  a
quadratic programming problem[21].

W′, σ′

Xs

The  optimized  solutions  ( )  validate  the
classification vector  and is given in Eq. (18):
 

C = sign(xW′+ σ′) = sign(ϕ′(x)) (18)

ϕ′(x)where  is  the classification score and x represents
the distance from the decision boundary.

ψs

We  have  considered  positive  Lagrange  multipliers
,  which  can  be  multiplied  by  each  constraint  and

subtracted from the objective  function,  which is  given
in Eq. (19).

The  dataset  is  trained  using  an  SVM  classifier  and
support vector set. After the classification, the problem
is  solved  using  a  Lagrange  dual  function,  which  is
given as
 

µD =
∑

k

ψs−
∑

k

∑
l

ψsψlZkZlXk
′
Xl (19)

µDwhere  is the Lagrange duality function. The pseudo
code  of  the  proposed  QSPCA  algorithm  is  given  as
Algorithm 1.

4    Simulation results and discussion

In  this  section,  we  discuss  various  ML  techniques  by
observing  the  simulated  results,  including  the  analysis
of  the  simulation  parameter.  We  utilize  different  ML-
based  approaches  to  provide  a  solution  for  the
optimized problem. The simulation results  signify that
the  proposed  algorithm  maximizes  the  throughput  by
15.31% and  19.5% as  compared  to  Q-learning  and
SVM  techniques  to  control  the  D2D  power  by
mitigating  the  co-channel  interference. Table 2
summarizes  the  basic  system  parameters  used  in  this
study.

In Fig. 1, the plot between the D2D throughput with
respect  to  the  SINR  of  the  D2D  user  is  investigated.
Here, we compare the results of the different ML-based

 

Algorithm 1　QSPCA algorithm with implementation steps
Qk(sk , pk) sk ∈ S k pk ∈ Pk1: Initialize  against all state  and action 

with zero;
S k sk

Pk

2: Initialize and evaluate the state  of the agent where  belongs
to  in the current state;

ε

3: for
if r < 
   current action selected from data sample;
else
   current action will be taken from that index which is max
of Q-value;

4: Repeat above step for each iteration;
pk Pk

Qk+1(sk , pk)
5: Choose  from  i.e., action using the derived policy from

;
pk sk+1

Rk

6: Take action  and observe the next state  and earn the
rewards ;

7: Update the Q-table and Q-value as well as state and action in
each iteration;

sk sk+1

pk pk+1

8: Now determine the next state and it will be  →  and
take the current action as  → ;

9: Now the system parameters with optimized actions will be
used for training dataset which is done by SVM classifier;

Xs

10: Train the dataset, to obtain corresponding SVM classifiers
and support vector sets ;

LD

11: Combine all datasets and train them to get the final output
by using Lagrangian dual function ;

12: Observe the data to be classified;
p s13: Recognize the suitable action  of the suitable state .

 

 

Table 2    System parameters.

Parameter Value
Radius of cell (m) 500

Noise power (dBm) −116
Number of BS 1

Number of D2D user 100
Maximum transmit power

(dBm) 23

Bandwidth (MHz) 10

Multipath fading Exponential distribution with
mean equals to 1

Standard deviation due to
shadowing (dB) 8

Maximum D2D distance (m) 50
Pathloss exponent 4
Pathloss constant 10−2

Pathloss model for D2D links
(dB)

22.7 + 40log10d

Pathloss model for cellular
links (dB)

15.3 + 37.6log10d

Note: The unit of d is km.
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Fig. 1    D2D throughput versus SINR.
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power control  approaches.  In the case of the proposed
QSPCA  algorithm,  when  the  value  of  the  SINR
increases,  the  enhancement  in  the  throughput  is
observed, and the performance is improved as a greater
number  of  D2D  users  can  get  a  higher  data  rate.  The
relationship between the D2D throughput and SINR of
the  D2D  user  is  analyzed  by  considering  the  variant
number of the D2D user. As we can see, the increment
in the SINR leads to a strengthened throughput.

In Fig. 2, the graph between the D2D throughput and
bit  error  rate  (BER)  is  plotted.  Here,  the  throughput
decreases  with  the  increase  in  the  BER.  However,  the
throughput  slowly  degrades  with  the  respective  BER
value. To reduce the BER, the SINR must be increased.
Therefore,  the  BER  parameter  should  be  taken  into
consideration  when the  performance of  the  network is
analyzed.

In Fig. 3,  a  graph  is  plotted  between  the  transmit
power of the D2D user and that of multiple D2D users,
where  the  number  of  D2D  users n is  100  and  the
maximum power Pmax is 23 dBm. Here, we can see that
the  proposed  algorithm  minimizes  the  power
transmission of the D2D user as compared to the other
power control techniques by the variant number of the
D2D user.

Figure 4 shows  the  plotted  graph  of  the  D2D
throughput with respect to the D2D user. If the number
of  D2D  users  increases,  then  the  throughput  of  the
D2D user keeps increasing. Accordingly, the proposed
algorithm provides a better throughput as compared to
the other  power control  mechanisms.  Moreover,  it  has
no  impact  on  the  performance  of  the  D2D  users
because  it  keeps  increasing  the  throughput  as  per  the
demand of users even in the crowded region.

Figure 5 shows  the  plotted  graph  between  the
transmit power of the D2D users and D2D throughput.
The  D2D  throughput  is  relatively  better  as  the  D2D
transmit  power  is  limited  to Pmax =  23  dBm  for
performance  improvement.  Thus,  the  proposed
algorithm maximizes the D2D throughput as compared
to  the  existing  ML  techniques,  even  if  the  transmit
power is bounded.

Figure 6 shows  the  graph  between  the  SINR  of  the
D2D  users  and  the  number  of  D2D  users.  The  graph
shows that the value of the SINR keeps improving for a
large  number  of  D2D  users  to  achieve  better
performance  and  throughput.  Moreover,  we  estimate
that interference has been reduced between users.

Figure 7 shows  the  plotted  graph  between  the
cumulative  density  function  (CDF)  and  SINR.  It  also
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Fig. 2    D2D throughput versus BER.
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Fig. 3    Transmit power of D2D users versus the number of
D2D users.
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Fig. 4    D2D throughput versus the number of D2D users.
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Fig. 5    D2D  throughput  versus  transmit  power  of  D2D
users.
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σ = 8 dB

depicts  the  CDF  of  the  SINR  of  the  receiving  D2D
throughput.  Here,  the  SINR  ranges  from  −15  dB  to
40 dB. We can also see the behavior of the CDF for the
different  standard  deviation  values.  In  this  study,  for
the  standard  deviation  sigma ,  the  SINR  is
improved with the increases in deviation by 1, 2, 4, 6,
and 8 dB.

Figure 8 shows  the  plotted  graph  between  the  Q-
value  and  Q-learning  iteration.  Here,  the  convergence
behavior  of  the  Q-learning  algorithm  corresponds  to
the Q-learning iteration, which shows the change in the
Q-value over the iteration in a learning process of D2D
users.

Figure 9 shows  the  simulated  classification  process

and classification results of our proposed power control
algorithm.  The  observed  graph  includes  a  linear
hyperplane  and  support  vectors  labeled  with  all
datasets related to the SVM model.

5    Conclusion

The  scope  of  the  present  work  was  performed  while
considering N D2D  users  and M cellular  users.  The
experiment  was  limited  to  100  iterations.  Further
scalability  of  the  simulation  parameter  could  be
performed  at  later  stages.  For  brevity,  the  convex
analysis  could  be  performed  in  the  future.  Geometry
was  not  evaluated  because  it  involves  the  analysis  of
topological  parameters,  which  is  beyond  the  scope  of
the present discussion.

In  sum,  this  article  presents  a  first-hand  view  of  a
two-stage  transmit  power  control  approach  for  D2D
communication.  The  effectiveness  of  the  proposed
QSPCA  algorithm  was  compared  to  state-of-the-art
techniques. The transmit power of D2D users was first
controlled by reducing the co-channel interference, and
then  the  throughput  was  maximized.  The
computational  results  indicate  improvements  in  the
overall  throughput  of  the  D2D  user  and  minimum
SINR requirements while maintaining QoS over all the
users.  The  simulation  results  imply  that  the  proposed
schemes  improve  the  throughput  of  D2D  users  by
ensuring  that  the  controlled  transmission  power  does
not  cross  the  limits  as  compared  to  the  existing  ML
approach.  The  results  also  confirm  that  the  QSPCA
technique  is  better  than  existing  models  by  at  least
15.31% and  19.5% in  terms  of  the  throughput  as
compared  to  the  SVM  and  Q-learning  techniques,
respectively.  The  control  of  the  D2D  transmit  power
with a lower latency could be utilized in 5G networks
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Fig. 6    SINR  of  the  D2D  users  versus  the  number  of  D2D
users.
 

 

−15 −10 −5 0 5 10 15 20 25 30 35 40
SINR (dB)

0

0.2

0.4

0.6

0.8

1.0

Sigma = 1 dB
Sigma = 2 dB
Sigma = 4 dB
Sigma = 6 dB
Sigma = 8 dB

C
D

F

 
Fig. 7    CDF versus SINR.
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Fig. 9    SVM data classification of  the positive and negative
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for  industrial  IoT  applications,  such  as  factory
automation,  production,  and  mining.  Research  and
development  in  domains,  such  as  time-sensitive
networking  and  enhanced  ultra-reliable  low-latency
communication,  could also find immense usage of  the
proposed technique.
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