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Abstract: Due to the dynamic nature and node mobility, assuring the security of Mobile Ad-hoc Networks (MANET) is

one of  the difficult  and challenging tasks  today.  In  MANET,  the Intrusion Detection System (IDS)  is  crucial  because it

aids  in  the  identification  and  detection  of  malicious  attacks  that  impair  the  network’s  regular  operation.  Different

machine  learning  and  deep  learning  methodologies  are  used  for  this  purpose  in  the  conventional  works  to  ensure

increased security of MANET. However,  it  still  has significant flaws, including increased algorithmic complexity,  lower

system performance, and a higher rate of misclassification. Therefore, the goal of this paper is to create an intelligent

IDS  framework  for  significantly  enhancing  MANET  security  through  the  use  of  deep  learning  models.  Here,  the  min-

max  normalization  model  is  applied  to  preprocess  the  given  cyber-attack  datasets  for  normalizing  the  attributes  or

fields, which increases the overall intrusion detection performance of classifier. Then, a novel Adaptive Marine Predator

Optimization Algorithm (AOMA) is implemented to choose the optimal features for improving the speed and intrusion

detection performance of classifier. Moreover, the Deep Supervise Learning Classification (DSLC) mechanism is utilized

to predict  and categorize the type of  intrusion based on proper learning and training operations.  During evaluation,

the performance and results  of  the proposed AOMA-DSLC based IDS methodology is  validated and compared using

various performance measures and benchmarking datasets.
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1    Introduction

Mobile  Ad-hoc  Network  (MANET)  is  a  brand-new

form  of  wireless  communication  that  functions  in  a

highly unpredictable and challenging environment[1, 2].
Due  to  their  ease  of  deployment  and  the  rising

popularity  of  mobile  devices,  these  networks  have
recently  become  more  and  more  common  and  crucial 
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to wireless communications.
Typically, MANET[3] is generally understood to be a

network  with  a  large  number  of  independent  or  self-
reliant nodes, frequently made up of mobile devices or
other  mobile  nodes  which  can  organize  themselves  in
different  ways  and  function  without  rigidly  enforced
top-down  network  management.  There  are  numerous
configurations  that  could  be  referred  to  as  MANET,
and  this  kind  of  network’s  potential  continues  to  be
researched[4].  The  network  and  data  link  layers  of  the
protocol  stack  are  the  main  targets  of  new  security
issues caused by networks’ inherent vulnerability. Each
packet  must  move quickly through intermediate  nodes
in  order  to  travel  from  its  source  to  its  final
destination[5, 6].  By disregarding the  routing protocol’s
requirements, malicious routing attacks can take aim at
the  detection  or  maintenance  of  routing.  Attacks  like
snooping,  impersonation  attack,  denial  of  service,  and
session hijacking are  now more likely to  occur.  When
compared to fixed networks, the security of mobile ad-
hoc  networks  is  considered  from  a  number  of  angles,
including  accessibility,  privacy,  dependability,
encryption,  verification,  and  permissions.  Security
measures[7–9] used to protect fixed networks cannot be
applied  to  MANETs  because  of  their  distinctive
characteristics.  The  typical  Intrusion  detection  system

framework  used  in  MANET  is  shown  in Fig.  1.  In
order  to  quickly  and  automatically  detect  and
categorize cyber-attacks at the host- and network-level,
the  IDS[10–12] frameworks  are  being  developed  using
machine  learning  techniques.  It  is  challenging  to
defend  against  new  threats  like  active  attacks,
Byzantine  attacks,  and  assassination  attempts  from
malicious  internal  nodes.  A  method  for  keeping  track
of  it  and  looking  into  activities  taking  place  in  a
computer  system  is  represented  as  IDS[13–15],  which
includes  sophisticated  techniques  for  analyzing  and
identifying  abnormal  behaviors.  They  look  for
evidence  of  malicious  activity  on  the  network  to
determine  whether  it  exists.  This  is  typically  done  by
automatically  gathering  information  from  different
networks  and  systems  sources,  then  scanning  the  data
for  potential  security  flaws.  However,  the  majority  of
systems  based  on  these  techniques  struggle  with  high
false negative and false positive detection rates as well
as a lack of ongoing adaptation to malicious behaviors
that  change  over  time.  Therefore,  the  Artificial
Intelligence  (AI)  mechanisms[16–19] such  as  Machine
Learning (ML) and Deep Learning (DL) techniques are
developed, which makes it possible to quickly perform
data  analysis  and  visualization  with  the  goal  of
enabling  security  professionals  to  find  sensor
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Fig. 1    IDS framework in MANET.
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vulnerabilities and flaws.
However,  the  conventional  AI-based  IDS[20, 21] are

unreliable  and  inaccurate.  Hence,  the  proposed  work
intends  to  implement  a  new  IDS  framework  for
detecting  network  anomalies  with  improved
performance  outcomes.  The  key  objectives  of  the
proposed work are as follows:

To  preprocess  the  given  cyber-attack  datasets  for
normalizing  the  attributes  or  fields,  the  min-max
normalization model is used.

To choose the optimal features from the preprocessed
dataset  for  improving  the  processing  speed  and
detection  accuracy  of  intrusion  classification,  an
Adaptive  Marine  Predator  Optimization  Algorithm
(AOMA) is developed.

To  accurately  predict  and  categorize  the  kind  of
intrusion  based  on  learning  and  training,  the  Deep
Supervised  Learning  Classification  (DSLC)  algorithm
is implemented in Algorithm 1.
  
Algorithm 1    Deep supervised learning classification
Start
for itr in 1 to mx_itr do
　Divide the given data into k number of folds with the training
and test samples;
　for each data fold do
　　for each learner in the ensemble model do
　　　Train the learner with the foldable train set;
　　　Estimate the class probability value in each fold;
　　　Formulate the prediction matrix with class probability

value;
　　end for;
　end for;
　Estimate the weight value for minimizing the loss function
according to the actual and predicted labels;
　Estimate the average probability value by multiplying the
prediction value with the estimated weight values;
　Obtain the loss function with an estimated average probability
and actual labels;
　if loss value < pre_itr then
　　Add average probability in the data;
　else
　　Note iteration;
　end if;
end for;
 

To  validate  and  assess  the  performance  of  the
proposed  AMOA-DSLC  mechanism,  an  extensive
analysis  is  carried  out  using  various  parameters  and

benchmark datasets.
The remaining sections of this article are divided into

the  following  groups:  The  comprehensive  literature
review  of  the  models  currently  was  used  to  create  an
effective  IDS  framework  is  presented  in  Section  2.  It
also  evaluates  each  model’s  advantages  and
disadvantages  in  terms  of  intrusion  detection
effectiveness and results.  The proposed DL-based IDS
framework for MANET security is clearly explained in
Section  3.  Additionally,  Section  4  validates  and
compares  the  outcomes  of  the  proposed  methodology
using various datasets and parameters. In Section 5, the
overall  paper  is  summarized  along  with  the
conclusions, benefits, results, and future work.

2    Related work

This section investigates the different types of existing
techniques  used  for  developing  an  effective  IDS
framework  to  secure  MANET.  Moreover,  it  examines
the  advantages  and  disadvantages  of  each  mechanism
according  to  its  detection  operations  and  performance
outcomes.

Laqtib et  al.[22] presented a comprehensive literature
review  on  various  machine  learning  techniques  used
for developing an IDS in MANET. Here,  the different
types of architectures used to detect  various intrusions
in  the  network  are  developed,  which  generates  the
reports  by  analyzing  the  misbehavior  and  attacking
activities.  It  includes  the  following  types:  standalone
architecture,  distributed  &  collaborative  model,  and
hierarchical  model.  Moreover,  the  different  types  of
DL  architecture  models  are  also  investigated  in  this
work  for  developing  an  IDS  framework.  Since  deep
architecture-based  IDS  can  be  much  more
representationally efficient than shallow ones, and it is
necessary  to  develop  an  effective  training  algorithms
for these systems. Also, it may be crucial for choosing
the  appropriate  techniques  based  on  the  MANET
situation.  Ali  Khan  and  Herrmann[23] presented  a
comprehensive  analysis  to  study  the  recent
advancements in IDS for IoT systems. Despite being a
relatively new field of study, security of IoT networks
can  benefit  from  research  done  for  networks  like
MANET and Cyber-Physical Systems (CPS). The IDS
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is  categorized  into  the  following  types:  decision
quality,  responses  on  attacks,  attacker  type,  detection
technique,  and  implementation  strategy.  When  other
security measures like access control or encryption are
unable to identify attacks, it is frequently considered a
second  line  of  defense  solution.  Moreover,  the  IDS
implementation strategies are validated and assessed in
terms  of  energy  consumption,  processor  requirements,
detection  accuracy,  and  resource  constrained  nodes.
One type is voting-based IDSs, which are already light
enough  to  be  used  sparingly  with  resources.
Regrettably,  they  still  have  below-average  accuracy,
and  more  studies  are  required  to  lower  the  number  of
false  negatives.  Moudni  et  al.[24] deployed  a  fuzzy-
based IDS framework for identifying blackhole attacks
in MANET. Here, the Adaptive Neuro-Fuzzy Inference
System  (ANFIS)  is  developed  that  detects  the
blackhole  attacks  in  the  network  based  on  the
membership  functions,  position  and  shape.  Moreover,
the  Particle  Swarm  Optimization  (PSO)  algorithm  is
used  to  enhance  the  detection  performance  of  ANFIS
with  reduced  time  and  error  rate.  Here,  two  different
parameters  such  as  Forward  Packet  Ratio  (FPR)  and
Average  Destination  Sequence  Number  (ADSN)  have
been used to assess the performance of IDS framework.
Moreover,  a  new table,  called  as  neighboring  table,  is
formulated  to  record  all  activities  of  neighborhood
nodes  in  the  network.  Ali  Zardari  et  al.[25] deployed  a
new  dual  attack  detection  mechanism  for  detecting
both the blackhole and grayhole attacks in the network.
Also,  the  Connected  Dominating  Set  (CDS)  has  been
used  to  enhance  the  performance  of  IDS,  which
includes two different features such as energy and non-
existence. Here, the energy level of nodes are validated
to predict the malicious nodes in the network based on
the  trusted  query.  The  primary  advantage  of  the
suggested  framework  are  increased  detection  rate,
delivery  ratio,  and  low  time  consumption.  Rachid  et
al.[26] deployed an M-best feature selection mechanism
for  identifying  intrusions  from  MANET.  Here,  the
Random Forest  (RF)  classification  approach  was  used
to  detect  and  categorize  the  intrusions  in  the  network
with  high  accuracy  and  stability.  Here,  the  final
prediction rate is highly improved by properly training

and  testing  the  features  of  the  given  dataset.  Ali
Abbood et  al.[27] presented a  comprehensive survey to
examine  the  different  types  of  approaches  used  for
developing an effective IDS framework. Here,  various
detection  approaches  such  as  Recurrent  Neural
Network (RNN), Naïve Bayes (NB), Extreme Learning
Machine  (ELM),  Deep  Belief  Network  (DBN),  and
Self-Organizing Map (SOM) have been investigated in
this  work.  Typically,  the  IDS  process  in  MANET  is
categorized  into  the  following  types:  intrusion
prevention,  detection,  and  mitigation.  Furthermore,
even  the  most  sophisticated  and  secure  systems  are
vulnerable  to  insiders  who  abuse  their  access.  When
inspecting  vulnerability  visualizations,  an  alarming
trend  emerges:  the  overall  number  of  reported
vulnerabilities  each  year  is  increasing,  and  the  vast
majority  of  them  are  classified  as  medium  or  high
severity.

Prasad  et  al.[28] implemented  a  clustering  based
unsupervised  learning  model  for  spotting  intrusions  in
MANET.  The  suggested  centroid  initialization  based
clustering  method  outperforms  basic  clustering  in
terms  of  accuracy  and  takes  fewer  iterations  to  form
final  clusters.  Moreover,  the  unsupervised  feature
selection model used in this work eliminates redundant
and  pointless  features  from  the  unlabeled  dataset  and
chooses  sequence  features.  These  redundant  features
could  lead  to  issues  like  increasing  computations,
deviating  from  actual  clusters,  supporting  poor
decisions,  etc.  Hadi  et  al.[29] developed  a  Zone
Sampling-Based  Traceback  Algorithm  (ZSBT)  for
identifying  and  categorizing  the  type  of  intrusions  in
MANET.  The  contribution  of  this  paper  was  to
accurately  detect  the  DoS  attacks  in  MANET,  where
the  different  types  of  parameters  such  as  packet  loss,
packet  sending  rate,  packet  receiving  rate,  and  energy
consumption.  Moreover,  the  discretization  based
preprocessing  is  applied  to  normalize  the  dataset  for
accurately spotting intrusions in the dataset. Meddeb et
al.[30] deployed  a  Mobile  Data  Analysis  (MDA) based
security  model  for  detecting  intrusions  in  MANET.
Here,  the  stacked  auto-encoder  model  is  utilized  to
enhance  the  performance  of  IDS  with  ensured
flexibility,  accuracy,  and  reduced  time  consumption.
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Venkatasubramanian[31] implemented  a  multi-stage
optimization  based  fuzzy  mechanism  for  securing
MANET  from  intrusions.  In  this  framework,  the  z-
score  normalization  mechanism  is  applied  to
preprocess  the  given  dataset  by  converting  the
categorical  values  into  the  numerical  attributes.  Then,
the  SMOTE  analysis  is  performed  to  enhance  the
training  performance  of  classifier  with  reduced
oversampling  rate.  Moreover,  the  Information  Gain
based Feature Selection (IGBFS) mechanism is applied
to  extract  the  most  suitable  features  from  the
normalized  dataset.  The  key  benefits  of  this  work  are
better  system  performance,  easy  to  understand,  and
efficient problem handling.

Asharf et al.[32] presented a comprehensive review on
various ML and DL approaches used for developing an
IDS frameworks.  The aim of  this  paper  is  to  deploy a
new security model for analyzing the different types of
risk factors associated to the IoT networks. Here, some
of  the  most  vulnerabilities  such  as  authorization
attacks, integration attacks, confidentiality attacks, and
vulnerability  in  visualization  platform  are  considered
for securing the distributed architecture.  Based on this
study,  it  is  observed  that  the  IDS  design  is  highly
depends  on  the  followings:  data  source,  detection
methods, detection time, architecture, and environment.
Venkateshwaran  and  Prabaharan[33] designed  a  neuro-
deep  learning  algorithm  for  spotting  intrusions  from
MANET. This framework includes the modules of data
preprocessing,  intrusion  recognition,  reporting,  and
response. This kind of hybrid IDS framework provides
the  benefits  of  increased  delivery  ratio  and  detection
accuracy.

It  is  determined  from  the  literature  review  that  the
existing  IDS  frameworks  were  created  using  different
feature  selection  and  learning  models.  However,  it
persists to have significant issues with the following:

• Ineffective handling of large dimensional datasets.
• Increased false prediction.
• High oversampling rate.
• Lack of reliability and detection accuracy.
Therefore,  the  proposed  work  aims  to  create  a

computationally  proficient  deep  learning-based  IDS
framework for MANET security.

3    Proposed methodology

This  section  provides  the  clear  explanation  for  the
proposed  AMOA-DSLC  based  IDS  framework  for
securing  MANET  from  intrusions.  The  novel
contribution of this work is to implement an advanced
soft-computing methodologies for creating an effective
IDS  framework[34].  In  this  framework,  a
computationally  intelligent  and  effective  mechanisms,
such  as  Adaptive  Marine  Predator  Optimization
Algorithm  (AMOA)  and  Deep  Supervised  Learning
Classification  (DSLC)  are  developed  for  creating  an
IDS framework. The overall workflow of the proposed
system  is  shown  in Fig.  2,  which  holds  the  following
key operations:

• Dataset normalization.
• Feature optimization using AMOA.
• Intrusion classification using DSLC.
• Performance evaluation.
The  min-max  normalization  model  is  used  to

preprocess  the  data  after  receiving  the  input  cyber-
threat  datasets,  helping  to  enhance  classification
performance.  In  this  study,  the  popular  datasets  are
obtained from the public repositories, which have some
missing  fields,  attributes,  and  information.  Hence,  the
performance  of  classifier  may  be  degraded  with  high
false  predictions  and  error  outputs.  In  order  to  solve
this  issue,  the  proposed  work  aims  to  apply  a  data
preprocessing method to generate the balanced dataset
for  accurate  attack  classification.  During  this  process,
the  irrelevant  attributes  removal,  redundant  field
elimination,  missing  information  replacement,  and
attribute  balancing  are  performed  to  transform  the
imbalanced  input  dataset  to  balanced  dataset.  The
aforementioned  operations  are  performed with  the  use
of  min-max  normalization  mechanism.  It  helps  to
increase  the  overall  performance  of  the  proposed
system  with  high  accuracy,  precision,  and  lower  false
predictions.  The  AMOA  is  then  used  to  select  the
features  from the  normalized dataset  that  will  best  aid
in training the classifier with data samples. The AMOA
is  one  of  the  novel  and  intelligent  optimization
algorithms  that  offers  the  advantages  of  increased
convergence  rate,  processing  speed,  and  less  time,
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among other optimization technique. We have used the
Marine  Predator  Optimization  (MOA)[35–37] algorithm
to choose the pertinent and essential attributes from the
cyber-security  datasets  based  on  its  best  optimal
solution. In the previous studies, the MOA technique is
used  to  resolve  some  of  the  complex  engineering
problems,  due  to  its  increased  convergence  rate  and
best  optimal  performance.  Therefore,  the  proposed
work  intends  to  use  this  optimization  technique  for
assuring better  cyber-system performance.  As a result,
the  DSLC  algorithm  is  used  to  precisely  predict  the
type  of  intrusion  based  on  the  chosen  features.  In  the
previous works, a different types of optimization based
classification  techniques  are  implemented  for
developing  an  IDS  framework  to  secure  MANET.
According  to  the  recent  surveys,  it  is  determined  that
the  majority  of  existing  works  could  use  the  reliable
techniques  for  ensuring  cyber-security,  but  they
follows  some  complex  models  for  obtaining  an
increased  attack  detection  rate.  So,  the  training  &
testing complexity of the existing classification models

are  high,  which  leads  to  high  time  consumption.
Therefore,  the  proposed  work  aims  to  develop  an
accurate  and  simple  IDS  framework  for  securing
MANET  from  cyber-threats.  For  this  purpose,  the
recent  as  well  as  efficient  optimization  technique,
named as AMOA, is used in this study for choosing the
relevant  and  well-suited  features  from  the  given
datasets.  The  obtained  dimensionality  reduced
attributes  or  features  are  used  to  train  the  classifier,
which  supports  to  increase  the  processing  speed  and
accuracy  of  classifier  while  detecting  attacks  from
datasets.  The  novel  contribution  of  this  work  uses  the
combination  of  AMOA  and  DSLC  techniques  for
developing an IDS framework with high accuracy and
lower false predictions. Moreover, the Marine predator
optimization  is  not  increasingly  used  in  the  MANET
applications, hence we aims to apply this technique for
simplifying the detection process of classifier.

3.1    Dataset normalization

One  of  the  key  stages  in  the  attack  detection  and
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Fig. 2    Workflow of the proposed model.

    6 Intelligent and Converged Networks,  2024, 5(1): 1−18

 



DSN

classification  systems  is  generally  data  normalization.
Because the raw datasets are made up of network data
packets  with  some  values  missing.  In  the  proposed
framework,  data  preprocessing  is  one  of  the  most
important  and  essential  component,  since  it  helps  to
generate  the  attribute  balanced  dataset  for  making  an
effective  and  accurate  decision  while  predicting
attacks.  Typically,  the  original  datasets  obtained  from
the  public  repositories  are  not  balanced,  which  may
have some missing attributes and fields that affects the
classifier’s  prediction performance.  Normalization is  a
preprocessing  step,  a  scaling  tool,  or  a  mapping
approach.  From  an  existing  range,  we  are  able  to
determine  a  new  range.  It  can  be  quite  beneficial  for
purposes  of  forecasting  or  prediction.  Moreover,  there
are  numerous  ways  to  make  predictions  or  estimates,
but  they  can  all  differ  significantly  from  one  another.
Therefore,  the  normalization  technique  is  needed  to
make  prediction  closer  while  maintaining  their  wide
range.  Typically,  the  min-max  normalization  is  a
method that  applies  linear  transformation  to  the  initial
set of data. The term min-max normalization refers to a
method  that  preserves  the  associations  between  the
original  data.  It  is  a  straightforward  technique  that
allows  data  to  be  precisely  fitted  inside  a  given
boundary  using  a  predetermined  border.  Therefore,  it
may  result  in  more  false  positives  that  significantly
reduces  the  classification  performance.  Therefore,  the
initial  stage of preprocessing involves the replacement
of missing values, and the conversion of categorical to
numerical  values.  The  network  IDS  datasets  typically
contains  a  wide  range  of  values,  so  it  is  imperative  to
normalize  the  data  using  a  common  scale.
Normalization  is  primarily  carried  out  to  speed  up
convergence  and  improve  classification  accuracy
because  without  it,  gradient  descents  may  take  longer
to  converge.  In  this  model,  the  obtained  original
network dataset  is considered as the input, where
each and every element present in the data is validated
for  replacing  the  missing  data  elements  as  shown  in
below:
 

ND =

N∏
n=1

DSN (n, :)−min(DSN (n, :))
max(DSN (n, :))−min(DSN (n, :))

(1)

ND DSNwhere  represents the normalized dataset,  is the

nobtained  network  dataset,  and  indicates  the  number
of elements exist in the data. The preprocessed data can
then be used for  additional  processing,  which helps  to
minimize  false  positives  and  results  from
misclassification.

In  the  proposed  IDS  framework,  there  are  three
different  and  popular  intrusion  datasets  are  used  for
system  implementation  and  testing.  After  that,  the
content  characterization  is  performed,  where  the  basic
and traffic based contents characteristics are estimated
for  an  effective  prediction.  Consequently,  the
normalization  and  categorical  transformation  are
performed to preprocess the given data. Here, the data
values  are  initially  transformed  to  optimize  the
information,  which  helps  to  reduce  the  complexity  of
classification.  Moreover,  the  normalized  data  could
speed up the training process with improved efficiency.
In  the  proposed  framework,  the  data  scaling  based
normalization is applied, which is often known as min-
max  normalization  that  converts  the  data  with  the
interval  of  [–1,  1]  and  [0,  1].  Then,  an  APOA  based
optimization  technique  is  used  to  choose  the  optimal
features  from  the  normalized  dataset  for  making  an
accurate decisions while predicting the intrusions. The
APOA  provides  the  optimal  solution  for  selecting  the
best features that are used to improve the training speed
of  classifier.  Furthermore,  the  DSLC  technique  is
implemented  to  categorize  the  type  of  intrusion
according  to  the  chosen  features.  It  is  a  kind  of
ensemble classification method, which incorporates the
functions of five different  base learners such as KNN,
RF,  XGB,  LR,  and  randomized  trees.  During
classification, the processes including cross validation,
training of base learners, optimization of loss function,
estimation  of  weighted  average,  and  final  prediction
are  carried  out,  which  supports  to  accurately  identify
the  type  of  intrusion  from  the  given  data.  In  the
proposed framework, the AMOA is integrated with the
DSLC  algorithm  for  intrusion  identification  and
classification,  whereas  the  AMOA  is  used  for  feature
optimization  and  DSLC  is  used  for  intrusion
identification.

Adaptive  Marine  Predator  Optimization
Algorithm  (AMOA): After  normalization,  an
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Adaptive  Marine  Optimization  Algorithm  is  deployed
to  optimally  select  the  features  from  the  preprocessed
dataset.  The marine predator algorithm is a new meta-
heuristic  algorithm  that  draws  inspiration  from  nature
and  imitates  the  natural  interactions  between  marine
predators  and  prey.  Additionally,  it  has  been  noted  in
the literature that this algorithm is capable of resolving
a wide range of practical optimization issues, making it
a new favorite among researchers. The marine predator
algorithm  still  has  some  shortcomings,  including  the
inability  to  generate  a  diverse  initial  population  with
high  productivity,  the  lack  of  quick  escape  from  the
local  optimization,  and  the  lack  of  thorough  and
thorough exploration of the search space. An improved
version  of  this  algorithm  is  put  forth  in  the  current
study  and  is  based  on  the  opposition-based  learning
method,  chaos  maps,  population  self-adaptation,  and
switching between exploration and exploitation phases.
In  each  iteration,  the  self-adaptive  population  method
automatically  modifies  the  population  size,  which
facilitates quickening convergence.

In the proposed work, an AMOA technique is mainly
used  for  optimizing  the  features  of  the  normalized
dataset,  since  an  increased  dimensionality  of  features
may  affect  the  overall  performance  of  the  classifier.
Hence, it is more essential to reduce the size of features
before  attack  identification  and  classification.  For  this
purpose,  the  most  recent  AMOA  technique  is
implemented in this study. When compared to the other
optimization  algorithms,  the  AMOA  has  the  key
benefits  of  high convergence  rate,  increased searching
speed,  requires low time for reaching optimal solution
in the searching area, and high efficiency. Due to these
reasons, the proposed AMOA technique is incorporated
in  the  proposed  intrusion  detection  framework.
Moreover,  this  technique  provides  the  best  optimal
solution  for  the  given  problem  with  low  complexity.
The  guiding  principles  for  the  best  foraging,
interactions,  and  learning  in  marine  predators  are
outlined in the main points listed below:

The  same  proportions  of  Lévy  and  Brownian
movement were seen throughout the lifetime of marine
predators as they moved through various habitats.

Marine  predators  adopt  the  Lévy  approach  in

environments  with  low concentrations  of  prey and the
Brownian  movement  in  environments  with  prevalent
prey.

They alter their behavior in an effort to locate places
with  an  altered  distribution  of  prey  due  to  ecological
effects  such  as  those  generated  by  human  activity  or
natural phenomena.

They make use of their sharp memories to keep track
of one another and the best places to go foraging.

The MPA optimization process  is  broken down into
three main phases that take different velocity ratios into
account  while  simulating  a  predator  and  prey’s  entire
life cycle:

•  When  there  is  a  large  velocity  ratio  or  when  the
predator is outpacing the prey.

• When both the predator and the prey are moving at
almost the same speed or in the unit velocity ratio.

• In a situation when the predator is travelling more
quickly than the prey.

•  A  precise  duration  of  iteration  is  designated  and
assigned for each phase that is determined.

These  actions  are  described  in  accordance  with  the
regulations  governing  predator  and  prey  movement
while imitating predator and prey movement in nature.
These  actions  are  described  based  on  the  regulations
that  govern  how  predators  and  prey  move  in  nature,
simulating such regulations.

In  this  algorithm,  the  optimization  process’s  first,
second, and third stages each have one-third of all  the
iterations.  Intuitively,  the order of these strategies will
change  as  the  total  number  of  iterations  varies.  The
same number of times, or one-third of the total number
of iterations,  should be chosen for the exploration and
exploitation  phase.  However,  increasing  the  total
number  of  iterations  for  the  same  optimizations  does
not produce the same median results;  instead, they are
occasionally  better  and  every  once  in  a  while  worse.
The exploration or operation phase of the optimization
process  is  thus  chosen  by  the  MMPA algorithm using
an adaptive strategy.

The operating phases involves
•  Levy-motion  for  low-concentration  prey

environment.
• Brownian-motion for moderate prey environment.
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•  Good memory in  recounting their  partners  as  well
as  the  position  of  effective  hunting  are  the  key
components of MPA.

The  phases  are  divided  into  categories  according  to
time and velocity ratio.

Phase  1:  Predator  moves  more  slowly  than  its  prey
(Increased velocity ratio).

Phase  2:  The  speed  of  the  prey  and  the  predator  is
nearly equal (Unity velocity ratio).

Phase  3:  The  predator  is  pursuing  the  prey  while
moving more quickly (Decreased velocity ratio).

The  following  equation  describes  the  Lévy  flight,
which is nothing more than a series of random numbers
with step sizes determined by the Lévy distribution.
 

Lévy (α) = 0.05× a

|b|
1
ρ

(2)

µ σ

Standard Brownian motion is the probability function
derived  from  a  normal  (Gaussian)  distribution  with
mean ( ) 0, and variance ( ) is 1 with step length from
a  random  process.  The  Probability  Density  Function
(PDF) for this motion at point a is given by equation:
 

f (a;µ,σ) =
1
√

2π
e−

a2
2 (3)

The  first  solution  is  uniformly  dispersed  over  the
search space as the initial trial in MPA, just like other
meta-heuristics.
 

M0 = Mmin+ r(Mmax−Mmin) (4)

Mmin Mmax

(P)

where the lower  and upper  limits  for  the  variables  are
 and ,  respectively,  and r is  the  random

number. According to the survival of the fittest theory,
the marine predators  that are the fittest develop an
Elite  Matrix  (EM).  Certainly,  the  top  predators
(denoted by w) have an excellent hunting skills. Search
agents  are  both  predator  and  prey;  both  are  searching
for their food. If the topmost predator is replaced by a
better  predator,  then  the  elite  matrix  is  updated,  and
other matrix termed as prey is formulated as follows:
 

EM =


w1,1 · · · w1,n
...

. . .
...

wm,1 · · · wm,n


m×n

(5)

 

P =


w1,1 · · · w1,n
...

. . .
...

wm,1 · · · wm,n


m×n

(6)

It’s  crucial  to  remember  that  the  MPA’s  elite  and
prey matrices are two crucial components on which the
optimization  technique  tends  to  depend.  The
exploration  phase,  which  corresponds  to  the  period
when  the  prey  moves  more  quickly  than  the  predator,
occurs in this section of the MPA algorithm.

The  MPA  algorithm’s  exploration  phase  has  the
following mathematical model:
 −−→

SSx =
−→
RB× (

−−−→
EMx −

−→
RB×

−→
Px); x = 1, . . . ,n (7)

−−→
SSa

−−−→
EMx

−→
Px

where  represents  the  step  size,  indicates  an
elite  matrix,  and  denotes  the  prey,  then  these
parameters as updated by using the following models:
 −→

Px =
−→
Px +P

−→
R ×−−→SSx (8)

 −−→
SSx =

−→
RL× (

−−−→
EMx −

−→
RL×

−→
Px); x = 1,2, . . . ,

n
2

(9)
 −→

Px =
−→
Px +P

−→
R ×−−→SSx (10)

 

−−→
SSx =

−→
RB× (

−→
RB×

−−−→
EMx −

−→
Px); x =

n
2
,
n+1

2
, . . . ,n (11)

 −→
Px =

−−−→
EMx +P

−→
CF×−−→SSx (12)

−→
RL

−→
RB

where  is  the  random  vector  generated  using  Levy
distribution,  defines  the  dimensional  vector  that  is
uniformly distributed in the range of 0 to 1.

The  exploration  phase  gradually  transitions  into  the
exploitation  phase  during  the  unit  velocity  estimation,
which is  the middle  stage of  the optimization process.
When  the  predators  outpace  the  prey  and  the
exploitation  phase  of  the  algorithm  is  finished,  the
MPA  is  established,  and  the  final  step  is  the  low
velocity estimation.
 

−→
Px=


−→
Px +CF

(−−−−→
Mmin+

−→
R ×
(−−−−→
Mmax−

−−−−→
Mmin

)
×−→U
)
, if r⩽FDs;

−→
Px + (FDs× (1− r)+ r)

(−−→
Pr1−

−−→
Pr2

)
, if r ⩽ FDs

(13)

where FD represents the fish aggregating devices,  and
CF defines the step size controlling parameter. Finally,
the  optimal  best  solution  is  obtained  as  the  output  of
this  algorithm,  which  is  used  to  choose  the  features
from the dataset for training the samples of classifier.

3.2    Deep Super Learning Classification (DSLC)

Here,  the  Deep Super  Learning Classification (DSLC)
technique  is  used  to  precisely  classify  the  intrusions
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from the dataset after the features have been extracted.
This  classifier  is  developed  based  on  the  cascading
hierarchical  architecture  model,  which  processing  the
features  layer  by  layer  and  each  layer  feeding  its
processed  to  the  one  below  it  for  more  processing.
Figure  3 shows  the  DSL  technique’s  cascading
structure,  which  is  composed  of  processing  features
that  are  applied  layer  by  layer.  This  technique  allows
information  to  be  processed  based  on  a  layered
architecture where j stands for classes, k for folds, l for
features, m for  base  learners,  and n for  records  in  the
training  set.  Additionally,  it  includes  the  following
steps:

• Cross-validation.
• Feature development and training.
• Loss function and weight optimization.
• Retraining the set, prediction.
For  the  purpose  of  producing  the  out  of  sample

predictions,  cross  validation  is  first  conducted  on  the
entire  training  dataset.  The  training  set  can  then  be
divided  into  groups  of  equal  size  to  serve  as  the
validation sets. Following that, it was possible to build

and  train  each  fold  in  the  model  output  class.  As  a
result,  the  base  learners  are  used  to  obtain  the
prediction for the entire set. In order to reduce the true
values,  the  loss  function  can  also  be  optimized  for
recognizing  the  linear  combination.  The  best  weight
values  are  then  calculated  in  relation  to  the  weighted
average  of  the  predictions.  With  enough  cross
validation  folds,  each  mode  on  the  entire  training
dataset  could  be  retrained.  On  top  of  the  raw  training
data,  which  incorporates  the  vectors  as  additional
features of the records, the overall prediction results are
also  added.  Finally,  these  procedures  can  be  repeated
until  the  training  data  have  undergone  the  most
iterations.  In  the  proposed  DSLC,  there  are  five
different  base  learning  algorithms  have  been  used  for
an  effective  prediction,  which  includes  eXtreme
Gradient  Boost,  Random  Forest,  Logistic  Regression,
K-Nearest  Neighbor,  and  Randomized  tree.  In  this
algorithm,  each  trained  model  is  applied  with  weight
values  that  have  been  optimized  at  each  iteration  to
generate  predictions  on  test  data  that  has  not  yet  been
observed.  If  the  models  were  successfully  trained  on
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Weighted average
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Fig. 3    Architecture of DSLC.

    10 Intelligent and Converged Networks,  2024, 5(1): 1−18

 



the whole training set, the m models are used for every
iteration.  Moreover,  the  linear  combination  of
predictions are identified from all m learners in order to
reduce the desired outcome and the true values for the
training data by optimizing a loss function.  After  that,
the  optimized  weights  and  the  loss  function  value  are
retained.  In  this  case,  convex  optimization  will  do
because  log  loss  is  a  convex  function.  Then,  the
weighted  average  is  estimated  to  gain  overall
predictions  for  each  record,  which  is  performed  by
each learned according to  the  optimized weight  value.
The  predictions  are  incorporated  using  the
aforementioned procedures into the training data.  This
process  is  repeated until  it  is  no longer  decreasing the
optimized loss value with each cycle and keep track of
how many training iterations are completed.

4    Result and discussion

This  section  presents  the  results  and  discussion  of  the
proposed  AMOA-DSLC  based  IDS  framework  by
using  different  parameters  and  evaluation  indicators.
The correctness of the dataset can be used to assess the
performance  of  IDSs.  As  a  result,  three  different
datasets  are  used  to  evaluate  the  proposed  NIDS  in
order to thoroughly examine the model’s performance.
Table 1 shows the list of datasets used in this work for
validating  the  performance  of  AMOA-DSLC  based
IDS  framework.  These  benchmarking  datasets  are  the
most  popular  and  widely  used  in  many  cyber-security
applications  for  validating  the  performance  of  IDS
frameworks.  In  this  study,  the  publicly  available
datasets  including  UNSW-NB  15,  DS2OS,  and  NSL-
KDD  are  used  for  system  implementation  and
validation.  These  benchmarking  datasets  are  publicly
available  and  accessible  from  the  Kaggle
repository[38–43]. By using these, the performance of the
proposed intrusion detection is evaluated and compared
based  on  the  parameters  of  detection  rate,  accuracy,
precision,  recall,  efficiency,  and  F1-score[44].  During

assessment,  some  of  the  recent  literature  models  are
compared with the proposed approach for determining
its efficacy over other approaches[45–47].

Moreover,  various  evaluation  parameters  used  to
assess the results of the proposed AMOA-DSLC are as
calculated by using the following equations:
 

Accuracy =
TP+TN

TP+TN+FP+FN
(14)

 

Precision =
TP

TP+FP
(15)

 

Recall =
TP

TP+FN
(16)

 

F1-score =
2×Precision×Recall

Precision+Recall
(17)

 

FPR =
FP

FP+TN
(18)

where TP–True Positive, TN–True Negative, FP–False
Positive, and FN–False Negative. True Positives (TPs)
are  cases  in  which  the  prediction  is  correct  and  the
actual value is correct. True Negatives (TNs) are cases
in which the prediction is negative and the actual value
is also negative. False Positive (FPs) are cases in which
the  prediction  is  positive  but  the  actual  value  is
negative.  The  term  False  Negatives  (FNs)  refers  to
situations  in  which  the  prediction  is  negative  but  the
actual value is positive. Table 2 and Fig. 4 presents the
comparative  analysis  of  the  existing  ML,  DL,  and
proposed  DSL  methodologies  used  for  developing  an
IDS  framework.  According  to  the  results,  it  is  noted
that  the  proposed  AMOA-DSLC  based  IDS
methodologies  provides  an  improved  result,  when
compared to the baseline approaches. Because, the best
way  to  detect  intrusion  is  by  optimizing  functionality.
This is a crucial step in correctly classifying the various
types of attacks. Without feature optimization, it would

 

Table 1    Different datasets used in this work.

Dataset Description
Dataset 1 NSL-KDD
Dataset 2 DS2OS
Dataset 3 BoT-IoT

 

Table 2    Performance evaluation using Dataset 1.

Method Accuracy (%) Precision (%) F1-score (%) Recall (%)
RF 99.66 99.85 99.84 99.83

CNN 85.99 90.90 85.76 81.17
Inc-CNN 89.03 85.08 85.33 85.58
Bi-LSTM 84.33 93.98 89.82 86.01

GRU 78.98 81.08 84.20 87.56
Proposed 98.89 99.21 98.99 99.10
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take  a  long  time  to  develop  a  model  and  it  might  be
possible  to  misclassify  assaults.  The  methods  for
selecting  functions  greatly  cut  down  on  training  and
testing  time  and  improved  the  rate  of  intrusion
detection.  Due  to  the  inclusion  of  AMOA  technique,
the  results  of  the  proposed  IDS  framework  is  highly
improved over the other models[48–51].

Consequently,  the  detection  rate  of  the  existing[28]

and proposed AMOA-DSLC models are validated and
compared using Dataset 1 as shown in Fig. 5 and Table
3.  Typically,  the  detection  rate  is  one  of  the  most
important  parameter  used  to  assess  the  overall
performance of IDS. When the TP and TN are higher,
the  system  performs  better,  but  when  the  FP  and  FN
are higher, the system performs worse. Moreover, FP is
the  incorrect  classifier  prediction  in  the  context  of  the

normal  category,  which  enables  attack  to  enter  the
system.  In  contrast,  FN  also  makes  incorrect
predictions  when  normal  does,  which  raises  the  alert
threshold.  The  obtained  results  indicate  that  the
proposed  AMOA-DSLC  technique  provides  an
improved  performance  outcomes  over  the  other
techniques,  rate  among  the  existing,  and  proposed
approaches using Dataset 1.

Figure  6 and Table  4 presents  the  comparative
analysis  among the  baseline[31],  and  proposed  security
frameworks  based  on  different  parameters.  These
results  also  depict  that  the  proposed  AMOA-DSLC
provides  an  improved  results,  when  compared  to  the
baseline models.

Figures  7 and 8 compares  the  detection  rate  of  the
existing[41] and  proposed  security  models  using
Datasets  2  and  3  with  respect  to  different  types  of
attacks correspondingly. Similarly, the accuracy is also
compared  among  the  existing  and  proposed  models
using Datasets 2 and 3 as shown in Figs. 9 and 10. The
overall  results  indicate  that  the  proposed  AMOA-
DSLC  overwhelms  the  baseline  security  frameworks
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Fig. 4    Comparative  analysis  among  the  existing  and

proposed approaches using Dataset 1.
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Fig. 5    Detection rate on Dataset 1.

 

Table 3    Detection rate analysis using Dataset 1. (%)
Attack
type

Multi-level
ELM

Multi-level
SVM

Modified
K-means UFS Proposed

Normal 96.64 97.83 98.13 72.87 98.89
DoS 96.83 99.57 99.54 90.39 99.60
R2L 10.84 91.60 31.39 70.94 98.50
U2R 23.68 16.23 21.93 42.86 95.40
Probe 84.93 80.94 87.22 73.36 98.60
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Fig. 6    Performance  comparative  analysis  among  the

existing  and  proposed  IDS  frameworks  using
Dataset 1.

 

Table 4    Overall performance comparison using Dataset 1.

Method Accuracy (%) Precision (%) Recall (%) F1-score (%)
RF 88.70 90.41 89.21 90.02

CNN 91.50 91.82 90.81 92.27
Bi-LSTM 91.90 91.78 92.52 92.41

RNN 93.50 92.63 91.38 93.18
LSTM 94.27 94.91 93.47 94.63
Fuzzy 95.32 96.95 94.24 95.02

Proposed 99.21 99.51 99.12 98.90
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with increased accuracy and detection rate.
Here,  the  efficiency  also  known  as  prediction

accuracy  of  the  classifier  is  estimated  with  respect  to
the  number  of  epochs.  Efficiency  is  one  of  the  most
essential parameter used to test classifier’s training and
training performance. As shown in Fig. 11, the training
efficiency  and  testing  efficiency  of  the  proposed
classification  system  is  validated  and  compared  with
respect  to  number  of  epochs.  In  order  to  validate  the
effectiveness of classifier by determining how it predict
the desired results, the training and testing efficiencies
are  evaluated  in  this  study.  The  improved  level  of
efficiency  indicates  the  improved  performance  of  the
classifier,  and  the  results  reveal  that  the  training
efficiency  is  increased  to  99%,  and  the  testing
efficiency  is  increased  to  98% by  using  the  AMOA
technique  integrated  with  the  DSLC  algorithm.
According  to  the  estimations,  it  is  analyzed  that  the
proposed  AMOA-DSLC  outperforms  the  other
classification  techniques  with  increased  training  &
testing  efficiency  values.  Here,  the  optimized  feature
set is used to train the classifier, which helps to obtain
an  improved  performance  in  the  proposed  system.
Figure  12 validates  the  detection  rate  and  validation
accuracy  of  the  proposed  DSLC  with  and  without
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Fig. 7    Detection rate analysis using DS2OS dataset.
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Fig. 8    Detection rate analysis using BoT-IoT dataset.
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Fig. 9    Accuracy analysis using DS2OS dataset.
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Fig. 10    Accuracy analysis using BoT-IoT dataset.
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Fig. 11    Training efficiency and testing efficiency.
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Fig. 12    Detection  rate  and  validation  accuracy  of  the

proposed  DSLC  with  and  without  AMOA
technique.
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AMOA  technique.  Based  on  the  outcomes,  it  is
determined  that  the  proposed  classification  technique
provides  an  increased  detection  rate  and  validation
accuracy,  when  it  incorporates  with  the  AMOA
technique.  By  using  the  optimized  set  of  features,  the
AMOA+DSLC  technique  provides  an  improved
performance  outcomes.  The  parameters  such  as
detection rate and validation accuracy are validated and
compared  with  and  without  inclusion  of  optimization
technique,  i.e.,  AMOA.  These  parameters  are  mainly
used  to  determine  the  overall  performance  of  the
classifier  in  intrusion  detection.  The  findings  indicate
that  the  DSLC  integrated  with  AMOA  technique
provides  an  increased  detection  rate  and  validation
accuracy,  when  comparing  to  the  DSLC  technique.
Since, the feature optimization using AMOA technique
helps  to  speed  up  the  processing  speed  of  classifier
with  the  reduced  set  of  features.  Hence,  the  false
predictions  are  effectively  reduced  in  the  proposed
model, which supports to obtain an increased accuracy
and detection rate while predicting intrusions from the
given dataset.

The findings reveal that the average accuracy for all
datasets is increased up to 99% with the detection rate
98.5%,  and  the  obtained  results  are  superior  to  the
existing models. Due to the integration of AMOA, the
detection  performance  of  the  DSLC  is  greatly
improved in the proposed model. Table  5 presents  the
statistical  performance  analysis  of  the  proposed
AMOA technique based on the parameters of p-value,
z-value,  mean,  and  standard  deviation.  It  is  used  to
analyze the exploitation and exploration capabilities of
the  optimization  algorithm.  The  obtained  results
indicate  that  the  AMOA  reaches  the  global  optimum
with  increased  convergence  speed  and  better
exploration & exploitation capabilities.

5    Conclusion

This  paper  presents  a  new  AMOA-DSLC  based  IDS

framework  for  protecting  MANET  from  intrusions.
The  original  contribution  of  this  work  is  to  guarantee
the security of MANET by creating a computationally
effective  IDS  framework  using  an  advanced  soft-
computing  methodology.  The  proposed  framework  is
composed  with  the  stages  of  dataset  normalization,
feature selection, and intrusion classification. Here, the
min-max normalization model is used to preprocess the
provided  cyber-attack  datasets  for  normalizing  the
attributes  or  fields.  The  original  contribution  of  this
research  work  is  to  develop  a  new intrusion  detection
framework  by  integrating  the  AMOA  and  DSLC
methodologies.  Here,  the AMOA is  used for  choosing
the relevant features from the preprocessed dataset with
the  best  optimal  solution.  Consequently,  the  DSLC
algorithm  is  used  to  accurately  predict  and  categorize
the  type  of  intrusion  based  on  learning  and  training.
During  evaluation,  various  parameters  and  benchmark
datasets are used in a thorough analysis to validate and
rate  the  effectiveness  of  the  proposed  AMOA-DSLC
mechanism. According to the results, it is observed that
the  proposed  AMOA-DSLC methodology  provides  an
improved  result  in  terms  of  high  detection  rate,
accuracy,  and  low  false  positive  rates  for  all  datasets.
Then, the selected features are passed to the input layer
of  DSLC  classifier,  which  obtains  the  input  features
and  produces  the  predicted  label  as  the  output.  Here,
the  layer  by  layer  processing  is  performed  with m
learners, j classes, m weights  and  weighted  average
probabilities. The DSLC is a kind of ensemble learning
model that integrates the functions of five base learners
including KNN, RF,  LR,  XGB, and randomized trees.
For  validation,  the  different  types  of  performance
measures  are  used  to  evaluate  the  results  of  the
proposed method, which includes accuracy, sensitivity,
specificity,  F1-score,  and  efficiency.  The  obtained
results  reveal  that  the  combination  of  proposed
AMOA-DSLC  technique  provides  superior  results  in
terms of average accuracy 99% for all datasets used in
this study. Due to the inclusion of AOMA, the overall
effectiveness and intrusion categorization performance
of  the  proposed  model  is  highly  improved  in  this
framework. In future, we intend to expand our research
to find other attacks that have taken place in real time

 

Table 5    Statistical analysis of AMOA technique.

Parameter Value
p-value 0.886 00
z-value 0.143 83
Mean −10.536 40

Standard deviation 3.89×10−11
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MANET environment.
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