
 

RecBERT: Semantic recommendation engine with large language
model enhanced query segmentation for

k-nearest neighbors ranking retrieval

Richard Wu*

Abstract: The  increasing  amount  of  user  traffic  on  Internet  discussion  forums  has  led  to  a  huge  amount  of

unstructured  natural  language  data  in  the  form  of  user  comments.  Most  modern  recommendation  systems  rely  on

manual tagging, relying on administrators to label the features of a class, or story, which a user comment corresponds

to.  Another  common  approach  is  to  use  pre-trained  word  embeddings  to  compare  class  descriptions  for  textual

similarity, then use a distance metric such as cosine similarity or Euclidean distance to find top k neighbors. However,

neither approach is able to fully utilize this user-generated unstructured natural language data, reducing the scope of

these recommendation systems. This paper studies the application of domain adaptation on a transformer for the set

of user comments to be indexed, and the use of simple contrastive learning for the sentence transformer fine-tuning

process to generate meaningful semantic embeddings for the various user comments that apply to each class. In order

to match a query containing content from multiple user comments belonging to the same class, the construction of a

subquery  channel  for  computing  class-level  similarity  is  proposed.  This  channel  uses  query  segmentation  of  the

aggregate query into subqueries, performing k-nearest neighbors (KNN) search on each individual subquery. RecBERT

achieves state-of-the-art  performance,  outperforming other state-of-the-art  models in accuracy,  precision,  recall,  and

F1 score for classifying comments between four and eight classes, respectively. RecBERT outperforms the most precise

state-of-the-art model (distilRoBERTa) in precision by 6.97% for matching comments between eight classes.

Key  words:   sentence transformer; simple contrastive learning; large language models; query segmentation; k-nearest

neighbors

1    Introduction

1.1    Background

Finding  meaningful  representations  of  text  documents
to  compute  document-level  similarity  has  been  a
classic  problem  in  the  field  of  natural  language
processing  (NLP).  In  1954,  the  bag  of  words  (BoW)
model  was  proposed  by  Harris[1],  creating  a  vector
representation  for  each  document  composed  of  the
frequencies of each word in a govern vocabulary. BoW

models  have  been  enhanced  with  the  addition  of  term
frequency-inverse  document  frequency  (TF-IDF)[2].
However, BoW models are not scalable for larger sets
of  documents,  as  the  dimensions  of  sparse  frequency
vectors  will  grow  extremely  large  as  the  vocabulary
increases  for  larger  text  corpuses[3].  Conventional
distance  metrics  such  as  Euclidean  distance  become
significantly  less  effective  for  computing  similarity  in
high  dimensional  vectors,  as  the  distances  between
nearest  and  farthest  vectors  become  nearly
indistinguishable from each other[3].

Recent  progress  with  the  transformer  architecture
proposed  in  2017  by  Vaswani  et  al.[4] introduces
parallelizable  computations  while  also  maintaining
core  attention  mechanisms  for  contextualized  word
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embeddings.  It  uses  dense  vector  embeddings  to
represent  documents  as  opposed  to  the  sparse
frequency  vectors  generated  from  BoW  models.
BERT[5] uses  masked  language  modeling  (MLM)  as
opposed to  casual  language modeling,  which allows it
to generate bidirectional representations of words[5].

1.2    Motivation

With  the  increasing  number  of  user-generated
recommendations  and  descriptions  for  documents  in
discussion  forums,  the  amount  of  unstructured  natural
language  data  has  greatly  increased.  However,  most
modern  recommendation  systems  use  manual  tagging
of  a  document’s  features  to  perform collaborative[6–10]

or content-based[11–13] filtering. Some directly use pre-
trained  word  embeddings  to  compare  queries  with
descriptions  for  textual  similarity,  then  use  a  distance
metric  such  as  cosine  similarity  or  Euclidean  distance
to find top k neighbors. These approaches do not utilize
the full potential of user-generated unstructured natural
language data in their recommendations.

Most  semantic  embedding  models  such  as
Word2Vec or BERT are trained on large-scale general-
domain datasets,  such as  Wikipedia.  While  these pret-
rained  representations  have  a  good  understanding  of
general  language  patterns,  their  performance  may
degrade  for  more  specific  domains,  such  as  user
comments for stories. That is, the context necessary for
the  transformer  to  learn  on  the  domain  of  general
articles compared to the domain of user comments may
differ.

Additionally,  there  is  the  issue  of  user  queries
potentially  containing  content  from  multiple  sources.
Finding  textual  similarity  between  the  full  query  and
the  individual  documents  (user  comments),  each
containing a fragment of the user query, is not ideal in
finding  accurate  similarity  across  classes. Figure  1
shows that when a query is essentially the combination
of  two  separate  documents,  both  corresponding  to  the
same class,  the  similarity  between  the  query  and  each
document  individually  is  lower  than  its  true  similarity
when  considering  the  query  directly  against  the  class.
A k-nearest neighbors (KNN) search based only on the
full  query’s  embedding  is  likely  to  return  erroneous

results  when  requiring  components  from  different
comments  belonging  to  the  same  class  in  order  to
separately  match  to  each  subquery.  For  example,  the
class  to  be  ranked,  class x,  may  contain  a  comment
corresponding  to  subquery  1,  and  another  comment
corresponding  to  subquery n.  Directly  comparing
semantic  similarity  between  the  aggregate  query  and
each  comment  containing  a  component  of  that  query
won’t fully encapsulate the similarity between the class
and query.  Thus,  in order to properly match the query
against the documents, or comments, corresponding to
a class, the query must be split  into its subqueries and
have  KNN  search  independently  conducted  on  each
subquery.

1.3    Main idea

This  paper  proposes  a  semantic  recommendation
system,  RecBERT,  by  first  further  pre-training  a
bidirectional  transformer  using  MLM[5] for  domain
adaptation on all  user comments for the set of classes.
Distance metrics such as cosine similarity can be used
to  rank  comments  most  similar  to  the  query.  Without
the  initial  domain  adaptation,  the  fine  tuning  of  the
sentence  transformer  afterward  will  yield  very  poor
results,  overfitting  on  specific  phrases,  limiting  the
scope  of  top k neighbor  results.  In  this  paper,  domain
adaptation will be applied to story recommendations by
adapting  on  a  dataset  of  user-generated  review
comments, but this approach can also be used for other
domains, such as biology texts[14] or medical diagnosis
by collecting  patient  reports  (which  are  the  equivalent
of  user  comments  in  this  scenario)  for  varying
diseases[15].

 

Query
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Subquery 2

Comment 1
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Comment 2
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Comment 2
(class y)

Comment 2 (class y) 
Fig. 1    Visualization of  splitting a query into its  subqueries

for improved accuracy.
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It  is  important  to  note  that  directly  averaging  the
pooled domain adapted BERT embeddings yields very
poor  results[16, 17].  This  leads  to  the  need  to  fine-tune
the domain adapted model using a Siamese network[18]

with  simple  contrastive  learning[19] (SimCSE)  to
produce  a  model  capable  of  encoding  accurate
semantic  representations  of  user  comments.
Additionally,  for  finding  comment  similarity,  a  cross-
encoder  structure  would  be  viable  for  training,  but
during  runtime,  would  be  too  computationally
expensive  to  conduct  sentence  similarity  across  large
datasets[18].  Thus,  a  Siamese  network  is  used  to
compute  absolute  vector  representations  of  texts,
removing  the  need  to  run  each  text  pair  through  a
classification  network  to  compute  similarity.  With
absolute  sentence-level  embeddings,  cosine  similarity
or  another  distance  metric  can  be  used  directly  to
conduct  a  similarity  search  such  as  KNN  or
approximate nearest  neighbors  on comment  and query
embeddings  to  retrieve  similar  user  comments  to  the
query.

To solve the task for query segmentation, we propose
using  a  pre-trained  large  language  model  (LLM)  with
few-shot  prompting  to  segment  each  user  query  into
relevant  subqueries  to  conduct  cosine  similarity  on
with  the  user  comments  available.  The  few-shot
samples would preferably come from the same domain
as  the  user  comments  for  maximal  accuracy  in
segmentation.  By  finding  cosine  similarity  between
subqueries  and  the  available  user  comments,  we  are
able to consider all  the components of  a user query to
holistically  determine  the  most  similar  class.  The
original  query  will  also  have  cosine  similarity
performed  against  user  comments,  and  its  top k
neighbors  found,  the  justification  being  that  direct
matches between the aggregate query and comment are
still  possible,  and  should  be  weighted  more  than  a
subquery  match.  We conducted  the  experiment  on  the
myanimelist  dataset,  and  achieved  state-of-the-art
performance.

Overall, the main contributions of this study are:
(1) RecBERT is the first BERT based model further

pre-trained  on  the  MyAnimeList  dataset  of  user
comments  and  fine-tuned  for  comment  embeddings

with SimCSE to construct a recommendation system.
(2)  Experimental  results  on  the  comment  dataset

demonstrate  that  further  pre-training  BERT  on  user
comments  improves  its  performance.  RecBERT
obtains state-of-the-art performance on determining the
class a comment corresponds to.

(3)  Study  the  application  of  LLM-enhanced  query
segmentation for effective KNN search on most similar
classes to the query.

(4)  Propose  a  recommendation  system  using  LLM-
enhanced  query  segmentation  to  construct  a  separate
subquery  channel  for  computing  class  level  similarity
to enhance ranking retrieval performance.

2    Related work

2.1    Recommendation systems

Many  recommendation  systems  have  been  proposed
with  various  architectures.  Some  prominent  methods
include  collaborative[6–10] and  content-based[11–13]

filtering.  Content  filtering  refers  to  the  idea  that  users
should  be  recommended  items  similar  to  those  they
viewed or purchased before[11]. This is a useful method
for  recommending  products  in  a  website  the  user  has
frequently purchased from, but  in  the case where they
have not had any traffic on the website,  it  is  unviable.
The  assumption  is  that  all  products,  or  classes,  must
have labels assigned to them showing the features they
contain[11].  The prerequisite  for  content-based filtering
is  data  labeled  with  features.  A  similar  requirement
exists  with  collaborative  filtering,  which  assumes  that
users  who  shared  a  similar  purchase  or  interest  will
have other similar interests as well[6]. In addition, if the
user  wants  to  send  a  query  in  natural  language  form,
collaborative  or  content  filtering  are  infeasible.
RecBERT  aims  to  mitigate  this  problem  by  directly
finding  most  similar  comments  to  the  query  through
conducting  cosine  similarity  on  their  semantic
embeddings.

Another type of recommendation system adds a final
layer  to  a  BERT  model  for  downstream
classification[20, 21].  This  architecture  allows  for  users
to  give  text  input  and  expect  a  list  of  probabilities  of
the classes it  most likely corresponds to, which makes
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it  more  flexible  than  content-based  or  collaborative
filtering[7].  However,  the  lack  of  document-level
embeddings  makes  it  difficult  to  ascertain  the  exact
document  that  led  to  these  probabilities.  RecBERT
conducts KNN search on comment embeddings, adding
transparency  as  to  what  comments  in  the  top  returned
classes  were  the  cause  of  the  class’s  high  similarity
ranking.

Another type of recommendation system, specifically
for  Q&A,  uses  KNN  search[22] to  find  the  most
probable  responses.  This  is  performed  at  the
contextualized  word  embedding  level  of  BERT,  while
RecBERT  works  at  the  sentence,  or  document  level,
fine-tuning BERT using SimCSE with margin ranking
loss  (MNR).  RecBERT  also  adds  query  segmentation
to  user  queries  as  a  separate  channel  to  find  most
similar classes instead of only conducting KNN search
on the full user query.

2.2    Domain adaptation

Domain adaptation on the base BERT model has been
applied in many fields,  such as biological  texts[14] and
medical texts[15]. The authors of BioBERT describe the
success  of  domain  adaptation  for  biological  texts,
noting  increases  in  F1  score  and  MNR
improvements[14].  MedBERT’s  domain  adaptation  has
also  improved  the  AUC  for  producing  accurate
contextualized  embeddings  for  electronic  health
records  (EHR)[15].  However,  domain  adaptation  in
these  cases  is  being applied  to  produce  contextualized
word embeddings. These models have not been applied
for  generating  sentence-level  embeddings.  RecBERT
uses  domain  adaptation  for  user  comments  on  stories,
specifically  the  myanimelist  dataset.  It  uses  domain
adaptation to help create more accurate contextualized
embeddings  for  the  user  comments,  while  also
preventing  overfitting  once  applying  sentence-level
fine-tuning.  RecBERT  then  uses  the  domain  adapted
transformer  model  for  sentence-level  embeddings  by
fine-tuning it with SimCSE with MNR.

2.3    LLM with few-shot learning

The  method  of  using  LLMs with  few-shot  learning[23]

to  automate  previously  human-done  tasks  has  been
applied  to  a  variety  of  different  fields,  such  as

reinforcement learning through AI feedback[24] (RLAF)
and  Q&A.  Since  the  popularization  of  open  source
LLMs  after  LLaMa[25],  there  have  been  many
instruction  fine-tuned  models  created  with  LLaMa  as
the base model. The introduction of quantized language
representation  adaptation  (QLoRA)[26] has  further
enhanced the capabilities to fine-tune quantized LLMs.
It has made it more feasible to fine-tune LLMs even on
consumer  grade  GPUs  with  limited  computational
resources[26].

The  usage  of  local  LLMs  with  few-shot  learning[23]

makes  it  possible  to  run  RecBERT,  specifically  query
segmentation,  locally  on  consumer  grade  hardware.
RecBERT utilizes  LLM-enhanced  query  segmentation
to conduct cosine similarity between all comments and
each  subquery,  creating  a  separate  channel  for
computing  class  level  similarity  to  subqueries,
enhancing ranking performance.

3    Method

The  framework  of  RecBERT  consists  of  three  key
components.  RecBERT  first  performs  domain
adaptation,  or  further  pre-training,  on  the  dataset
consisting of user comments. Then, the domain adapted
transformer is fine-tuned for document-level similarity
using  SimCSE,  a  method  useful  for  fine-tuning  on
unlabeled  data  such  as  user  comments[19].  Query
Segmentation enhanced with LLMs is used to conduct
KNN  search  independently  on  all  subqueries,  using  a
list  of  similarities  for  each  subquery  per  class  for
further ranking retrieval.

3.1    Domain adaptation of BERT

The  base  transformer  architecture  of  RecBERT  is  the
same  as  BERT.  BERT  was  pre-trained  on  general-
domain  datasets,  namely  Wikipedia  and  the  Brown
Corpus.  The  domain  of  user  comments  for  stories  has
various domain-specific language (e.g., Isekai, Slice of
Life,  Deus  Ex  Machina)  understood  by  readers.  This
causes  the  classic  BERT  model  to  perform  poorly  on
generating meaningful semantic representations of user
comments. Figure 2 shows how the domain adaptation
of  the  BERT  model  to  the  user  comments  dataset
allows  better  contextualized  representations  of  the

  Richard Wu:   RecBERT: Semantic recommendation engine with LLM enhanced query segmentation for KNN ranking... 45

 



vocabulary.
First,  a  dataset  consisting  of  classes  and  the  user

comments  corresponding  to  them  is  acquired.  The
RoBERTa model is used as the base model for further
pre-training. All user comments are tokenized using the
same  tokenizer  as  the  transformer  base  model.  The
masking probability to conduct MLM with is 15%, the
same  as  what  was  proposed  in  the  original  BERT
paper. Further pre-training using MLM is conducted on
the  user  comments  for  10  epochs  for  domain
adaptation.

3.2    Fine-tuning  domain  adapted  BERT  with
Siamese network and SimCSE

Directly  averaging  the  pooled  domain  adapted  BERT
embeddings  yields  very  poor  results.  To  compute
comment-level  similarity  instead  of  word-level
similarity,  Siamese  network[18] with  SimCSE [19] and
MNR  is  proposed  to  produce  a  model  capable  of
encoding  accurate  semantic  representations  of  user
comments.  Absolute  comment-level  embeddings  are
preferred  over  the  cross-encoder  structure  due  to  far
less  computation  being  needed  during  query  time.
SimCSE  is  preferred  over  other  training  methods  due
to  removing  the  need  for  labeled  data  while  fine-
tuning,  which  removes  the  need  to  make  the
assumption that all comments related to a class must be
similar. It is critical to not assume this, as there can be
multiple titles, or classes, that share similar themes, and
thus have comment overlap. The usage of SimCSE for
fine-tuning comment embeddings is as follows:

αLet i be the current comment to conduct MNR on.
α XFor i , a batch of  comments may be defined as

 

P = A
 

N = {∀n ⊆ X|n , A}

 

|A| = |P| = 1
 

|N| = |X| −1

A α P A

N

X

with  equal  to i as  the  anchor,  equal  to  as  the
positive, and  as the set of all other comments within

.
Cosine  similarity  used  for  similarity  comparison

between comment embeddings, defined as
 

D (A,B) =
|A ·B|
||A|| × ||B|| (1)

Let e(x) represent the embedding function to convert
a  text  object x into  its  sentence  embedding.  The
multiple  negatives  ranking  loss  function  for  batch X
can be defined as follows:
 

L (A,R,N) =
n∑

i=1

(D(e (A) ,e (P))+D(e (A) ,e (Ni)))

Because P = A, this can be simplified to
 

L (A,P,N) =
n∑

i=1

(D(e (A) ,e (A))+D(e (A) ,e (Ni))) (2)

First,  the  saved  domain  adapted  transformer  is  used
as the base for fine-tuning. The same dataset consisting
of  story  titles  (class  labels)  and  the  user  reviews
corresponding to them is used as training data for fine-
tuning  at  the  comment  level.  Sentence  pairs  of  the
same sentence are generated, which will have different
encodings when passed into the transformer model due
to  dropout[19].  A  batch  size,  such  as  128,  is  used  for
training.  Too  large  of  a  batch  size  may  prevent
convergence.  The  multiple  negatives  ranking  loss
function  is  used  during  training  to  minimize  distances
between  the  same  sentence,  and  maximize  distances
between  all  other  sentences  in  the  batch.  The  domain
adapted transformer is fine-tuned for 20+ epochs.

3.3    Query  segmentation  with  LLM  for  ranking
retrieval

3.3.1    Query segmentation with LLM
While  comment  embeddings  are  now more  accurately
represented, there is still the issue of the full user query
potentially containing content from multiple sources in
the  same  class.  This  may  cause  inaccurate  search
results,  as  using  cosine  similarity  between  all
comments  and  the  full  query  will  give  lower

 

Before domain adaptation

Word 1
Word 2
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Word 4

Word n

Word 1
Word 2
Word 3
Word 4

Word n
……

Word 1
Word 2
Word 3
Word 4

Word n

Word 1
Word 2
Word 3
Word 4

Word n
……

After domain adaptation

 
Fig. 2    Example  of  domain  adaptation  improving  accuracy

of contextualized word embeddings.
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similarities  between  the  full  query  and  a  comment
consisting of one section of that query, while not taking
into account the other comments belonging to the same
class  that  constitute  the  additional  sections  of  that
query.  That  is,  the  similarity  between  the  query  and
each  comment  individually  is  lower  than  its  true
similarity  when  considering  the  query  directly  against
the  class.  To  solve  this  problem,  query  segmentation
with an LLM is proposed.

N

⊆
Let  γ  represent  the  user  query,  Assume ∃ 

subqueries {γ1, γ2, ..., γN}  γ.
A  pre-trained  LLM  assistant  model  performs  the

segmentation task F(γ) = {γ1, γ2, ..., γN}, segmenting an
aggregate query into its subqueries.

The assistant model is given a prompt to segment the
query  into  its  parts,  and  is  provided  few-shot  samples
of the segmentation task.

Format of prompt and responses:
Consider the following user query:
[Instructions to perform segmentation on the separate

themes of the query]
Query: [Example User Query]
Segmented Query:
[Example Segment 1]
[Example Segment 2]
[Example Segment n]
Query: [Actual User Query]
Segmented Query:
[To be filled in by assistant model]
The  returned  segmented  output  {γ1,  γ2,  ...,  γN}  may

then be used for ranking retrieval.
3.3.2    Ranking retrieval

γ Q

Q

c

α γ

γ

To find the classes that best match the query, segment
the  original  query  into  {γ1,  γ2,  ...,  γN}.  Let  be
defined as {γ1, γ2, ..., γN}. KNN search is performed on
each  element  in ,  outputting  the  most  similar
comment i corresponding  to  each  subquery  for  each
class i.  But  will  also  have  cosine  similarity
conducted  between  all  comments  and  itself,
considering the possibility for  a  comment to contain a
sufficient  number  of  subqueries  to  maintain  a  high
similarity  between  the  full  query  and  itself.  The
similarities  found  for  each  class  construct  a  ranking
system  for  the  most  similar  classes  that  fit  the  query.

Figure 3 shows the methodology of query segmentation
and ranking retrieval for RecBERT.

S 1

For each class which contains a set of comments, let
its  original  query  channel  similarity  be  defined  as
the  maximum  similarity  found  with  KNN  search  for
the aggregate query. Let knnbe defined as the operator
for KNN search.
 

S 1 =max(cos_sim(e (γ) ,e (A) )) ;∀A ⊆ knn(e (γ)) (3)

s2

For each class which contains a set of comments, let
its raw subquery channel similarity  be defined as the
average  of  the  maximum  similarity  found  with  KNN
search for each subquery.
 

s2 =
1
n

n∑
i=1

max(cos_sim(e(Qi),e(B )));∀B ⊆ knn(e( Qi))

(4)

s2 tanh−1(x

(0,1)

S 2

 is passed through ), a concave up function
on  the  interval  to  adjust  for  the  fact  that  there
must  be  a  large  proportion  of  subqueries  matched  by
different  comments  in  the  same class  to  constitute  the
query being similar to the class. The adjusted similarity

 is clamped to a maximum of 1.
 

f (x) = tanh−1 (x) ; x ∈ (0,1) (5)
 

S 2 =max(1, f (s2)) (6)

S

S 1 S 2

S

The  final  similarity  is  then  defined  as  the
maximum  similarity  between  and .  Top  ranked
classes can then be found by sorting based on .
 

S =max(S 1,S 2) (7)

4    Experimental result

To  prepare  the  data  for  domain  adapting  BERT,  a
corpus of 112 000 total user reviews of varying length
for  1000  different  titles  (classes)  was  collected  from
myanimelist.  The  dataset  contained  user  comments
labeled with the title it corresponded to. A 20 training-
validation  split  was  used,  leaving 89 600 reviews  for
the training set, and 22 400 reviews for the testing set.
Default  truncation was performed to allow all  reviews
to  have  128  tokens.  Reviews  were  preprocessed  by
conducting wordpiece tokenization on the text,  adding
the  CLS  and  SEP  tokens,  and  encoding  these  tokens
into indexes corresponding to the BERT vocabulary,
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Further  pre-training was  conducted  on a  distilBERT
uncased  model  and  RoBERTa[27] model  respectively.
Using  a  P100  GPU,  further  pre-training  with  Masked
Language  Modeling  was  conducted  by  having  the
model predict masked tokens in the user comments. A
15% masking  probability  was  used,  the  same  as
proposed  in  the  original  BERT  paper.  Training  was
conducted for 10 epochs, using Adam optimizer with a
2 × 10−5 learning rate.

The RoBERTa model exhibited more accurate MLM
results,  approaching  a  loss  of  1.55,  while  the
distilBERT approached a loss of 1.88.

Next, the domain adapted transformer was fine tuned
for document level similarity using SimCSE with MNR
Loss,  using  the  same  user  comments  as  when  domain
adapting the transformer base models.  A batch size  of
128 was used.

Tables  1 and 2 show  the  results  of  the
recommendation system on comment class recognition.
Tests  are  conducted  on  BERT,  distilBERT[28],
RoBERTa,  distilRoBERTa,  and  RecBERT.  RecBERT

outperforms all state-of-the-art models in both the four-
class  classification  and  eight-class  classification  tasks.
RecBERT outperforms the most precise state-of-the-art
model (BERT) in precision by 1.63% when predicting
between  4  classes,  and  outperforms  the  most  precise
state-of-the-art model (distilRoBERTa) in precision by
6.97% when  predicting  between  8  classes.  As  shown
by  these  results,  RecBERT’s  effectiveness  increases
when  predicting  between  larger  amounts  of  classes.
This  may  be  attributed  to  the  need  for  more  precise
context  understanding  as  classification  is  conducted
between  more  classes.  The  fine-tuning  on  RecBERT
with  these  user  comments  allows  the  model  to
understand  the  necessary  context  for  the  words  in  the
specified domain. Figure 4 shows the confusion matrix
and  multi-class  Receiver  operating  characteristic
(ROC)  curves  for  RecBERT  in  the  four-class  and
eight-class classification tasks.

The t-distributed Stochastic Neighbor Embedding (t-
SNE) visualization of user reviews in two-dimensional
space[29] as  shown  in Fig.  5 demonstrates  moderate
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Fig. 3    Flowchart of query segmentation and ranking retrieval methodology.
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Table 1    Test results in comment class recognition for four classes. (%)

Model Accuracy Precision Recall F1 score
BERT cased 78.33 78.19 78.09 78.13
distilBERT cased 77.22 77.33 76.99 76.98
RoBERTa (Baseline) 73.89 72.96 73.47 72.56
distilRoBERTa 75.00 73.54 74.51 73.61
RecBERT 79.72 79.82 79.63 79.62

 

Table 2    Test results in comment class recognition for eight classes. (%)

Model Accuracy Precision Recall F1 score
BERT cased 50.72 48.73 49.49 48.51
distilBERT cased 54.74 51.81 52.88 52.14
RoBERTa (Baseline) 54.02 52.66 51.71 49.75
distilRoBERTa 54.31 53.63 52.35 51.92
RecBERT 61.21 60.60 60.58 60.12
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Fig. 4    Confusion matrix and multi-class ROC curves for RecBERT on four and eight classes, respectively.
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clustering  of  embeddings  based  on  classes.  This  is
expected,  as  the comments  belonging to  a  single  class
should  not  actually  fully  cluster  int  the  first  place,
considering  how  different  user  comments  should  be
providing different content to help satisfy the different
potential subqueries within the query.

5    Conclusion

In  this  paper,  RecBERT  is  introduced  as  a
recommendation  system  composed  of  domain
adaptation,  fine-tuning  of  a  sentence  transformer,  and
query  segmentation  to  enhance  ranking  retrieval.  The
usage  of  domain  adaptation  of  BERT  along  with
SimCSE with MNR to develop accurate sentence-level
embeddings  for  comments  is  studied.  This  paper  also
explores  the  usage  of  LLM-enhanced  query
segmentation on the aggregate user query to construct a
separate  subquery  similarity  channel  by  performing
separate KNN searches for each subquery and passing
the average subquery similarity per class through the a
concave  up  function,  specifically  the  inverse
hyperbolic  tangent,  to  find  an  adjusted  similarity,
accounting for the fact that a larger number of queries
being satisfied should increase the similarity in a non-
linear fashion. The positive experimental results shown
demonstrate  the  feasibility  of  this  approach,  as
RecBERT achieved state-of-the-art accuracy, precision,
recall, and F1 score on the myanimelist dataset for four
and eight class classification respectively.

However, RecBERT’s scalability remains a concern.
KNN search becomes more computationally expensive
as the number of comments to index increases in large-

scale  applications.  In  the  future,  there  will  be  a  focus
on  improving  the  scalability  of  RecBERT  by  using
more  approximate  search  algorithms.  The  accuracy  of
RecBERT may also be further improved by building a
gold-standard  dataset  for  domain  adaptation,  as  some
user  comments  may  not  be  representative  of  the
majority  of  comments,  preventing  convergence.
Additionally,  the  sentence  lengths  of  user  comments
may be standardized to prevent unaccounted variability
from affecting similarity search results.
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