
 

Enhancing resource allocation in edge and fog-cloud computing
with genetic algorithm and particle swarm optimization
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Abstract: Evolutionary algorithms have gained significant attention from researchers as effective solutions for various

optimization problems. Genetic Algorithm (GA) is widely popular due to its logical approach, broad applicability, and

ability  to  tackle  complex  issues  encountered  in  engineering  systems.  However,  GA  is  known  for  its  high

implementation  cost  and  typically  requires  a  large  number  of  iterations.  On  the  other  hand,  Particle  Swarm

Optimization (PSO) is a relatively new heuristic technique inspired by the collective behaviors of real organisms. Both

GA  and  PSO  algorithms  are  prominent  heuristic  optimization  methods  that  belong  to  the  population-based

approaches  family.  While  they  are  often  seen  as  competitors,  their  efficiency  heavily  relies  on  the  parameter  values

chosen and the specific optimization problem at hand. In this study, we aim to compare the runtime performance of

GA  and  PSO  algorithms  within  a  cutting-edge  edge  and  fog  cloud  architecture.  Through  extensive  experiments  and

performance evaluations, the authors demonstrate the effectiveness of GA and PSO algorithms in improving resource

allocation  in  edge  and  fog  cloud  computing  scenarios  using  FogWorkflowSim  simulator.  The  comparative  analysis

sheds  light  on  the  strengths  and  limitations  of  each  algorithm,  providing  valuable  insights  for  researchers  and

practitioners in the field.

Key  words:   particle  swarm  optimization; genetic  algorithm; performance  evaluation; edge  and  fog  cloud;
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1    Introduction

The idea of heuristic optimization is not new. Although
the Particle Swarm Optimization (PSO) was originally
suggested  in  1995[1] and  the  first  Genetic  Algorithm
(GA) was created in 1975[2],  both are still  regarded as
recent  approaches  as  seen  in  Ref.  [3].  These  two  are
among  the  most  recognizable  figures  in  the  most
esoteric class of optimization approaches, the majority

of  which  get  their  inspiration  from  occurrences  in
nature. They are typically used for nonlinear problems
with  expansive  and  intricate  design  spaces  or
discontinuous  objective  functions  that  are  extremely
challenging  or  impossible  to  solve  using  conventional
techniques.  Both  GA  and  PSO  are  population-based
methods that guide a group of potential answers to the
given  problem  toward  an  ideal  solution.  Using  bio
evolutionary  principles  including  crossover,  mutation,
and  selection  based  on  fitness,  GA  replicates  the
natural development of organisms. PSO is based on the
social  behavior  of  big  groups,  such  fish  schools  or
swarms  of  flying  birds.  Finding  the  ideal  shape  for  a
structure  that  must  bear  specific  loads  and  adhere  to
specified boundary conditions is the focus of structural
optimization.  In  recent  years,  researchers’ interest  in
the  use  of  GA[3–9] and  PSO[10–12] in  structural
optimization  issues  has  grown  significantly.  Previous
studies[13–15] have  compared  the  effectiveness  of  GA
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and PSO in structural optimization[12–14]. The choice of
these  factors  is  crucial  to  the  effectiveness  of  the
approach  since  they  have  a  significant  impact  on  how
the methods behave.

This research suggests a study in which these crucial
variables are adjusted throughout a range, and only the
most effective configurations of the two approaches are
evaluated  in  terms  of  performance.  It  is  important  to
note that several researchers have investigated the idea
of  combining  GA  and  PSO  in  a  single  algorithm  in
order to benefit from both the evolutionary elements of
GAs  and  the  individual  data  exchange  capabilities
unique  to  PSO[14, 15].  The  authors  claimed  that  this
integrated  strategy  can  result  in  more  effective
methods.  After  this  brief  introduction,  the  remaining
sections of the paper are arranged as follows: section 2
gives  a  summary  of  the  of  related  work.  Section  3
presents  the  operating  principle  of  the  GA  algorithm.
Section 4 gives an overview of the PSO algorithm and
its  implementation.  Section  5  summarizes  the  runtime
performance  evaluation  of  the  two  algorithms  in  an
edge & fog cloud architecture. The last section presents
the conclusion of this article.

2    Related work

Holland[16] proposed  a  formal  framework  for  tackling
complex  optimization  problems  that  exhibit  two  key
features  significant  difficulty  and  original  uncertainty.
The framework addresses the need to incorporate  new
information as it becomes available to improve average
results  at  a  rate  that  matches  the  pace  of  information
acquisition. Additionally, it emphasizes the importance
of  utilizing  new  information  to  achieve  the  best
possible  results.  The  idea  of  optimizing  nonlinear
functions  using  the  particle  swarm  approach  was  first
presented  by  Kennedy  and  Eberhart[1].  The
development  of  multiple  paradigms  is  described,  and
one  of  the  paradigms’ implementations  is  addressed.
Applications  including  neural  network  training  and
nonlinear  function  optimization  are  suggested,  and
benchmark  testing  of  the  paradigm  is  described.  The
area  of  Swarm  Intelligence  (SI),  which  arose  from
biological  study  and  provides  the  many  mathematical
models  of  social  insect  collective  behavior,  has  been

thoroughly  introduced  by  Engelbrecht,  who  also
demonstrates  how  they  may  be  utilized  to  solve
optimization issues[17]. Nedjah et al.[18] put forth highly
creative and intriguing propositions for leveraging and
refining  the  theory  and  techniques  of  multi-objective
swarm  intelligence.  Their  work  involves  imitating
social swarm behaviors to solve optimization problems
based on multiple criteria. The ideas presented by them
are  creative  and  intriguing,  making  significant
contributions  to  the  field  of  swarm  intelligence.
According  to  a  comparison  study  by  Kumar  et  al.[19],
the  H-best  Particle  Swarm  Optimization  (HPSO)
performs  better  than  the  global  best  (gbest)  PSO  in
terms  of  localization  that  is  quicker,  more  developed,
and more  precise.  Singh et  al.[20] suggested  the  use  of
different  migratory  forms  of  biogeography-based
optimization  approaches  and  swarm  optimization,
including  PSO,  to  achieve  optimal  localization  of
randomly  positioned  sensors  in  a  distributed  fashion.
The  efficacy  of  the  proposed  techniques  was  assessed
on  the  basis  of  the  number  of  nodes  identified,
localization  precision,  and  computational  time,  using
experimental sensor network data.

The  study[20] utilized  a  distributed  iterative
localization  investigation  approach.  The  component
switching  problem  was  addressed  using  a  genetic
algorithm by Maimon and Braha[21]. GA was appealing
because  of  its  resilience  and  simplicity,  especially
when  paired  with  current  processing  power.  This
method  overcomes  the  drawback  of  isolating  the
Printed  Circuit  Boards  (PCB)  by  handling “look-
ahead” consideration  of  component  switching.
Different  optimization  algorithms  are  presented  by
Singh  et  al.[22] with  significant  calculation  time
speedups.

3    Genetic algorithm

One  significant  type  of  evolutionary  algorithms  is  the
genetic  algorithm.  Prof.  John  Holland  employed  the
genetic  algorithm  for  the  first  time  in  1975[16].  GA
often offers rough answers to the different issues. GAs
utilize  various  biological  mechanisms,  such  as
reproduction,  crossover  or  recombination,  mutation,
and  inheritance,  to  optimize  solutions  to  complex
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problems.  Instead,  it  operates  directly  on  real-valued
chromosomes,  enabling  faster  convergence  and
improved  search  efficiency.  This  algorithm’s  different
steps include the following:

(1)  Create  a  starting  population  haphazardly  or
heuristically.

(2)  Determine  each  person’s  fitness  level  within  the
population.

(3)  Every  member  should  have  a  selection
probability that is proportionate to their fitness value.

(4)  By  choosing  the  ideal  individuals  to  generate
offspring,  one  may  create  the  following  generation
from the present generation.

(5) Up until  a workable solution is identified, repeat
the processes.

(6) Based on GA principles, a population refers to a
collection of particles,  while a chromosome represents
an individual particle.  Once chromosomes are created,
the  subsequent  step  involves  evaluating  their  fitness
referred  to  as  a  fitness  function.  This  cost  function
serves  to  assess  the  efficacy  of  the  solution  contained
within  each  chromosome,  with  greater  fitness
corresponding  to  superior  solutions.  Frequently,  the
following are a few of the GA-related processes:

•  Selection. According  to  the  fitness  criterion,  this
method  is  often  employed  to  determine  which
chromosome will continue to reproduce.

•  Reproduction. This  process  is  used  to  create  the
following generation from the present one.

•  Crossover. The  genetic  material  between  the
chromosomes  is  exchanged  through  this  method.
Crossover can be done at one or more points.

•  Mutation. One  person’s  chromosomes  alter  as  a
result  of  this  procedure.  The  algorithm  is  kept  from
becoming stuck at a specific point through mutation.

• Stopping criteria. The GA process ends with this.
When  the  intended  out-come  is  reached  or  the
maximum  number  of  cycles  is  reached,  the  iteration
comes to an end.

Implementation  algorithm. By  utilizing  a
predetermined fitness function, GA causes the creation
of  the  fittest  members  after  each  iteration.  GA’s
fundamental flowchart is shown in Fig. 1.

Applications. A wide range of disciplines may make

use  of  GAs.  It  is  mostly  employed  to  address
optimization  issues.  Bioinformatics,  computational
science,  electrical  engineering,  manufacturing,  and
phylogenetics  are  a  few  of  the  industries  that  employ
GA.

4    Particle swarm optimization

A swarm of particles is defined by a significant class of
evolutionary  algorithms  called  PSO.  The  swarm’s
particles are subsequently modified in accordance with
the predetermined regulations. The prior position of the
particle  and  its  best-known  position  throughout  the
whole  search  area  affect  how  the  particle  values
change[23].  In  order  to  progress  towards  the  desired
local  best  (pbest)  and  gbest  location,  each  particle’s
position  and  velocity  are  adjusted  after  each  iteration.
The  particles  are  first  placed  in  a  random  location  at
the  start  of  the  search  process.  By  weighing  the
acceleration  coefficients  with  random  factors,  it  is
possible  to  increase  the  effectiveness  solution[24].  For
acceleration,  the  pbest  and  gbest  sites  both  provide
unique random numbers[25]. Let the k-th particle in the
swarm  be  represented  as  in  the  context  of  the n-
dimensional search space.

Xk =
(
xk1 , xk2 , . . . , xkd

)
Let  and  let Vk be  another n-
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Fig. 1    Basic implementation of GA.
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(vk1 ,vk2 , . . . ,vkd )

(pk1 , pk2 , . . . , pkd )

Pg = (pg1 , pg2 , . . . , pgd )

dimensional  vector  representing  its  velocity
. Let Pk represent the best point that the

k-th  particle  has  visited .  The  best
particle  generally  is  designated  as Pg and  the  best
particle  personally is  marked as ,
where g and p are  particle  indices.  The  following
formulas  can  be  used  to  update  the  particle’s  location
and velocity:
 

Xkd (t+1) = Xkd (t)+Vkd (t) (1)

and
 

Vkd (t+1) = χ(vkd (t)+ l1c1(Ppbd (t)−Xkd (t))+
l2c2(Pgbd (t)−Xkd (t))) (2)

The  learning  factors,  or l1 and l2,  are  non-negative
constants in the equation above. Additionally, c1 and c2

are some randomly produced values in the [0, 1] range.
PSO  implementation. PSO  is  an  evolutionary

method  that  needs  random  number  generation.  The
amount  and  quality  of  the  produced  numbers  have  an
impact  on  the  PSO algorithm’s  performance. Figure  2
illustrates how PSO is fundamentally implemented.

The  PSO  algorithm’s  numerous  stages  are  listed
below:

•  Set  the  particle’s  initial  coordinates  and  velocities
at random locations in the search space.

•  Start  computing  the  swarm  particle’s  fitness
function’s associated value.

•  Compare the evaluation of  the fitness  value to  the
particle’s  present  pbest  value.  If  the  current  value  is
better than the pbest value, the pbest position in the n-
dimensional  space  should  be  changed  to  the  current
location.

• The next step is to compare the fitness value to the
prior overall  best.  gbest is reset to the array index and
value  of  the  current  particle  if  the  current  value  is
superior to it.

•  Finally,  apply these values to the swarm particle’s
matching position and speed.

PSO  variants. By  fusing  the  PSO  algorithm  with
other  evolutionary  algorithms,  different  iterations  of
the PSO algorithm may be created. In order to enhance
the  algorithm’s  overall  optimization,  hybrid  PSO
algorithms are becoming more popular in research. The
PSO  algorithm  has  a  few  popular  iterations,

including[26]

• Distinct PSO;
• Coefficient of constriction;
• Bare-bones PSO;
• PSO fully informed.
Applications. Originally,  PSO  was  developed  for

training neural networks. However, over time, PSO has
found numerous applications in various industries, such
as design[27], power systems, control, and many others.
The  usage  of  PSO  algorithms  in  dynamic  tracking,
MinMax  issues,  and  other  optimization[28] issues  are
widespread.

5    Performance evaluation

The  WorkflowSim  was  used  to  develop  the  GA  and
PSO  algorithms  in  order  to  evaluate  the  suggested
approach[29]. The WorkflowSim adds to the capabilities
of  the  already-existing  CloudSim  simulator[30] by
offering a greater level of workflow management and a
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Fig. 2    Basic application of the technique for particle swarm

optimization.
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suitable  environment  for  implementing  various
scheduling algorithms. In order to verify our algorithm,
metrics  such  as  execution  time,  energy  consumption,
cost, and execution time of the algorithm are used. PSO
and  GA  algorithms  are  developed  and  tested  on  the
same  configuration  in  order  to  make  relevant
comparisons. Tables  1 and 2 contain  a  list  of  the
configuration’s  specifications  and  the  configuration  of
the GA and PSO algorithms.

The  initial  level  of  the  hierarchy  in  our  simulations
for  the  fog  devices  is  the “MobileDevice”,  which  is
coupled to  the sensors  and actuators.  Level  2  contains
the gateway that connects the “MobileDevice” to Level
3,  or  the  cloud[31] data  center[32],  through  the  operator
access  network.  In  the  simulations,  it  is  assumed  that
all sensors have an identical sensing frequency and that
fog  devices  at  the  same  hierarchical  level  are
homogeneous. Additionally, the linkages between each
network need to be configured. The architecture of the
scenario is shown in Fig. 3.

After  several  test,  we  noted  that  the  PSO  algorithm
takes  less  time  to  be  executed  compared  to  the  GA
algorithm  about  50% of  the  PSO  task  execution,  also
for  the  energy  consumption,  we  notice  that  the  PSO

algorithm consumes a  little  bit  more energy compared
with  the  GA  algorithm  about  5% less.  For  the
execution  of  the  two  algorithms,  we  see  that  the  PSO
takes 746 ms to be executed in contrast of the GA who
takes  859  ms  to  be  executed  about  14% of  the
difference.  Furthermore,  for  the  cost  the  PSO  can  be
implemented  with  a  minimal  cost  compared  with  the
GA  algorithm  about  42% of  the  resource  need  to  be
used. The comparison is shown in Fig. 4.

PSO  algorithm  outperforms  GA  algorithm  in  terms
of  task  execution  time  and  algorithm  execution.
However,  GA  algorithm  exhibits  lower  energy
consumption  and  cost.  The  choice  between  the  two
algorithms  depends  on  the  specific  requirements  and
trade-offs  of  the  application  or  problem  being
addressed.

6    Conclusion

PSO and GA are  both evolutionary search techniques,
meaning that they go from one set of points to another
inside  an  iteration  while  clearly  improving  over  the
prior values utilizing a combination of probabilistic and
deterministic principles. From the simulation results, it
is  clear  that  PSO  algorithm  gives  lower  cost  and  fast

 

Table 1    WorkflowSim simulation parameters.

Parameter Cloud Gateway EndDevice
Million Instructions per

Second (MIPS) 1600 1300 1000

RAM (MB) 40 000 4000 1000
Uplink bandwidth (KB/s) 10 000 10 000 10 000

Downlink bandwidth (KB/s) 10 000 10 000 270
Level hierarchy 0 1 2
Rate per MIPS 0.96 0.48 0.05

Uplink latency (ms) None 40 20

 

Table 2    Parameters of GA and PSO.

Parameter Value

PSO

Number of particles 20
Number of iterations 100

Learning factor c1 1
Learning factor c2 1

Inertia weight 0.73

GA

Population size 20
Number of iterations 100

Cross rate 0.8
Mutation rate 0.01

 

Mobile 3 Mobile 4

Fog 1 Fog 2

Cloud

Mobile 2 Mobile 1 
Fig. 3    Simulated architecture on WorkflowSim.
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Fig. 4    Comparison between GA and PSO algorithms.
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execution  compared  to  GA  algorithm.  On  the  other
hand,  GA  algorithm  offers  slightly  reduced  energy
consumption compared to PSO. Although GA and PSO
are  both  significant  components  of  evolutionary
optimization  methods,  they  both  have  drawbacks  that
restrict  their  use  to  a  small  number  of  issues.  A
combination  of  GA  and  PSO  can  be  utilized  to  solve
these issues and boost performance in general.
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