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ABSTRACT Modern sensor networks—those used for autonomous driving, security systems, human mo-
tion tracking, or smart city/smart factory applications—are shifting to a more centralized data processing
approach to enable efficient multimodal sensor fusion for optimal environment perception in complex
dynamic situations. Among lidars and cameras, radars are typical for these applications, but they generate
huge amounts of data, which cannot be transmitted or stored effectively in current setups. Consequently,
manufacturers usually have to process the data “on sensor.” This results in transmitting only a few extracted
features as point clouds or object lists to a central processing unit, which usually causes a significant loss
of information. With this approach, advanced processing—such as enhancement of resolution by coherent
combination of sensors or ghost target removal with advanced algorithms—is hardly possible. To overcome
this, we suggest an alternative method by using signal-based compression with defined losses. The following
topology will be proposed: the sensors encode raw data without prior radar-specific processing and after
transmission, a central unit decodes and processes the radar data, thus benefiting from its more powerful
heterogeneous processing system. We will analyze lossless compression algorithms with rate savings of
about 30% to 65%, but the focus is on lossy compression algorithms that incorporate higher compression
ratios by allowing negligible errors. It is shown that state-of-the-art multimedia compression algorithms can
obtain rate savings of 99%, and radar specific algorithms can add a 50-fold gain on top, reaching 99.98%. To
assess the distortions of compressed data, we then present different radar-specific evaluation metrics.

INDEX TERMS Radar, FMCW radar, OFDM modulation, data compression, source coding.

I. INTRODUCTION
Radar-based monitoring of the environment has gained in-
creasing attention over the last decade because these systems
provide a very robust way of detecting and mapping three-
dimensional (3D) objects. Surveillance [1], geological [2],
medical [3], and automotive applications are only a fraction
of cases in which radars are used [4]. Automotive applications
in particular are a driving factor for the development of new
radar systems and technology [5]. Today, cars detect objects

in their surroundings with multiple radar sensors for different
applications (See Fig. 1). Each radar sensor processes the
received data and sends features via the “slow” vehicular
network to a central processing unit, which then fuses the
data from different radars and other sensors [6]. This fusion
enables a precise and enhanced understanding of the vehicle’s
environment and is a key factor to the development of au-
tonomous driving. Furthermore, in self-driving applications,
there may be the legal necessity to store data for insight into
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FIGURE 1. Visual depiction of a possible radar setup in cars [8], [9]. The
radar modules (green) are responsible for analog signal conditioning.
Processed point cloud features or raw data are sent to a central processing
unit, which fuses the point clouds or raw data and can control the
movement of the car.

the causes of accidents. Storing (and replaying) data in remote
data centers is also required for the training of future arti-
ficial intelligence (AI) applications for failsafe autonomous
driving [7].

Moreover, the current processing chain discards much in-
formation obtained by the radar. The data are typically pro-
cessed on the radar module itself, and multiple features are
extracted from the processed radar cubes and stored in object
lists or point clouds. With these, the vehicle’s surroundings
can be represented in an amplitude or occupancy grid map
[10]. However, there are various disadvantages to this ap-
proach. First, a target’s shape, as well as any information
on the Doppler signature, is lost. Second, shadowed targets
with low power are treated as noise and are therefore not
considered in the point clouds. However, this information is
required to enable or improve object classification [3]. Third,
the inability to combine different radar sensors through co-
herent processing for improved resolution and ghost target
suppression [11] is a lost potential of feature lists. Fourth,
the maximum information can be obtainable if the data of
different sensor types–for e.g., navigation systems, inertial
measurement unit, camera, lidar, and radar–are combined at
the raw-data level in a central processing unit.

Radar sensors have many shapes and working principles.
The radar sensors of a car can be characterized by detection
parameters, such as precision and maximum range, or by de-
rived technical parameters such as bandwidth, signal-to-noise
ratio (SNR), or others. There are short-range radars for pedes-
trian detection and city driving that require high precision but
no large maximum distance. To fulfill their purposes, they
need to incorporate a large bandwidth and antenna arrays with
many antennas. Meanwhile, there are long-range radars for
lane keeping and adaptive cruise control, which only need a
small antenna beam width to separate the relevant parts of
a street. Besides the different applications, most radars these
days use frequency modulated continuous wave (FMCW) [12]
chirp sequence schemes. Other emerging radar systems use

FIGURE 2. Processing steps for automotive (FMCW) radar applications
according to [15]. State-of-the-art vehicular radar systems with processing
in the individual radar modules are depicted in black in (a). The proposed,
centralized data processing setup is colored red in (b).

stepped frequency continuous wave (SFCW) [13] or orthogo-
nal frequency division multiplexing (OFDM) [14]. These are
very different modulations, but within their individual signal
processing chain, the data’s representation is very similar. In
this paper, we will define common properties and show that
all of them can be compressed.

Fig. 2(a) shows a typical FMCW-radar module in an auto-
motive environment with the relevant processing steps. State-
of-the-art modules are responsible for radio frequency (RF)
generation and control, radar processing, and feature extrac-
tion, all final radar processing steps.

In the proposed setup in Fig. 2(b), the processing steps are
replaced by a generic compression algorithm, which can be
accelerated by dedicated hardware. The designated process-
ing unit (“On” or “Off”-Vehicle) then decompresses this data
and applies the advanced or combined processing and fusions
them with other sensors for generation of the output features.
Through this process, the vehicular processing system has
instant access to data from all radar modules. Additionally,
this processing unit has fewer restrictions in terms of power
consumption or computational power than the radar sensors
at their exposed installation position. In this step, the com-
pressed data can easily be simultaneously stored for both
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FIGURE 3. Point target model used for the simulation. All the parameters
are generated by random processes.

accident reconstruction and improvement of AI in research
environments.

This paper begins with a short introduction to the under-
lying point target signal models with which the simulated
data are generated. This is done to show the possibilities of
data compression. Subsequently, metrics for classifying the
quality of the lossy compression algorithms are developed
and depicted. The main section will show the application
of these signal models to different multimedia compression
algorithms. Additionally, a simple, radar-processing inspired
algorithm that fuses on discrete Fourier transform (DFT) for
lossy compression is presented. The last section confirms the
theoretical results by analyzing real-world measurements.

II. POINT TARGET MODEL
The data model is depicted here to illustrate the reasons for
the expected beneficial compression ratios. The radar scenery
is represented in a simplified manner using point targets with
a distance d and direction angles α1 and α2 from which they
are perceived.

Moreover, we used this point target model to simulate data
of a radar system that also covers realistic worst-case sce-
narios. The parameters for each scene were chosen in such
a manner that they are as diverse as possible, and the signals
used the full range of the samples perfectly. In most realistic
scenes, targets mostly have the same velocity or are only
perceived from limited directions. We do not want to limit
the compression algorithm to such scenes. Here, the model
was not only used for signal generation, but also for pro-
viding a “ground truth,” which is used further for evaluating
the different compression algorithms. In this context, without
understanding the true underlying scenery and its reflectivity,
it would not be possible to distinguish between relevant data
and noise-dominated parts. Thus, with a simulation like this,
the uncertainties of real scenes are tackled.

Fig. 3 shows the relevant geometric parameters for a single
target. The statistical parameters are as follows:
� A log-normal distributed random variable was used for

the distance d. This is chosen because targets in the front
shadow others behind them. Such multiplicative behav-
ior leads to a log-normal distribution. These processes
are used in similar applications in geographic science
[16].

� The angle α1. between the distance vector and the sur-
face normal of the radar was chosen, as this angle is

FIGURE 4. Relative receiving power |aPath|2referenced from the
normalized distance at 0°, marked by the red x. As can be seen, the
amplitudes decrease steadily, even on a logarithmic scale. The antenna
pattern used is that of the patch antenna derived from the antenna pattern
of the 77GHz Frontend for the “Inras Radarbook” [18].

highly influenced by the antenna pattern. The value was
chosen to be uniformly distributed from −90° to 90°
since there are no targets expected from behind the radar,
and there is an equal probability of all angles.

� The angle α2 was also uniformly distributed from −90°
to 90° since there is no distinct direction of expected
targets.

� The velocity components of the targets vxvy and vz

were also chosen in such a way that they are uniformly
distributed. The maxima of these properties were chosen,
so that the maximum absolute velocity |v| is alias free in
any direction for the chosen radar parameters.

The radar equation [17] is used for the attenuation of each
path for each individual combination of antennas. The power
attenuation |aPath|2 is defined as

∣∣aPath

∣∣2 (d (t )) = GTx (ω) · GRx (ω) · σ (ω) · λ(ω)2

(4π )3 · d (t )4 . (1)

Here, the radar cross-section σ of the target is considered
constant for all targets. The wavelength λ is also approximated
as constant since the bandwidth is small compared to the
absolute frequency. The transfer functions of the transmit GTx

and receive path GRx are considered to only be dependent
on the receiving and transmitting antenna patterns, which are
simplified as having the same patterns GAn. However, the
absolute values are not of importance here since they can
be changed in a large range by amplification and attenuation
within the signaling chain and in conversion. Therefore, we
use the following proportional representation for the simula-
tion of the attenuated signals:

∣∣aPath

∣∣2 (d, α1) ∝ GAn(α1)2

d (t )4 . (2)

The relative path losses |a2
Path| are visualized in Fig. 4.

With these assumptions, it becomes obvious that for increas-
ing distances d and large angles α1, the amplitudes largely
decrease. Meanwhile, for high velocities |v|, the possibilities
of a target decrease largely since only the effective component
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FIGURE 5. Waveforms for transmitted (bold black) and received (dashed
black) signals of FMCW, SFCW, and OFDM radar systems. It is shown that
the phase (red dots) is the same for all these.

is evaluated. Therefore, the amplitudes of the raw data are
dominated by a few slow, near targets at an angle of around
0°. For data processing, this indicates the presence of much
redundancy that may be exploited for compression. Here, an-
other important observation is the high range of amplitudes
that needs to be preserved (at least around 40 dB for normal
radars).

III. RADAR SIGNAL MODEL
In this section, we demonstrate that radar data may be in-
terpreted as being multidimensional sinusoidal signals. With
that, the motivation for using some form of frequency
transformation–such as discrete cosine transform (DCT) or
discrete Fourier transform (DFT)–for the compression algo-
rithm can be explained. In this section, the common simpli-
fications of radar processing are used [9]. This includes the
independency of distance and velocity, the assumption of an
effective frequency for the Doppler shift, and a plane wave
or far-field assumption for angular detection. The simulations
are directly based on the data model described in Section II to
match the real behavior of targets.

A. MODULATION EQUALITY (DISTANCE)
Here, we will show that there is no relevant difference in a
compression algorithm between FMCW, SFCW, and OFDM
regarding their baseband frequency domain representation.
In Fig. 5, it is shown that regardless of the transmitted and
received signals, the phase of each baseband signal represen-
tation in the frequency domain is a ramp, which characterizes
a beat frequency [19], [20].

Most automotive radar systems today use FMCW modula-
tions because of their advantageous lower sampling rates and
the easy removal of unwanted, direct coupling and near targets
[21]. Therefore, we use this as the reference case. FMCW
systems modulate their signal using a linear chirp. The beat
frequency is generated by mixing the transmitted chirp with
the received signal. The beat frequency of a target fb is pro-
portional to the distance d and the slope μCh of the chirp.

FIGURE 6. OFDM processing steps. The DFT and multiplication correlate
the transmitted and received data.

TABLE 1. Constants for Different Modulation Schemes

The beat signal is sampled at an interval of TS. The chirp is
characterized by its slopeμCh, which is calculated by the ratio
of the length TCh and the bandwidth B that is characterized by
the lower fmin and upper fmax frequency limits of the chirp.

SFCW uses a continuous frequency that changes discretely
after waiting for a steady state [22]. In the frequency domain,
the signals behave similarly to the FMCW case as by each
discrete jump, the output phase is also increased, leading to a
similar beat signal with a constant beat frequency for a single
target. Moreover, SFCW may be used with low sampling rates
since the outputted signal does not change for one frequency
step, which may be adjusted by the number of measurements
needed in an amount of time. It is parameterized by its fre-
quency step size � f .

Other emerging technologies for automotive radar systems
use signaling in the time domain. These incorporate digital
modulation schemes like OFDM or phase modulated continu-
ous wave (PMCW [23]). They are based on the (auto-) corre-
lation of a pseudo-random sequence that can be generated by
a DFT of random data or gold sequences.

The signals of this modulation scheme become similar to
the beat signal of FMCW within the correlation step by ap-
plying a DFT and multiplying the result with the frequency
domain representation of the transmit signal, as depicted in
Fig. 6. Here, instead of transforming the signals back to the
time domain, they can be used for the different compression
approaches. The relevant OFDM parameters are its sample
interval TS and the number of samples KS.

For a single target, the FMCW-equivalent phase ϕFMCW,E

for a target n at a sample kS may be represented as

ϕFMCW,E(n, kS) = 2π

c0
(2d (n) · p · kS) + ϕ0(n), (3)

with the parameter p from Table 1 for the different modulation
schemes as per [9] and [14]. The factor kS is in the range
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FIGURE 7. Changing of phases of signals by the Doppler effect during a
longer observation period. Green shows the effects on a CW-Radar without
modulation, and red shows the FMCW-equivalent modulation sequences.

[1, KS] with KS being the number of samples. Further, c0

is the speed of the traveling wave, d (n) is the distance of
target n, and ϕ0 is an arbitrarily chosen start phase, which is
a random constant in reality and not directly evaluated in the
reconstruction.

B. VELOCITY DIMENSION (DOPPLER)
For a short time, the distance of moving targets is considered
constant. A Doppler dimension is constructed by repeating
similar transmitted signals over some time TDop and evaluating
the changes in phase over a longer time. This is shown in
Fig. 7.

With the common simplifications, this is interpreted as an
additional phase term varied with the Doppler-time, which
leads to an equivalent Doppler-phase ϕDop,E of

ϕDop,E(n, kD) = 2π

c0
· 2v(n) · TDop · fmid · kD. (4)

The variable fmid is hereby an equivalent center frequency
used as an effective frequency since the bandwidth is usually
small compared to the absolute frequency. kD is the counting
index of the sample dimension in the range [1, KD], with KD

being the number of Doppler-repetitions. Here, v(n) is the
radial velocity of target n.

C. ANGULAR DIMENSIONS (AZIMUTH/ELEVATION)
For angular separation of targets, an array of antennas is
commonly used. The incident waves are typically simplified
as planar since the distance to the target is much larger than
the length of the antenna array itself. The antennas are mostly
linearly spaced or at least decomposable into linearly spaced
arrays since this enables easy processing by DFTs. In this con-
text, it is irrelevant whether an antenna is used for receiving
or transmitting.

In the simulation section of this paper, two orthogonal
dimensions with linear arrays were used, but other variants
of arrays, such as sparse arrays used in radar imaging [24],
could also be used by splitting up high-order dimensional data
for optimal compression. The additional phase term for the
angular dimensions ϕAng can be described as

ϕAng(n, kAng) = 2π

c0
· �d · fmid · sin

(
αAng(n)

) · kAng. (5)

Here, kAng is the counting index of the sample dimension
in the range [1, KAng], with KAng being the number of antenna
elements in use. �d is the spacing of the antennas. The angle
αAng(n) is measured from the target n to the line through the
antennas of the linear array, as depicted in Fig. 8.

FIGURE 8. Angular detection based on linearly spaced arrays with three
antennas. Green shows the change in phase for a CW-Radar, while red
visualizes this for an FMCW-equivalent signal.

D. SIGNAL GENERATION
The overall phase for a given target is constructed by summing
up the individual phases as

ϕSig(n, kS, kD, kAz, kEl) = ϕFMCW,E(n, kS)

+ ϕDop,E(n, kD)

+ ϕAng,Az(n, kAz)

+ ϕAng,El(n, kEl). (6)

The signal of each target can then be constructed via
trigonometric functions. The received signal is the sum of all
Ntar individual targets. For real data, this is done by using
trigonometric functions (sine or cosine) as

sSig(kS, kD, kAz, kEl)

=
Ntar∑
n=1

aPath(n) · sin
(
ϕSig(n, kS, kD, kAz, kEl)

)
, (7)

or by using the Euler function for a complex signal as

sSig(kS, kD, kAz, kEl) =
Ntar∑
n=1

aPath(n) · ej·ϕSig(n,kS,kD,kAz,kEl ).

(8)
Here, Equation (2) is used for attenuation aPath(n) with the

angle and distance of the individual target n.
As complex data can be brought to real representation by

up-sampling with a factor of two and applying an inverse
Hilbert transform, the algorithms were only evaluated for real
data.

This data can be ideally compressed by the usage of multi-
dimensional trigonometric predictors. This can be done by a
transformation to the frequency domain with a DFT or DCT
and the construction of a radar cube in case of 3D data. For
this reason, a DFT-based algorithm will be the simple radar
signal-based benchmark for more established compression al-
gorithms.

E. NOISE
Noise is a largely limiting factor of compression algorithms.
Common radar signals can only be interpreted after applying
a high correlation gain by using transformations or filtering
after [25]. The final step for describing radar data is the con-
sideration of additive white Gaussian noise (AWGN). Thus,
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we use the definition of SNR without any correlation gain
since the raw data are used for our investigation on compres-
sion possibilities. The final noisy, real valued data sNoisy may
be represented with added, zero mean AWGN noise N with
variance σ 2

Re as

sNoisy(kS, kD, kAz, kEl) = sSig(kS, kD, kAz, kEl) + N (0, σ 2
Re).

(9)
Until now, the data could have been described with little to

no error by a trigonometric data model. Moreover, white noise
has no correlation and can therefore not be compressed with-
out losing information, leading to much lower compression
ratios.

Consequently, the highest impact occurs in lossless data
transmission since all the information needs to be transferred.
However, lossy data compression suffers less since it is based
on the premise of discarding the unwanted, noisy information
of the signals. This is done by separating the noise and signals
using some type of signal processing. In this context, multi-
media codecs use the correlation gain of a DCT and remove
non-perceptible signals with low amplitudes.

IV. DATA COMPRESSION METRICS
The losses introduced by lossy compression algorithms need
to be quantified to ensure acceptable results. Since the further
processing steps of future radar applications are not defined,
we will create different metrics for a multitude of further pro-
cessing steps. These metrics are tested by simply quantizing
signals with different numbers of bits, as this is the most basic
lossy compression algorithm.

Since the raw data is dominated by noise and therefore
hardly interpretable, we use metrics based on processed range-
Doppler maps [26]. We begin with metrics based on SNR
followed by human perception of images. Here, the human
perception metrics are seen as a reference of overall similarity.
Meanwhile, the radar data itself can hardly be evaluated by
humans and is therefore typically interpreted by machines;
other metrics are considered for more useable use cases.

To showcase the different metrics, the simulated scene with
the range-Doppler map in Fig. 9 is displayed. The original
data were sampled at 16 bits. An SNR of 0 dB between the
simulated signals and the defined signal was used to add real-
istic noise. This data is then uniformly quantized to a different
number of bits. For each metric and each resulting bitrate
of our basic reference quantization algorithm, we performed
50 repetitions to obtain statistically interpretable results for
different simulated scenes.

A. SNR-BASED METRIC
The first metric uses the SNR, which is a standard metric
for depicting the similarity of two signals. The metric was
calculated using the original, uncompressed raw data of the

FIGURE 9. Range Doppler processed raw data (16 bit) for displaying and
evaluating the proposed metrics. The red crosses show the 25 simulated
targets with their corresponding distance and velocity transformed to the
radar coordinate system. The received power is corrected with the radar
equation from (2). Therefore, not all of the targets are visible above the
noise floor. For the metrics, only the highlighted section is displayed since
the influence is more visible by zooming in instead of showing the whole
range-Doppler map.

FIGURE 10. SNR values for different quantization stages (1 to 16 bit). The
SNR is similar for each run; therefore, the error margins are not visible
unlike in the other metrics.

ADC and the decompressed equivalent with

SNR = 10 · log10

⎛
⎝ E(X 2

Orig)

E
((

XOrig − XComp
)2

)
⎞
⎠ . (10)

The operator E is the expected value of the data arrays.
The original data array, which is denoted as XOrig and XComp,
represents the decompressed array that is used. All samples of
each dimension are treated equally in this case.

For quantization, this metric has simple results, since the
values are only quantization errors, which is similar for all
repetitions. It can be calculated with a formula similar to the
quantization error of a uniformly distributed full range signal
[27] as

SNR(Nbit ) = (K + 6.02 · Nbits)dB

≈ (−11.94 + 6.02 · Nbits)dB. (11)

Here, the sample quantization characterized by its number
of bits Nbit. Meanwhile, the offset K is determined by experi-
ment. The results of this metric are depicted in Fig. 10.
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FIGURE 11. SSIM values for different quantization stages (1 to 16 bit). The
error bars and dotted lines characterize the first and third quantiles of 50
runs.

B. HUMAN PERCEPTION-BASED METRIC
The second metric is based on the structural similarity index
measure (SSIM) [28]. This algorithm compares a reference
image x with a changed image y and computes a difference
image. The formula may be described as

SSIM(x, y) = (2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c2)
. (12)

The variables μx, μy represent the average and σx, σy the
variance of x and y, respectively. The term σxy is the covari-
ance of the images. The constants c1, c2 stabilize the divi-
sion. Equation (12) was performed on the logarithmic range-
Doppler maps, as displayed in Fig. 9. Moreover, logarithmic
scaling was used since the linear scaled power can easily span
multiple decades (see Fig. 9). In the linear scale, there is
hardly any distinction between noise that is at −50 dB equal-
ing 10−5 and the targets with low levels at −20 dB equaling
10−2. In the following quantization step, this did not have any
impact compared to the targets with the highest power of 0
dB equaling 1. The quantization was chosen as 8 bits for a
standardized gray scale.

The measurement was repeated for all different quantiza-
tion steps and 50 times for different scenes. The error bars
characterize the first and third quartiles of the values. The
same cropped number of bits were grouped and the error bars
were calculated, forming the graph in Fig. 11.

The above metric is an indication of how well the overall
representation changes. Here, small changes did not change
the index largely. By optical inspection, values below 85% are
proof of insufficient alternations in the results. These indicate
losses of small targets, and the overall optical representation
decreases. For all quantized values above 3 bits, this holds.
Therefore, this metric should not be used for applications
where small changes are important.

C. MACHINE LEARNING FEATURE-BASED METRIC
Machine learning uses feature extraction on images for de-
tection of similar regions in other images. The “Speeded Up
Robust Features” (SURF) [29] is widely used for these tasks.
This algorithm searches for visually interesting features in an

FIGURE 12. SURF features for the range-Doppler map. Highlighted in red
are the features that are similar in the original image in (a) and the 3-bit
compressed image in (b).

FIGURE 13. SURF features for the range Doppler map for different
quantizations (1 to 16 bits). The error bars and dotted lines characterize
the first and third quantiles of 50 runs.

image and generates a feature vector based on the internal
statistics. By comparing the features of two different images,
similar regions can be found. Features for the original and the
image represented by 3 bits are highlighted in Fig. 12.

The total number of matched features in comparison to all
features was used as the SURF-recall metrics value. This was
again repeated 50 times and is depicted in Fig. 13.

This metric is a representation of how well optical features
are preserved. Hereby, the settings are the overall number of
features found in the image and the certainty of a matched
target. Further, these were chosen rather strictly to achieve an
overview whether the data can be used “as is” after decom-
pression.

In this figure, low values of this metric (<0.1) indicate that
there are only few matching features, leading to the require-
ment for lower boundaries to match those features, thereby
increasing the chances of mismatches. This might lead to the
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FIGURE 14. Areas that have an error that is higher than 5% at the 3-bit
quantization. The green boxes mark the spaces around point targets,
which are considered in this metric.

need to retrain the algorithm. Moreover, this metric represents
the losses well, but focuses more on the noisy parts than the
real data. As depicted in Fig. 12, the features are located both
in noisy regions and in parts with targets.

D. RANGE DOPPLER ERROR-BASED METRIC
While visual-based data processing needs to be conducted on
data that is real-valued and scaled logarithmically, the next
metric works on the range-Doppler-processed data directly.
This has the advantage of detecting phase mismatches that
would be removed otherwise. This metric was chosen so that
only a small area (of 20 × 20 pixels) is used around each
point target (shown in Fig. 14) that needs to be preserved. For
each pixel within this area of interest, a relative error xErr is
calculated by

xErr (r, d ) =
∣∣xOrig(r, d ) − xComp(r, d )

∣∣
0.5 · (∣∣xOrig(r, d )

∣∣ + ∣∣xComp(r, d )
∣∣) · 100%,

(13)
to take the high dynamic range of several decades into ac-
count. The values xOrig and xComp are hereby the complex
numbers representing each individual pixel at range index r
and Doppler index d in the range-Doppler plane.

For each of the calculated values, we then evaluated
whether the error is lower than 5%. This metric’s value was
then calculated by the ratio of “good” cells to all cells that are
tested, and the results are displayed in Fig. 15.

There is no human perceivable loss in targets at above 50%
in metric value since a relative error of 5% is not visible at all
by visual inspection. Further, if 50% or less pixels in the image
have this low error value, this is not perceivable at and around
the targets. Thus, every value above 10% is considered a good
representation of the targets. This means that even in the 1-
bit case, the targets are represented good to a certain degree.
Furthermore, because of the conversion gain, the point targets
are good represented at their highest point, as seen in Fig. 14.
This figure represents a metric value of around 25%. There
are some targets with an error above 5%, but many targets are
represented within this margin of error. Since this metric is
formed on the targets, it is more useful for radar data.

FIGURE 15. Percentage of the area around the targets that have an error
smaller than 5% for different quantizations (1 to 16 bit). The error bars
and dotted lines characterize the first and third quantiles of 50 runs.

FIGURE 16. CFAR detections for the uncompressed 16-bit original data.
The red crosses show the original simulated point targets. The orange
crosses show correctly detected targets. The yellow are false alarms
generated by noise.

FIGURE 17. CFAR detections for the processed data with 3-bit
quantization. The red crosses show the original simulated point targets.
The orange crosses show correct detections. The yellow are false alarms
generated by noise.

E. CFAR FEATURES BASED METRIC
Modern radar systems use constant false alarm rate (CFAR)
algorithms [30], which estimate the noise in a certain area, to
extract point targets from radar cubes. Here, if a central point
is above this noise estimate by some margin, it is interpreted as
a valid target. However, upon comparing Fig. 16 with Fig. 17,
it is not easy to distinguish between targets that need to be kept
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FIGURE 18. Change in precision of the quantized data (1 to 16 bit) in
comparison with the original data. The ratio can be higher than one
because the actual precision can be larger than the original because of
fewer false detections. The error bars and dotted lines characterize the
first and third quantiles of 50 runs.

FIGURE 19. Change in recall of the quantized data (1 to 16 bit) in
comparison with the original data.

and those that do not. Here, we attempted to match the CFAR
point targets with the underlying simulation targets. In this
way, we were able to generate a more robust metric since it
removed the CFAR uncertainty. The metric is processed using
the following steps:
� Process the targets detected with CFAR from the original

radar data for recall and precision
� Process the decompressed radar data again for recall and

precision
� Compare both results by determining a ratio between the

actual and original precision to remove the influence of
the CFAR algorithm itself

In Fig. 16, the original 16-bit data with its CFAR results are
displayed. Meanwhile, the 3-bit quantized and processed data
in Fig. 17 shows that the noise level is slightly increased and
the noisy targets are different. The real targets were mostly
detected correctly in this scenario. This metric was then re-
peated 50 times for all variants, and the results are displayed
in Fig. 18 and 19.

For the proposed metric, the optimum value is 1.0, leading
to exactly the same CFAR results as before. Values above
1.0 indicate fewer targets based on noise or more correctly
detected targets. This can occur if a target was originally
surrounded and shadowed by noise. Moreover, quantization
to a lower number of bits can slightly decrease the noise in its

FIGURE 20. File sizes for AAC and FLAC with selected permutations of the
data array. The error bars and dotted lines characterize the first and third
quantiles of 50 runs.

surroundings so that the target becomes visible. This could be
interpreted as denoising by quantization that occurs in other
signal processing as well. The opposite can occur in the case
of wrong noise detections. Thus, for this metric, the values
were chosen more strictly than before since this would largely
impact the perception of targets. More specifically, precision
and recall values below 0.8 were considered insufficient, in-
dicating a loss of 20% of the targets or an addition of 20% of
wrongfully detected noise targets.

V. DATA COMPRESSION ALGORITHMS
Data compression is done with the goal of removing redun-
dancy and unneeded data. For the simulation, we used four-
dimensional (4D) input data, which are the sample or distance
dimension (kS), the velocity dimension (kD), and the two an-
gular dimensions for azimuth (kAz) and elevation (kEl). In a
first step, it was necessary to identify the dimensions with the
largest redundancy. For this, we used the free lossless audio
codec (FLAC) as a lossless and the advanced audio codec
(AAC) as a lossy compression algorithm, which will later
be discussed more comprehensively. These algorithms were
configured to use a single channel, and different permutations
of the 4D data are shown in Fig. 20.

An example for this permutation process can be done by
simplifying to a two dimensional array with the indexes kDand
kS. This array can be permuted in two ways kD, kS and kS, kD.
The permutation to a one-dimensional (1D) array with length
of KD · KS can be done with

s(kD, kS) → [s(0, 0), s(1, 0), · · · , s(KD, 0),

s(0, 1), s(1, 1), · · · , s(KD, 1),

s(0, KS), · · · , s(KD, KS)] (14)

for the first permutation, and

s(kS, kD) → [s(0, 0), s(1, 0), · · · , s(KS, 0),

s(0, 1), s(1, 1), · · · , s(KS, 1),

s(0, KD), · · · , s(KS, KD)] (15)

for the second permutation.
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According to the results shown in Fig. 20, the most influ-
ential dimension is kS because of the high number of samples
and the steep decline in the amplitudes of signals with higher
frequencies (compare equation (2) and Fig. 4). The order of
the remaining dimensions does not show a high influence.
From here on, the best permutation [kS, kD, kAz, kEl] from the
results in Fig. 19 is used for all further compression algo-
rithms.

The following sections show a variety of different multi-
media compression algorithms that we use to compress the
data. We compare these algorithms to a proposed DFT-based
algorithm that utilizes the established radar signal properties
of Section III nearly ideal.

A. LOSSLESS COMPRESSION ALGORITHM
Lossless compression algorithms remove redundancy and use
entropy coding on the resulting data [31]. Since all informa-
tion is preserved, the benefits are rather limited because of the
low SNR of the original data, this includes transformations of
the data, which can also be seen in Fig. 25.

However, with these, it is possible to gain a compression ra-
tio of around 1.4 which corresponds to 70% of the original full
scale range used by the ADCs. Therefore, we only incorpo-
rated results for the FLAC, which is an audio algorithm from
the FFmpeg collection [32] in this paper. Meanwhile, other
lossless compression algorithms could not improve these re-
sults significantly since the noise, which has high, uncorre-
lated, and therefore uncompressible information, needs to be
preserved.

B. AUDIO COMPRESSION ALGORITHM
Audio data is arranged as 1D data for each channel with
only a limited number of channels. This means that for audio
compression, the index kS is used for time signaling, and
the other channels are ordered sequentially. Therefore, audio
compression is mostly 1D, but there may be additional chan-
nel decorrelation steps for multichannel optimized algorithms.
Here, we deployed the AAC [33] and the free Ogg Opus
[34] codec from the FFmpeg collection [32]. Both show the
tendency to remove high frequency components as well as
apply some kind of noise shaping, as shown in Fig. 21.

The compression ratio does not benefit largely from using
multiple channels since the algorithms are solely based on
simple decorrelation attempts of channels. The sample rate
was chosen to be relatively low at 24 kHz to obtain all fre-
quencies in the audible frequency range. The compression
parameters for audio compression algorithms are selected in
relation to this since they characterize a target data rate.

C. HEVC VIDEO COMPRESSION ALGORITHM
For video data compression, the input data were arranged in
consecutive images. In each image, the horizontal position
corresponded to the sample index kS, the vertical position
to the chirp index kD, and the azimuth and elevation index
were multiplexed to the time index of the video. The resulting
sequence was then encoded with the HM-16.22 [35] encoder

FIGURE 21. AAC compression using psychoacoustic processing
characterized by a bandwidth limit. A bit rate of 10 kBit/s was chosen for
this scene for visualization purposes of the effects of AAC. In reality, this
would lose some targets, and therefore, a higher bitrate is probably
necessary.

FIGURE 22. HEVC compression of the simulated scene. The HEVC
quantization setting QP was set to 46. Here, it is clearly visible that HEVC
has some regions of interest, which are conserved. In reality, this would
lose some targets, and therefore, a higher bitrate is probably necessary.

implementation of the high-efficiency video coding (HEVC)
codec [36]. The encoder was configured with the random-
access encoding configuration [37] at a bit-depth of 16 bit
per sample in the 4:0:0 color format, which means that the
sample value is coded as a single color component (which is
equivalent to the luminance). The results for this compression
algorithm are displayed in Fig. 22. Here, the value 46 was
chosen as quantization parameter (QP) to visualize the com-
pression artifacts.

In comparison with audio compression, video compression
provides several advantages when compressing radar signals.
First, video compression exploits three dimensions for redun-
dancy reduction (two spatial and one temporal dimension),
whereas audio usually only exploits one dimension. Second,
the block-based partitioning scheme allows for an efficient
representation of large areas of the radar-based images. Fi-
nally, sophisticated prediction tools–such as motion compen-
sation, in which the content of a previously coded image is
used to predict the content of the current image–can exploit
similar content in different images to increase compression
performance.
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D. SIMPLE DFT-BASED COMPRESSION ALGORITHM
All algorithms previously described are based on multimedia
codecs. For comparison purposes, a real-valued DFT-based
algorithm was used for comparison. This is based on the
assumption that with the correlation gain from the DFT, sep-
aration/extraction of features is possible. Low values can be
removed by setting these values to zero when they fall un-
der a threshold for an estimated noise floor. Here, another
advantage lies in the quantization stage, which can be scaled
logarithmically which is more suitable for radar-based pro-
cessing. Moreover, radar signals have a high dynamic range
(cf. Fig. 4), and for that, the linear representation is too precise
for high values. However, the downside of this approach is
its non-standardized processing chain, which is not readily
available in hardware. The encoder based on the DFT consists
of the following five steps:
� Transformation via n-dimensional real-valued DFT by

discarding negative frequencies
� Switching to a representation with phase and logarithmic

amplitudes
� Removal of the noise floor by setting values below a

predefined amplitude threshold to zero
� Quantization of the resulting values
� Lossless entropy coding with a Lempel-Ziv-Markov-

algorithm (LZMA) [38] for showcasing purposes
The decoder follows these steps in the reverse order.
In the first step, the DFT decorrelates the real valued data,

which can be considered a pulse compression for the data
defined in (9). It is transformed to the frequency domain and
can separate amplitude and phase information in the next step.
The phase information is nearly uniformly distributed [39]
(cf. Fig. 25) and may not help separate targets from noise.
Therefore, the phase information is not considered for the first
theoretical part. The DFT is a linear transform, meaning the
sum in sNoisy (9) can be transformed separately.

The amplitude of one target n can be written after transfor-
mation [40], [41] as

∣∣∣SSig(�l, n)
∣∣∣ = KSKDKAzKElaPath(n)

2

∣∣∣sinc(�l − �ln)
∣∣∣ , (16)

with �l = [lS, lD, lAz, lEl ] being the vector of the transformed
data coefficients [kS, kD, kAz, kEl ]. The running indices of the
DFT as l ∈ [0, K/2]. �ln represents the position of the target
in the DFT coordinates, which could also be fractional num-
bers. This allows a simpler, arbitrary description since the
compression is not dependent on the real world axis scaling.
Further, the conversion factors can be obtained through the
defining formulas (3) to (5). The multidimensional sinc sinc(�l )
is defined as per [40] as

sinc(�l ) =
M∏

m=0

sin(π lm)

π lm
, (17)

with �l being a vector of length M representing the different
dimensions (e.g., distance, Doppler, azimuth, elevation).

FIGURE 23. Signal power and phase of a real-valued DFT of a sine with
AWGN. This sine is shown in the two bin indexes around 20. The yellow
line characterizes the lower quantization limit; everything below this limit
is removed. The black lines show the quantization stages for 2 bits. Since
the phase is noisy, most of the information is concentrated here.

FIGURE 24. Spectrum after quantization and decimation of data. The
values for the de-quantization above zero are chosen to be the maxima. In
the amplitude case, different values are effectively an attenuation or
amplification. The values for the zero case could be chosen arbitrarily
since they will not transfer any information. The phase value are set to
zero at the lowest amplitude values, since they have no influence.
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FIGURE 25. Histograms (PDF) of 10-bit quantized data with different
limits from −55 dB to −85 dB. The bin 0 is not shown in full, since this
single bin becomes too large to overshadow any effects in the other bins.
The power values of the noisy parts are visible as a defined peak. The
phase values are evenly distributed. With lower limits for cutoff, more of
the noisy parts are removed. The entropy H decreases accordingly. The
ideal log-Rayleigh-distribution shows that most of the signal corresponds
to the established noise distribution.

With the assumption of independent AWGN with zero
mean, the noise can also be transformed to the frequency
domain as per [39] as

SNoise(�l ) = NC

(
0,

KSKDKAzKEl

2
σ 2

Re

)
. (18)

The transformation generates complex zero mean white
noise NC(0, σ 2

C
) = N (0, σ 2

C
/2) + 1j · N (0, σ 2

C
/2) with two

independent white noise processes with scaled variance σ 2
C
/2

and the power of the original signal. This is also intu-
itive since the power needs to be constant and is trans-
ferred to both the real and the imaginary parts equally. The
two real valued bins of a DFT at 0 and K/2 are different,
with SNoise(�0) = N (0, KSKDKAzKElσ

2
Re/2). For the following

examinations this is neglected, since those are only two bins in
the whole N-dimensional DFT. For this process, the amplitude
|Sn(�l )| becomes Rayleigh distributed and the logarithmized
values become Log-Rayleigh distributed [39], [42]. This dis-
tribution is observed in Fig. 25.

The variable SNoisy is the sum of the signal and noise part.
The SNR after the correlation gain SNRCOR is then derived
from (16) and (18). For this, the optimal values are assumed,
by definition, as the sinc is evaluated at its maximum with
|sinc(�l − �ln)| = 1 and aPath(n) = amax. Here, the attenuation
is also at its maximum. By applying the common radar-SNR
equation of a single bin, it can be written as

SNRCOR = PSig

PNoise
=

∣∣SSig
∣∣2

|SNoise|2

= KSKDKAzKEl

2
· a2

max(n)

σ 2
Re

. (19)

The gap between signal and noise becomes larger upon
the increasing of the number of samples. Further, removing
the noise floor removes most of the data, causing most of
the information to also be taken away with the corresponding
phases. Subsequently, the resulting data is quantized.

A 1D case of a single target is visualized in Fig. 23. Here,
the DFT of length 192 transformed a sine of amplitude 1.0
with additive white noise and an SNR of 0 dB. Theoretically,
this would yield a power level of 39 dB by formula (16) after
transformation. However, the sinc is not at its maximum peak,
leading to around half (33 dB) of the power. In combination
with the noise power, the maximum amplitude is 35 dB. The
conversion gain, and consequently, SNRCOR, can be charac-
terized by the difference of the noise power to the upper limit.
Because of the multiplicative nature of the multidimensional
sinc(�l ) [40], the potential of noise removal for N-dimensional
data is even higher. The quantized and decimated data are
shown in Fig. 24. Here, it is visible that most of the noisy
parts are removed.

Assessing these results can be done by calculating the en-
tropy. The entropy characterizes the mean information of each
sample in bits and can be defined as a measure of the amount
of possible compression by entropy coding. The entropy H in
bits is defined as per [43] as

H = −
Z∑

z=0

pz · log2(pz ), (20)

with pz being the probability of a symbol z that is a represen-
tation of the quantized data. The probability of each symbol
can be assessed by a histogram of many samples of data.

To showcase this data, the normed histograms are shown in
Fig. 25 for different limits (−55 dB to −85 dB) and 10-bit
quantization. These normed histograms can be interpreted as
the estimates for a probability density function (PDF), which
is then used for the entropy analysis of the simulated data. The
x-axis of Fig. 25 shows the Symbol index for the 1024 10-bit
values, and the y-axis shows the probability of this symbol.

For the highest limits (−85 dB), the most values (Index
100 to 400), by far, correspond to unneeded, noisy parts. This
can be concluded, since this follows nearly a log-Rayleigh
distribution that is expected from transformed and logarith-
mized noise. Here, detectable targets are by definition above
the noise (400 to 1024), but are too unlikely to have an
impact on the PDF. However, by increasing the limit (−75
dB), the “noise-peak” was shifted to the left, and the lower
noise amplitudes were clipped to the bin 0. Nevertheless,
this clipped data is not enough to make a visible change to
the phase distribution. By increasing the limit even further
(−65 dB), even more of the noisy data is transferred into
the zeroth bin. This many data in the bin 0 has effects on
the uniform distribution of the phase. When removing most
of the noisy data (−55 dB), the most data, by far, for the
phase as well as the amplitude are in the zeroth bin, which
corresponds to a low entropy. Moreover, the overall height of
the peak decreased for higher limits because of the narrower
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FIGURE 26. DFT-based compression. In this case, the DFT is limited to −55
dB. The data were quantized with 3 bits for both amplitude and phase.

quantization stages (See Fig. 23). The combined entropy of
the power and phase is the mean of the singular values since
both needed to be transferred. Here, the 10-bit quantization
case lead to 0.69 bits, while 3-bit quantization of the same
simulated data can reach an entropy of 0.0092 bits.

Entropy is the theoretically best value for uncorrelated data.
However, even the transformed data has some redundancy,
which is exploited by the LZMA algorithm that is later ap-
plied. The redundancy is, for example, the comparable val-
ues of each sinc function. With this, the LZMA algorithm
achieved data compression by an additional factor of around
two to three compared with the entropy.

The investigation of the minimum quantization of the loga-
rithmic data is done later. However, the results showed that
2 bits for the amplitude is not enough. Quantization above
3 bits showed sufficient results, with higher levels becoming
more precise. The phase did improve steadily to around 8 bits.
Above that, not many improvements have been observed. In
Fig. 26, the results of this compression algorithm are shown.
Here, the noise floor was cut at a value of −55 dB of the high-
est value. With that setting, the noise was nearly completely
removed but left many of the lowest targets.

As seen, the limit set for noise floor removal has the highest
impact on the compression ratio. In the simulation results sec-
tion, this varied from −30 dB to −90 dB of the highest value.
Further, the quantization for the result done on the logarithmic
amplitude and phase showed better results compared to the
linear Amplitude and phase as well as imaginary and real
numbers.

VI. SIMULATION RESULTS
For this simulation, different random seeded scenarios were
constructed to test different compression algorithms. The es-
tablished metrics were used for analyzing the results. For each
scene, 100 point-targets were simulated with arbitrary chosen
parameters. The simulated ADC samples were chosen to ide-
ally use the full scale of the 16-bit data. For all algorithms with
all settings, 50 different sceneries were simulated. The 25 and
75 percentiles were constructed from these and displayed as
error bars.

FIGURE 27. Comparison of the different compression algorithms using the
SNR metric (lower means better). The tendency of all algorithms is the
same, with HEVC as the best, Audio as the second, and DFT as the last.

FIGURE 28. Comparison of the different compression algorithms using the
SSIM metric of the processed data. The audio- and DFT-algorithms behave
similarly because both are not based on visual reproduction as opposed to
the video-codec HEVC.

FIGURE 29. Comparison of the different compression algorithms by using
the SURF recall metric of the processed data. Here, the audio- and
DFT-algorithms again behave similarly, because the metric is also a visual
comparison for which the video-codec HEVC is designed.

The compression parameters of the different algorithms
were chosen in a wide variety of values. In Fig. 27 to 32,
the plots only show the Pareto optimal parameters for each
compression algorithm. This means that no better value exists
at least in one value (either metric value or compression ratio).
Moreover, the audio codecs were shown to work similarly
and are combined for better readability. However, the FLAC
algorithm is not considered here because it produces perfect
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FIGURE 30. Comparison of the different compression algorithms by using
the “Area Error” metric. For lower compressions, the HEVC algorithm
shows the best results. The DFT algorithm does not perform well for low
compression rates, but does not decrease as significantly as the HEVC. The
useful audio algorithm compression ratio is rather limited.

FIGURE 31. Comparison of the different compression algorithms by using
the CFAR precision metric. Results above 1 indicate that there are fewer
targets caused by noise than in the original image. Non-Pareto optimal
results have been included as grayed out to show a trend in the codecs,
since the metric is not strictly increasing because of its design.

results, which are limited to a compression ratio of only
around 1.4 (cf. Fig. 20) The first metric is the SNR metric;
the results are depicted in Fig. 27. This metric shows similar
behavior for all compression algorithms, with HEVC being
the overall best with a smooth decreasing SNR. The audio
compression results are were within 5 dB of the HEVC results.
The DFT performed the worst at 10 to 15 dB below HEVC.
Above 1000, the DFT decreased rapidly to over 20 dB.

The second metric in Fig. 28 is based on the SSIM metric.
As established before, values below 0.85 indicate large dif-
ferences in the image representation of the data. If a visual
representation is desired, the HEVC algorithms preserve most
data until a compression ratio of around 200. Because of
noise removal and bandwidth limits, both the audio and the
DFT-based algorithm exhibit no satisfactory results for this
metric. Their results are only usable up to a compression ratio
of 10.

The next metric shown in Fig. 29 is the SURF-Features
recall metric. Values below 0.1 were considered useless for
direct interpretation. The HEVC again profited from its focus
on image data. The recall was good for compression ratios

FIGURE 32. Comparison of the different compression algorithms by using
the CFAR recall metric. Results above 1 indicate that targets in the original
were shadowed by noise, which was removed due to compression. Here,
the DFT algorithm again produces the best results. HEVC also provides
reasonably good results. Only the audio algorithms suffer from limited
compression ratios.

above around 100 and steadily increased. The audio and DFT
algorithms again decreased fast, and usable compression ra-
tios ranged up to about 5.

The “error of area” metric (cf. Fig. 30) is the first met-
ric designed for the radar-data use case to preserve required
data since it distinguishes between wanted targets and noisy
regions. The audio compression algorithms were usable up
to compression ratios of 20. The HEVC decreased steadily
and was useful to around 1000. The DFT algorithm initially
decreased fast because of the logarithmic scale and low quan-
tization but did not fall below 10% until a compression ratio
of about 10000.

The radar-based CFAR metrics shown in Fig. 31 and 32
are used as the final benchmark. The audio algorithms cut off
high frequencies for lower compression ratios, and at about
20, the noise and the lost targets vastly increased. The HEVC
algorithm did not decrease the noise largely near targets, as
can be seen in Fig. 21. Therefore, there is no clear overshoot of
this algorithm in the precision metric. The number of targets
decreased at compression ratios of around 1200. The DFT
showed a large overshoot since nearly the entire noise was
removed, which increased the precision of the CFAR largely
compared to the original data. However, the DFT algorithm
began to lose a significant number of targets at compression
ratios below 2500.

The SNR metric and image-based metrics (SSIM and
SURF) favored the HEVC video codecs. The DFT-based al-
gorithm showed its strength when radar-based metrics (Error
of Area and CFAR) were considered. It becomes obvious that
the high-dimensional radar data is not suitably compressed
using audio compression, which incorporates a maximum of
two dimensions for processing.

As a last benchmark, the processing power used in this
setup was examined. The simulation was performed using a
single CPU core on the same processor for all algorithms. The
HEVC algorithm took the longest time, with about 3 minutes
for compressing the data. The DFT compression required
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TABLE 2. Constants for Different Modulation Schemes

around 1 minute, which was reduced to about 30 seconds
for the audio signal. These results are not suited as absolute
measures and were only set in relation on the same machine
with a single thread. Further, results based on parallelization
or other improvements like hardware acceleration for highly
optimized real-world applications may vary significantly.

VII. EXPERIMENTAL VERIFICATION
To assess the possibilities of the proposed compression algo-
rithms, we conducted several radar measurements (cf. Fig. 30)
with the state-of-the-art AVR-QDM-110 12TX-16RX-MIMO
radar system [44] from Analog Devices, which is based on
their 77-GHz CMOS integrated radar chip called “DigiM-
MIC.” Here, the multiplexing scheme for TX antennas is re-
alized using time division multiplexing (TDM). To increase
the maximum unambiguous velocity range to ±4m/s, we
only used three of the 12 available transmit antennas. On the
receiving side, we used all 16 receive antennas, as the number
of data channels does not affect the unambiguous velocity.
Moreover, the radar uses FMCW modulation schemes and
outputs both processed radar cubes and “raw” ADC data via
Ethernet. The latter enables application-specific processing,
including our compression analysis. Further, the system can
be configured with a wide variety of parameters, including
ramp slope, number of receive and transmit channels, or sam-
ple rate.

We chose the parameters displayed in Table 2, which are
suitable for automotive radar applications in urban surround-
ings with pedestrian detection in mind. The parameters are
extensively explained in Section II.

For the real data, no metrics are used because it is not pos-
sible to generate a trustworthy radar metric without knowing
the exact ground truth of the data.
� The SNR metric is highly misleading since radar data

already has a low SNR. The noisy portion results are kept
in a good SNR but may not have kept the interesting parts
comparable.

� Since radar data has a high dynamic range, algorithms
like SSIM or SURF underestimate the importance of

FIGURE 33. Measurement scenery with a moving pedestrian. The radar
faces several obstacles such as a lamppost and a container. The path of
the pedestrian is outlined by a white arrow.

visually not interesting data, which are visually not con-
sistent above the noise. This was the case for the pedes-
trian in Fig. 29.

� The “Error of Area” metric needs to have information on
an area of interest. However, the question of “which area
should be kept” is a highly opinion-based and therefore
subjective decision.

� The CFAR algorithm loses or produces targets based
on noise and its settings. However, tuning the settings
for high sensitivity would lead to many features based
on noise that do not need to be kept. Further, tuning
the parameters for low sensitivity would lead to a large
number of lost features, which is not meaningful as these
will easily be preserved even with large compression
rates. Thus, both cases are not desirable.

The visual scene is depicted in Fig. 33. The pedestrian
walks in a radial direction towards the radar and back to his
initial position. Here, very low frequencies have been removed
from the original radar data since they are corrupted by the
coupling of the antennas within the radar module, which cor-
responds to a high amplitude within the first meter.

The processed image, which is used as a starting point, is
depicted in Fig. 31. The range of the color bar was chosen in a
way that the noise floor is easily perceptible. The lamppost is
visible in the points at v = 0. The pedestrian is represented
by a horizontal line indicating his velocity and movement.
The horizontal line is due to the fact that a walking human’s
arms and legs have a very specific micro-Doppler signature
featuring many different velocities.

The variations of the noise floor level and the impacts of the
different compression algorithms are directly demonstrated
on the range-Doppler maps. The settings for the compression
algorithm were chosen beforehand to maintain both the highly
reflective, static targets as well as the moving pedestrian.
Selected range-Doppler maps based on compressed data are
depicted in Fig. 35–39. For a better comparison, the dynamic
range and the lower limit of the color bars were kept identical
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FIGURE 34. Processed reference range-Doppler image of the
measurement scenery with a moving pedestrian. The radar faces several
obstacles such as a lamp and a container. The high differences in the
amplitudes of the static objects (horizontal at v = 0) in comparison to the
moving pedestrian (vertical line with v < 0) are easily observable.

FIGURE 35. Range-Doppler image of the measurement scenery for a
quantization with 1 bit. The noise level is significantly increased, but the
pedestrian as well as the other targets can still be detected. The
compression ratio is 14 for this image.

FIGURE 36. Range-Doppler image of the measurement scenery for an AAC
compression with 36 kbit/s. A sharp bandwidth limit is clearly visible as
well as a slight noise-shaping in the highlighted section. The compression
ratio is 21 for this image.

for all figures. However, the tradeoff from tuning the param-
eters is data integrity against compression ratios. Again, the
FLAC algorithm is not displayed as its result is identical to
Fig. 34.

FIGURE 37. Range-Doppler image of the measurement scenery for a
compression with Ogg Opus (12 kbit/s). Here, a bandwidth limit as well as
strong noise shaping is visible. The compression ratio is 33 for this image.

FIGURE 38. Range-Doppler image of the measurement scenery for a
compression with HEVC (QP = -14). The leakage of noise around the high
amplitude values of the obstacles at a velocity of 0 m/s is directly visible.
The compression ratio is 91 for this image.

FIGURE 39. Range-Doppler image of the measurement scenery for a
DFT-based compression. Obviously, the noise floor was largely removed.
The compression ratio is 5900 for this image.

We started with the reduced number of bits as the estab-
lished simplest compression. The results are shown in Fig. 35
for a quantization with only 1 bit. The noise floor increased
by approximately 10 dB. However, the targets can still be
distinguished.

As seen beforehand, the audio algorithms AAC (Fig. 36)
and Ogg Opus (Fig. 37) remove high frequency components
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TABLE 3. Median Results for the Measurement Data With the Lowest
Settings Shown in Fig. 34–39

abruptly. Furthermore, noise shaping in terms of a smearing
of large targets in Doppler dimension is visible, especially for
the Ogg Opus codec. Thus, while algorithms preserved the
desired data, it should be mentioned that they need to be used
cautiously, since data in certain areas were lost.

Meanwhile, the HEVC compression in Fig. 38 transmitted
noisy components within small distances to areas with high
amplitudes, but struggled to preserve the low amplitude sig-
nals of the pedestrian, which highly limited the compression
factor.

Next, the DFT algorithm presented in Fig. 39 strictly re-
moved the noise. For this algorithm, the limit had to be set ap-
propriately for the corresponding radar system since it highly
influences the noise level and the probability of losing relevant
information.

The chosen settings were applied to 20 different images,
and the mean values of the compression ratios are depicted
in Table 3. As a comparison, the number of range-Doppler
data that would fit into one gigabyte is given. Here, the FLAC
algorithm achieved the lowest compression because as a con-
sequence of its lossless nature, it needs to preserve the noise
in radar signals perfectly. The values used in the real-world
sceneries only use about 8 bits (calculated by the original
entropy) about 50% of the full range. Combined with the
FLAC compression ratio of 1.3 (established in Section V), it
reaches a ratio of approximately 2.6.

Quantization is the simplest lossy compression algorithm
with the most brute force included here. It features a consid-
erable rate of compression. However, this algorithm is limited
by the minimum size of a sample, which is 1 bit, and it is
therefore not possible to further reduce the output size. Be-
sides that, the noise level increased steadily, and consequently,
it not be used for systems with a lower SNR. The audio codecs
achieved considerable good results with compression ratios
of 20 to 33. However, they came at the expense of losing
high frequency components as well as increased noise levels.
Moreover, the video compression algorithm HEVC improved
the compression ratio to around 100 at the expense of trans-
mitted noise and, consequently, a lower SNR. Finally, the DFT
did not transmit large quantities of noise and increased the
ratio further to about 5000, since it performs well for real
sceneries with limited regions of interest.

VIII. CONCLUSION
In this paper, the performances of different standard com-
pression algorithms for automotive radar data were evaluated.
Audio algorithms, such as AAC and Ogg Opus, have shown
limited compression ratios with mixed results. Further, the
well-established video codec HEVC showed good results.
With this codec, we were able to reach data compression
ratios of approximately 100, while still maintaining good vi-
sual comparability. A novel approach using a specialized DFT
algorithm showed even better results with a compression ratio
of around 5000 for real measurement results as presented in
Section VII. Of course, lossless compression (e.g., with the
FLAC algorithm) also has benefits, but the capabilities are
limited for radar data since these signals are often distorted
by high noise levels.

Our results showed the possibilities of compressing radar
data by high compression factors. Since our results are inde-
pendent of the deployed radar sensor, these results can be used
to start the development of a standardized radar-data protocol.
Further, the compression algorithms need to be evaluated for a
large variety of different real-world radar systems and scenes.
Other applications or different modulation schemes and larger
or sparser antenna arrays also need to be tested in real-world
applications. Additionally, more research will be needed to
develop algorithms for efficient implementations in hardware
and software (FPGA, application specific integrated circuits
(ASIC), or microprocessors) for embedded applications.
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