
 
 

 

  

Abstract— A recursive additive complement network 
(RacNet) is introduced to segment cell membranes in 
histological images as closed lines. Segmenting cell membranes 
as closed lines is necessary to calculate cell areas and to estimate 
N/C ratio, which is useful to diagnose early hepatocellular 
carcinoma. The RacNet is composed of a complement network 
and an element-wise maximization (EWM) process and is 
recursively applied to the network output. The complement 
network complements the lacking parts of cell membranes. The 
network, however, has a tendency to mistakenly delete some 
parts of the segmented cell membranes. The EWM process 
eliminates this unwanted effect.  

Experiments carried out using unstained hepatic sections 
showed that the accuracy for segmenting cell membranes as 
closed lines was significantly improved by using the RacNet.  

Three imaging methods, bright-field, dark-field, and 
phase-contrast, were used, as unstained sections show very low 
contrast in the bright-field imaging commonly used in 
pathological diagnosis. These imaging methods are available in 
optical microscopes used by pathologists. Among the three 
methods, phase-contrast imaging showed the highest accuracy. 

I. INTRODUCTION 

Histological diagnosis is made by observing histological 
sections under an optical microscope. The diagnosis by 
pathologists is discretionary, so it is important to develop a 
support system that analyzes histological images and 
provides useful quantitative information. 

We previously developed a support system [1] for 
diagnosing early hepatocellular carcinoma, as the histological 
atypism of an early hepatocellular carcinoma is so slight that 
it is very difficult to distinguish it from a non-cancerous one 
[2]. The support system can automatically visualize the 
distribution of nuclear density (the number of nuclei per unit 
area) in a whole slide image, as nuclear density is key 
information to diagnose early hepatocellular carcinoma [3]. 

Another piece of useful information is the nuclear / 
cytoplasmic (N/C) area ratio [4]. The average N/C ratio of a 
non-cancerous part is about 7.7%, while in the case of liver 
cancer, it is as high as 12.3%, even at a very early stage [4]. 
The N/C ratio is calculated using the nuclear area and 
cytoplasmic area. To calculate the cytoplasmic area, it is 
necessary to segment the cell membranes surrounding it. 

A method for the cell membrane segmentation of C. 
elegans embryos has been reported [5]. However, this method 
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is for the 3D images of live embryos obtained using a 
spinning disk confocal unit, and cannot be applied for 
histological images obtained from thin sections. As for cell 
membrane segmentation for histological images, methods for 
segmenting cell membranes in immunostained breast cancer 
images have been reported [6], [7]. Both methods, however, 
require special staining, and the target is to evaluate HER2 
scoring by segmenting only immunostained cell membranes, 
rather than segmenting all cell membranes. 

We previously reported cell membrane segmentation in 
histological images for H&E stained sections [8], [9] and 
unstained sections [10], [11], where segmentation of the cell 
membrane is difficult due to small differences in color 
between cell membrane and cytoplasm. Although more than 
85% of cell membranes were segmented correctly using deep 
learning, some parts were not segmented. One reason for this 
is the presence of artefacts that appear during surgery, 
fixation, transportation, and tissue processing [12]. If a part of 
the cell membranes is not segmented, the cell membranes are 
not segmented as closed lines. As a result, the cytoplasmic 
area, which is necessary to calculate the N/C ratio, cannot be 
calculated.  

In response to the issues above, we propose a deep learning 
network, which we call the recursive additive complement 
network (RacNet), to complement those lacking cell 
membranes. Experimental results showed that the RacNet can 
greatly improve the accuracy for segmenting cell membranes 
as closed lines. 

In the experiments, we used unstained sections because cell 
membrane segmentation would be more difficult than in 
H&E stained sections. Unstained sections are advantageous 
because there are no problems concerning uneven dyeing or 
discoloration, and they can eliminate the unwanted chemical 
effects on sections. We experimentally compared three 
imaging methods that are commonly used in an optical 
microscope and found that the highest accuracy was obtained 
with phase-contrast imaging. 

This work has obtained ethics approval by the Institutional 
Research Ethics Board of Shibaura Institute of Technology. 

II. METHODS 

A. Cell membrane segmentation 
In order to obtain segmentation results as an image, we 

configured the network for cell membrane segmentation as a 
segmentation network with image input and image output, 
which is typified by a fully convolutional network [13].  
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Fig. 1 shows the network configuration. The network is 
based on ResNet [14], which enables deeper networks. The 
ResNet block in Fig. 1 is composed of batch normalization 
layers, ReLU layers, convolution layers, a dropout layer, and 
a shortcut connection, as shown in Fig. 2. Two sets of batch 
normalization, dropout, and convolution layers were 
connected serially in the ResNet block because the accuracy 
was higher than the case where two sets were separated into 
two ResNet blocks. 

The network configuration was experimentally determined. 
An example of network output for an unstained section image 
(Fig. 3 (a)) is shown in Fig. 3 (b). Although most of the cell 
membranes were segmented correctly, as shown in Fig. 3 (b), 
some parts of them were not segmented due to vague pattern 
or a lack of cell membranes caused by artefacts. 

B. Complement Network 
If there are defects in the segmented cell membranes, it is 

impossible to calculate the cytoplasmic area for each cell, and 
as a result, the N/C ratio cannot be calculated. Therefore, we 
introduce a network that complements the lacking parts. 

Fig. 4 shows the configuration of the complement network. 
Both input (original) and output images of the cell membrane 
segmentation network were used as input images, as shown in 
the figure. Both images are input separately and then 
concatenated after independent encoding processes.  

The network was trained to output cell membrane 
segmentation results in which lacking parts were 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
complemented for the input images (the original image and 
the output image of the cell membrane segmentation 
network). In the training, correct cell membrane images with 
intentional defects, which were added by deleting cell 
membranes in one or two small random areas, were also used 
as the output image of the cell membrane segmentation 
network. The correct cell membrane images were manually 
determined, including the complemented parts of the lacking 
cell membranes. 

C. Recursive Additive Complement Network 
The complement network was applied recursively to 

enhance the complement effect.  Fig. 5 shows an example of 
the effect of iterative application. The lacking part, which 
would be made by artefacts, was successfully complemented 
after four iterations in this case. 

The complement network, however, has a tendency to 
delete some parts of the cell membranes. As a result, some of 
these parts, which were successfully segmented by the cell 
membrane segmentation network, were erroneously deleted 
by applying the complement network, as indicated by the blue 
circle in Fig. 6 (b). 

To eliminate this unwanted effect, we added an 
element-wise maximization (EWM) process to the 
complement network, as shown in Fig. 7. This network, 
which we call the recursive additive complement network 
(RacNet), outputs the maximum value of the output image 
and the input image (previous output image) for each pixel. 
The output (the maximum value) is then fed back to the input. 
As a result, the RacNet can complement cell membranes 
without deleting any cell membranes, as shown in Fig. 6 (c). 

Fig. 8 shows the configuration of a full network composed 
of the cell membrane extraction network and the RacNet. 
 

 
 

 
 
 
 
 

    
 

(a) Unstained section                     (b) Network output 
Fig. 3. Example images of unstained section and network output. 

Fig. 1. Cell membrane segmentation network. 

Fig. 2. ResNet block. 

Fig. 4. Complement network. 

Fig. 5. Effect of iterative application of the complement network. N is 
the number of iterations. 

(a) Original image       (b) N = 0                 (c) N = 2                  (d) N = 4 
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III. EXPERIMENT 

A. Materials 
Five unstained sections of liver tissue were used in the 

experiment. Three imaging methods, bright-field, dark-field, 
and phase-contrast, were used to capture histological images 
of unstained sections, as these methods are readily available 
for general pathologists. 

In bright-field imaging, which is commonly used in daily 
diagnosis, the light transmitted through the section is 
observed. As such, a bright-field image reflects the 
distribution of absorption, which is suitable for observing 
stained sections. However, in the case of unstained sections, 
the bright-field image shows very low contrast due to little 
difference in the light absorption rate, and the visibility of cell 
membranes is very poor (Fig. 9 (a)). 

In dark-field imaging, the light reflected or scattered by the 
sections is observed. As such, the cell membranes are 
basically observed as bright lines (Fig. 9 (b)).  

In phase-contrast imaging, phase differences in light 
caused by differences in refractive index are observed as 
brightness changes. The contrast of phase-contrast images is 
high even for unstained sections (Fig. 9 (c)). 

 
 
 
 
 
 
 
 
 
In this experiment, we evaluated the accuracy for each of 

these three imaging methods. Three images (400 × 400 
pixels) were captured at two areas for each section. Training 
images for the cell membrane segmentation network were 
generated by randomly cropping (128 × 128 pixels), rotating, 
and changing the brightness and contrast of the image. As a 
result, 1000 images were created for each image. 

Training images for the complement network were 
generated similarly except for the size of the images (192 × 
192 pixels), as wider information would be necessary to 
complement lacking cell membranes. 

B. Results 
The output image of the RacNet was binarized and thinned 

to obtain the center lines of cell membranes. Then, closed 
regions were extracted as segmented regions. Each 
segmented region was then compared with the correct cell 
region to determine if it had been segmented correctly. 

In Fig. 10, Sc denotes the correct cell region, Ss denotes the 
segmented region, and So denotes the overlap region between 
Sc and Ss. Each segmented cell was determined to be 
correctly segmented if both equations (1) and (2) were 
satisfied. 

 
                                        𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑜𝑜𝑜𝑜 𝑆𝑆𝑜𝑜

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑜𝑜𝑜𝑜 𝑆𝑆𝑐𝑐
 ≥ 0.9                                     (1) 

 
                                        𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑜𝑜𝑜𝑜 𝑆𝑆𝑜𝑜

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑜𝑜𝑜𝑜 𝑆𝑆𝑠𝑠
 ≥ 0.9                                     (2) 

 
The number of correctly segmented cells was then used to 

calculate the recall rate, as 
 

        Recall rate = 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 .         (3) 

 
The evaluation of the recall rate was performed by 5-fold 

cross-validation without dividing the images of the same 
section into training and evaluation. 
 
 
 
 
 
 
 
 
 

 

Fig. 6. Effect of element-wise maximization (EWM). 

(a) Output of cell 
membrane segmentation 
network 

(b) Without EWM (c) With EWM 

Fig. 7. Recursive additive complement network (RacNet). 

Fig. 8. Full network for cell membrane segmentation composed of the 
cell membrane segmentation network and the RacNet. 

     
(a) Bright-field image   (b) Dark-field image   (c) Phase-contrast image 
Fig. 9. Example images of unstained section. 

Fig. 10. Regions to determine if segmented region is correctly 
segmented (Sc: correct cell region, Ss: segmented region, So: overlap 
region). 
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TABLE I.  RECALL RATE FOR THREE IMAGING METHODS 

Bright-field Dark-field Phase-contrast 
Without 
RacNet 

With 
RacNet 

Without 
RacNet 

With 
RacNet 

Without 
RacNet 

With 
RacNet 

62.3% 78.3% 47.8% 69.6% 63.8% 88.4% 

 
 
 
 
 
 
 
 
 
 

 
 

Fig. 11 shows the recall rate when the phase-contrast image 
was used as the input. The horizontal axis denotes the number 
of iterations of the RacNet or the complement network. As 
shown, in case of the RacNet, the recall rate improved as the 
number of iterations increased, and became stable. In contrast, 
in the case of the complement network that does not use the 
EWM process, the recall rate degraded as the number of 
iterations increased after a peak at five iterations, showing the 
effect of using the EWM process. The maximum recall rate of 
88.4% was obtained using the RacNet, which is significantly 
better than the recall rate of 63.8% obtained without using the 
RacNet (number of iterations = 0). 

Table 1 shows the recall rate with and without the RacNet 
where the number of iterations and the number of epochs 
were optimized for each of the three imaging methods. The 
recall rate was improved by using the RacNet for all three. 
Among the three methods, phase-contrast imaging had the 
highest recall rate, and bright-field imaging was second best. 
Fig. 12 shows example output images for a phase-contrast 
image. In this case, the number of correctly segmented cells 
was increased to 7 by using the RacNet. 

IV. CONCLUSION 
We introduced a recursive additive complement network 

(RacNet) to segment cell membranes in histological images 

as closed lines. The RacNet is composed of a complement 
network, which complements the lacking parts of cell 
membranes, and an element-wise maximization (EWM) 
process. The EWM process can eliminate the unwanted effect 
of the complement network, which is to delete some parts of 
segmented cell membranes. 

Experimental results using unstained sections showed that 
the accuracy for segmenting cell membranes as closed lines 
was significantly improved by using the RacNet. Three 
imaging methods, bright-field, dark-field, and phase-contrast, 
were used in the experiments, as these methods are available 
in the optical microscopes used by pathologists. Among the 
three, phase-contrast imaging had the highest accuracy. 

Future work will include the estimation of an appropriate 
number of iterations to prevent a slight degradation of the 
recall rate due to excessive iterations. Automatic calculation 
of the N/C ratio by segmenting cell nuclei would also be the 
target. 
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(a) Input image             (b) Without RacNet            (c) With RacNet 

Fig. 11. Recall rate as a function of the number of iterations for 
phase-contrast images (EWM: Element-wise maximization). 

Fig. 12. Example output images for a phase-contrast image. Colored 
regions denote correctly segmented cells. The computation time with the 
RacNet was 1.6 seconds on two NVIDIA GeForce GTX 1080 GPUs. 
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