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Synchronization of Delayed Fuzzy Neural Networks
with Probabilistic Communication Delay and Its

Application to Image Encryption
Shen Yan , Zhou Gu , Member, IEEE, Ju H. Park , Senior Member, IEEE, and Xiangpeng Xie , Member, IEEE

Abstract—In this article, we study the design of fuzzy synchro-
nization controller of Takagi–Sugeno (T–S) fuzzy neural networks
with distributed time-varying delay and probabilistic network
communication delay. Compared with the existing model of neu-
ral networks with distributed time-varying delay without kernel,
a more general model containing a distributed delay kernel is
considered. By utilizing the probability distribution of random
communication delays, a distributed but deterministic delay model
is established. In this model, the delay probability density function
is treated as the distributed delay kernel. By developing a new
Lyapunov–Krasovskii functional related to the distributed delay
kernels and using an integral inequality, new sufficient conditions
for the existence of a synchronization controller are presented.
Finally, a numerical simulation and an application of encrypting
the image are carried out to illustrate the effectiveness of the
developed strategy.

Index Terms—Distributed delay, neural networks (NNs),
probabilistic communication delay, synchronization, Takagi–
Sugeno (T–S) fuzzy system.

I. INTRODUCTION

THE Takagi–Sugeno (T–S) fuzzy model is regarded not only
as a powerful but also as a simple means to approximate

complex nonlinearities, which makes it effective for the analysis
and synthesis of practical nonlinear systems [1]–[5]. Some
meaningful analysis and design results have been proposed
for addressing the filtering problem [6], [7] and stabilization
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problem [8], [9] of T–S fuzzy systems. On the flip side, neu-
ral networks (NNs) have gained much attention from scholars
owing to the fact that they have been widely applied in secure
communication, pattern recognition, machine learning, and so
on [10]–[12]. To implement these applications, one often has
to deal with the synchronization problem of NNs, on which
a relevant amount of research has been carried out [13]–[15].
In terms of the properties of NNs and T–S fuzzy model, T–S
fuzzy NNs are viewed as an effective and important model to
describe complex nonlinear systems. Over the past years, the
synchronization of T–S fuzzy NNs has been extensively studied
in [16]–[19] and the reference therein.

As a common phenomenon in NNs, time delay usually leads
to oscillation of the system, which could degrade the system
performance and even destroy the system stability [20]. Various
results have been obtained to study the stability and stabi-
lization of systems with discrete time delays and distributed
delays in [21]–[23] and references therein. To be specific,
Song et al. [21] investigated the stability analysis problem of
NNs subject to discrete and distributed delays. For a linear
time-delay system with distributed delay kernel, Seuret et al. [22]
proposed a method based on the Legendre polynomials to ap-
proximate the kernel. Different from the distributed constant
delay handled in [21] and [22], the stability issues of NNs with
distributed time-varying delays are studied in [23], where the
distributed delay kernel is not considered. Due to the fact that
the polynomials will become nonlinear with regard to distributed
time-varying delay, the approximation method in [22] may be
difficultly applied to handle NNs with distributed time-varying
delays.

On the other hand, networked control systems (NCSs) have
received increasing interests due to the benefits, such as low
cost and easy maintenance [24]–[26]. As the system loop is
closed by a shared network, the time delay induced by data
transmission over a wired/wireless network becomes an impor-
tant issue in the study of NCSs. It is well known that utiliz-
ing more information of the delay leads to less conservative
result. A proper selection of the delay information should be
based on practical considerations. In many existing works, such
as [27]–[29], an interval time-varying delay is considered where
only the bounded information of delay are involved in stability
analysis. In fact, under certain communication protocols, such as
the Internet protocol and the IEEE 802.11, transmission delay
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can be characterized by its probability density function [30],
which can be obtained via some statistical approach. In light
of this idea, a delay-distribution method is used to study the
event-triggered guaranteed cost control issue for Markov jump
discrete-time NNs [31] and the synchronization problem of
stochastic memristor-based NNs [32], where the time delay is
categorized as short and long delays through the introduction
of a Bernoulli variable. Yet, utilizing a random variable to
describe the delay distribution still corresponds to the cumulative
probability, not the specific probability density. To the best of
our knowledge, few effort has been devoted to addressing the
synchronization issue of NNs subject to distributed time-varying
delay with its kernel and random communication delay with its
probability density, which motivates the present research.

In terms of the abovementioned observations, this article
investigates the synchronization of T–S fuzzy NNs, where the
time-varying distributed delay and random network communica-
tion delay are considered. Its application to image encryption is
developed and the security of the presented algorithm is studied.
As the introduction of delay probability density, there exist two
challenging problems given as follows to be solved. The first
challenge is how to model the random delay by utilizing the
probability distribution information. The second one is how to
obtain less conservative results for the new delay model without
introducing any approximation error, which is inevitable by
using the existing approach dependent on Legendre polyno-
mials. To conquer the abovementioned difficulties, the main
contributions are listed in the following.

1) A distributed delay
∫ 0
−τM

w(s)x(t+ s)ds with kernel
w(s) is employed to represent the probabilistic network
delay, where w(s) means the probability density function
of delay. Then, the T–S fuzzy NNs with time-varying
distributed delay and random communication delay is es-
tablished in a united distributed delay system with kernels.

2) A novel Lyapunov–Krasovskii functional (LKF) depen-
dent on the distributed kernels is chosen and some in-
tegral inequalities are used to deal with the distributed
delay terms. Our method can exclude the nonlinear ap-
proximation terms related to the distributed time-varying
delay introduced by using the existing method based on
Legendre polynomials [22]. Then, new sufficient linear
matrix inequality conditions that guarantee the asymptotic
synchronization of the NNs are developed.

The rest of this article is organized as follows. The theoretical
background of modeling the closed-loop T–S fuzzy NNs with
probabilistic delay is given in Section II. Then, the control design
conditions are derived in Section III. Some simulation results are
executed in Section IV. In Section V, the studied synchroniza-
tion issue is applied to image encryption. Finally, Section VI
concludes this article and gives some future investigations.

Notations: In this article, He(A) is equivalent to AT +A.
Sy(A,B) represents ATBA. ⊗ is Kronecker product.

II. THEORETICAL BACKGROUND

The T–S fuzzy NN described by IF–THEN rules is considered
as follows.

Plant rule i: IF φ1(t) is M i
1, φ2(t) is M i

2, . . . , AND φ𝓆(t) is
M i

𝓆, THEN

δ̇(t)=Aiδ(t)+Ciη(δ(t− r1))+Ni

∫ 0

−r(t)

g(s)η(δ(t+ s))ds

(1)

for i ∈ P � {1, 2, . . . ,𝓅}, where φ𝒷 and M i
𝒷(𝒷 = 1, . . . ,𝓅)

are the 𝒷th premise variable and fuzzy set, respectively. δ(t) ∈
R𝓃 is the state of system, 0 < r1 ≤ r(t) ≤ r2, the matrices Ai,
Ni, and Ci are system matrices, and 𝓅 is the number of IF–
THEN rules.

Define φ(t) = [φ1(t), . . . , φ𝓆(t)] and ϑi(φ(t)) =
∏𝓆

j=1

M i
j(φj(t)), where M i

j(φj(t)) is the grade of membership of
φj(t) in fuzzy set M i

j , and the membership function θi(φ(t)) is
obtained as

θi(φ(t)) =
ϑi(φ(t))∑𝓆
i=1 ϑi(φ(t))

(2)

where 0 ≤ θi(φ(t)) ≤ 1 and
∑p

i=1 μi(θ(t)) = 1. Then, the
fuzzy system (1) can be written as

δ̇(t) =

𝓅∑
i=1

θi(t)

[
Aiδ(t) + Ciη(δ(t− r1))

+ Ni

∫ 0

−r(t)

g(s)η(δ(t+ s))ds

]
. (3)

By taking system (3) as the primary system, the secondary
system is introduced as

σ̇(t) =

𝓅∑
i=1

θi(t)

[
Aiσ(t) + Ciη(σ(t− r1))

+ Ni

∫ 0

−r(t)

g(s)η(σ(t+ s))ds+u(t)

]
(4)

where u(t) ∈ R𝓂 is the control input.
Defining the error termx(t) = σ(t)− δ(t) and combining (3)

and (4), one can obtain the synchronization error system as

ẋ(t) =

𝓅∑
i=1

θi(t)

[
Aix(t) + Ciψ(x(t− r1))

+ Ni

∫ 0

−r(t)

g(s)ψ(x(t+ s))ds+u(t)

]
(5)

where ψ(x(t)) = η(σ(t))− η(δ(t)).
The neuron ψ(x) satisfies

(ψ(x)−Ψ1x)
T (ψ(x)−Ψ2x) ≤ 0 (6)

where Ψ1 and Ψ2 are constant matrices meeting Ψ2 −Ψ1 ≥ 0.
It is assumed that for the kernel g(s) of

∫ 0
−r(t) g(s)ψ

(x(t+ s))ds, there exists a vector g(s) = [g0(s) . . .
gi(s) · · · g�(s)]T , g0(s) � g(s), i = 0, 1, . . . , 	, with 	 ∈ N
and s ∈ [s1, s2] satisfying the property

dg(s)

ds
= Gg(s) (7)
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where gi(s) are linear independent, G ∈ R�×�, and∫ s2
s1

g(s)gT (s)ds > 0.
The control signal is transmitted over the communication net-

work, where the random communication delays are considered.
The control law of the jth rule is described as follows.

Control rule j: IF φ1(t) is M i
1, φ2(t) is M i

2, . . . , AND φ𝓆(t)
is M i

𝓆, THEN

u(t) = Kjx(t− τ(t)) (8)

in which Kj is the controller gain designed later and τ(t) ∈
[0, τM ] is the stochastic transmission delay. Following the sim-
ilar way to obtain fuzzy system (3), the whole fuzzy controller
is derived as

u(t) =

𝓅∑
j=1

θj(t− τ(t))Kjx(t− τ(t)). (9)

It is noted that the random communication delay τ(t) usually
meets some probability distributions. To make the most of the
probability information of τ(t), a function w(·) is considered
to describe its probability density. By approximating a random
delay by a deterministic, distributed delay model, a synchroniza-
tion controller is written as

u(t) =

𝓅∑
j=1

θτjKj

∫ 0

−τM

w(s)x(t+ s)ds (10)

where the probability density w(s), similar to g(s), is assumed
to satisfy (7) with g(s) replaced by w(s). In the following
derivation, θi(t) and θτj are abbreviated as θi and θj(t− τ(t)),
respectively.

With the combination of (5) and (10), we have the closed-loop
system as follows:

ẋ(t) =

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j

[
Aix(t) + Ciψ(x(t− r1))

+Ni

∫ 0

−r(t)

g(s)ψ(x(t+ s))ds+Kj

∫ 0

−τM

w(s)x(t+ s)ds

]
.

(11)

Remark 1: In this article, a new model of delay fuzzy NNs
with probabilistic network delay is formed as a distributed delay
system. Compared with the traditional interval time-varying
delay model only using the upper and lower delay bounds, the
probability density is considered in our delay model. Therefore,
the proposed distributed delay modeling strategy could derive
less conservative results.

For simplicity of derivation, we define

Ea �
[
0𝓃,(a−1)𝓃 I𝓃 0𝓃,(10+3�1+�2−a)𝓃

]
∫ 0

−r1

G(s)ψ(x(t+ s))ds = G1(t)∫ −r1

−r2

G(s)ψ(x(t+ s))ds = G2(t)∫ −r1

−r(t)

G(s)ψ(x(t+ s))ds = G3(t)

∫ −r(t)

−r2

G(s)ψ(x(t+ s))ds = G4(t)∫ 0

−τM

W (s)x(t+ s)ds = W (t)

G(s) � g(s)⊗ I𝓃, g0(s) = g(s)

g(s) = [g0(s), g1(s), . . . , g�1
(s)]�

W (s) � w(s)⊗ I𝓃, w0(s) = w(s)

w(s) = [w0(s), w1(s), . . . , w�2
(s)]�.

Then, one gets∫ 0

−r(t)

g(s)ψ(x(t+ s))ds = I1 (G1(t) + G3(t)) (12)

∫ 0

−τM

w(s)x(t+ s)ds = I2Wx(t) (13)

where I1 = [ I𝓃 0𝓃,�1𝓃 ] and I2 = [ I𝓃 0𝓃,�2𝓃 ].
By replacing the integral terms in (11) with (12) and (13), it

gives the following synchronization error system:

ẋ(t) =

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j [Aix(t) + Ciψ(x(t− r1))

+ NiI1 (G1(t) + G3(t)) +KjI2Wx(t)] . (14)

This article aims to obtain a controller (10) such that the
closed-loop synchronization error system (14) is asymptotically
stable.

In order to achieve the results, two useful lemmas are given
as follows.

Lemma 1 (See [35]): For y(s) ∈ R𝓃, s ∈ [a, b], a matrix
X ∈ R𝓃×𝓃 > 0, we have∫ a

b

Sy(X, y(s))ds ≥ Sy

(
�⊗X,

∫ a

b

G(s)y(s)ds

)
(15)

for �−1 =
∫ a
b g(s)g�(s)ds > 0.

Lemma 2 (See [33]): For y(s) ∈ R𝓃, s ∈ [r, r̄], a matrix
X ∈ R𝓃×𝓃 > 0, one can obtain∫ r̄

r

Sy(X, y(s))ds ≥ Sy

(
X ⊗ Ω,

[
C𝓃,�+10(�+1)𝓃

0(�+1)𝓃C𝓃,�+1

]
Π

)
(16)

for any Y ∈ R𝓃×𝓃 satisfying X > 0, r(t) ∈ [r, r̄] with

X =

[
X T

T� X

]
,Π =

[∫ r̄
r(t)G(s)y(s)ds∫ r(t)
r G(s)y(s)ds

]
,

and Ω−1 =
∫ r̄
r g(s)g�(s)ds > 0.

Remark 2: C𝓃,�1+1 ∈ R𝓃(r+1)×𝓃(�1+1) is used to represent
the communication matrix for Kronecker products. Its property
can be referred to [33, Lem. 2]. In addition, the MATLAB
function vecperm(𝓃, (	1 + 1)), proposed by Higham [34], is
an effective toolbox to calculate C𝓃,(�1+1).
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III. CONTROL DESIGN

Before deriving the main results, we construct an LKF as

V (t) = V1(t) + V2(t) + V3(t) + V4(t) (17)

where

V1(t) = Sy(P,κ(t)),κ(t) =
[
x�(t)G�

1 (t)G
�
2 (t)W

�(t)
]�

V2(t) =

∫ 0

−r1

Sy (S1 + (s+ r1)R1, ψ(x(t+ s)) ds

V3(t) =

∫ −r1

−r2

Sy (S2 + (s+ r2)R2, ψ(x(t+ s)) ds

V4(t) =

∫ 0

−τM

Sy (S3 + (s+ τM )R3, x(t+ s)) ds.

The asymptotic stability criteria of system (14) with proba-
bilistic network delay are achieved in Theorem 1.

Theorem 1: For given scalars τM , r1, r2 μ, ν, ϑ1, and ϑ2
and controller gainKi, the system (14) is asymptotically stable,
if there exist symmetric matrices P , S1 > 0, R1 > 0, S2 > 0,
R2 > 0, S3 > 0, and R3 > 0, and matrices T1, T2, and Y such
that

P > 0 (18)

Πij +Θij < 0 (19)

� < 0 (20)

1iג − (�i,l +�l,i)

2
> 0, i, l = 1, . . . ,𝓅 (21)

2jג − (�l+𝓅,j+𝓅 +�j+𝓅,l+𝓅)

2
> 0, j, l = 1, . . . ,𝓅 (22)

where

𝓅 = P + diag {0,S1,S2,S3}

S2 = Sy (S2,C) ,C =

[
C𝓃,�1+10𝓃(�1+1)

0𝓃(�1+1)C𝓃,�1+1

]

S1 = �1 ⊗ S1,S2 =

[
S2 T1

∗ S2

]
⊗ Ω2,S3 = �3 ⊗ S3

R1 = �1 ⊗R1,R2 =

[
R2 T2

∗ R2

]
⊗ Ω2,R3 = �3 ⊗R3

�−1
1 =

∫ 0

−r1

g(s)g�(s)ds,Ω−1
2 =

∫ −r1

−r2

g(s)g�(s)ds

�−1
3 =

∫ 0

−τM

w(s)w�(s)ds,Y = (Y E1 + μY E2)
�

Πij = Γij +He(Y Gij)− νSy (Φ, E1)

Φ =

[
Φ1 Φ2

∗ I

]
,Φ1 =

He(Ψ�
1Ψ2)

2
,Φ2 =

Ψ�
1 +Ψ�

2

2

Gij = − E1+AiE2+CiE5+NiE7+NiE8+�1
+KjE10+3�1

Γij = He(M�PH) + Ξ, r3 = r2 − r1

Ξ = diag{0,Ξ2,Ξ3,Ξ4,Ξ5,Ξ6,Ξ7,Ξ8,Ξ9,Ξ10}
Ξ2 = S3 + τMR3,Ξ3 = −S3,Ξ4 = S1 + r1R1

Ξ5 = S2 + r3R2 − S1,Ξ6 = −S2,Ξ7 = −R1

diag{Ξ8,Ξ9} = −Sy(R2,C),Ξ10 = −R3

M =

⎡⎢⎢⎣
E2

Êr1

Êr2

Êh

⎤⎥⎥⎦ ,H=

⎡⎢⎢⎢⎣
E1

G(0)E4 −G(−r1)E5 − ĜÊr1

G(−r1)E5 −G(−r2)E6 − ĜÊr2

W (0)E2 −W (−τM )E3 − ŴÊτM

⎤⎥⎥⎥⎦

Êr1 =

⎡⎢⎢⎣
E7

...

E7+�1

⎤⎥⎥⎦, Êr2 =

⎡⎢⎢⎣
E8+�1

+E9+2�1

...

E8+2�1
+E9+3�1

⎤⎥⎥⎦, E1=[E2

E4

]

� =

⎡⎢⎢⎢⎢⎣
�1,1 �1,2 · · · �1,2𝓅

�2,1 �2,2 · · · �2,2𝓅
...

...
...

...

�2𝓅,1 �2𝓅,2 · · · �2𝓅,2𝓅

⎤⎥⎥⎥⎥⎦, ÊτM =

⎡⎢⎢⎣
E10+3�1

...

E10+3�1+�2

⎤⎥⎥⎦,

Θij = − (�i,j+𝓅 +�j+𝓅,i)− (�i,j +�j,i)

2

− (�i+𝓅,j+𝓅 +�j+𝓅,i+𝓅)

2
+

𝓅∑
l=1

ϑl 1iג) + 2jג

− (�i,l +�l,i)

2
− (�l+𝓅,j+𝓅 +�j+𝓅,l+𝓅)

2

)
.

Proof: See Appendix A. �
Remark 3: According to (18), the positivity of the chosen

LKF (17) is relaxed without demanding P� > 0. With this
treatment, the obtained results are less conservative compared
with some existing outcomes requiring all Lyapunov variables
to be larger than zero.

Remark 4: In [22], Legendre polynomials are applied to
approximate the kernel w(s), which results in approximation
error. Different from the method in [22], we use the integral
inequality in [35] to handle it. Then, the approximation error is
removed directly and less conservative results are obtained.

Then, sufficient criteria for solving the synchronization con-
troller are deduced as follows.

Theorem 2: For given parameters τM , r1, r2 μ, ν, ϑ1, and ϑ2,
the system (14) is asymptotically stable, if there exist symmetric
matrices P , S1 > 0, R1 > 0, S2 > 0, R2 > 0, S3 > 0, and
R3 > 0 and matrices Ti (i = 1, 2), Ui, and Y such that (18),
(20), (21), and

Π̃ij + Θ̃ij < 0 (23)

where

Π̃ij = Γij +He(Ỹ G̃ij)− νSy(Φ, E1), Ỹi = (E1 + μE2)
�

G̃ij = − Y E1 + Y AiE2 + Y CiE5

+ Y NiE7 + Y NiE8+�1
+ UjE10+3�1

.
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Fig. 1. Case I: Random communication delay and its pdf under τM = 0.25 s.

Then, the controller gain is derived as Kj = Y −1Uj .
Proof: By introducing a new variableUj = Y Kj and replac-

ing Y Kj in He(Y Gij) by Uj , it yields (23). Thus, the proof is
fulfilled. �

IV. SIMULATION RESULTS

Example 1: For system (1), the following parameters are
considered:

A1=

[
−2 0

0 −2

]
, N1 =

[
−0.5 0.2

0.2 0.5

]
, C1 =

[
−2.3 −0.2

0.2 −4.1

]

A2=

[
−1 0

0 −1

]
, N2 =

[
−1.5 0.2

0.3 −1

]
, C2 =

[
−2.6 −0.1

0.4 −3.8

]
and ψ(xi) = tanh(σi)− tanh(δi) satisfying (6) with
Ψ1 = −I2 and Ψ = I2.

The distributed delay kernel is selected as g(s) = −10se5s,
s ∈ [−r(t), 0], r(t) ∈ [r1, r2], r1 = 0.6, and r2 = 0.8. The
derivative of g(s) is obtained as ġ(s) = 5(−10ve5s) +
(−10e5s). According to (7), we choose −10e5s as another term
in g(s), which gives

g(s)=

[
−10se5s

−10e5s

]
,G=

[
5 1

0 5

]
, G(s)=g(s)⊗I2, Ĝ=G⊗I2

�−1
1 =

∫ 0

−r1

g(s)g�(s)ds,Ω−1
2 =

∫ −r1

−r2

g(s)g�(s)ds.

The probability distribution of the random communication
delay is considered as Gamma distribution. The following two
cases with different delay upper bound τM = 0.25s (Case I) and
τM = 0.5s (Case II) are executed. The communication delay of
the network and its normalized distribution histogram are drawn
in Figs. 1 and 2, respectively.

In Case I with τM = 0.25s, a probability density function
w(τ) is used to approximate the distribution, and is chosen as

w(τ) = 1600τe−40τ , τ ∈ [0, τM ]

where
∫ τM
0 w(s)ds = 1. In order to correspond to the form

of
∫ 0
−τM

w(s)x(t+ s)ds in the derivations, w(τ) is written
as w(s) = w0(s) = −1600se40s, s ∈ [−τM , 0]. For 	 = 1, to

Fig. 2. Case II: Random communication delay and its pdf under τM = 0.5 s.

construct the vector w(s) satisfying (7), another term w1(s) =
−40e40s is chosen. Then, the vector w(s) and corresponding
parameters are given as Case I

w(s) =

[
−1600 se40s

−1600e40s

]
,W =

[
40 1

0 40

]
.

In Case II τM = 0.5s, w(τ) is chosen as

w(τ) = 400τe−20τ , τ ∈ [0, τM ]

where
∫ τM
0 w(s)ds = 1. Following the similar way to construct

the vector w(s) as:

w(s) =

[
−400se20s

−400e20s

]
,W =

[
20 1

0 20

]
.

Taking the same manner for g(s), one obtains

W (s) = w(s)⊗ In, Ŵ = W ⊗ In

�−1
3 =

∫ 0

−τM

w(s)wT (s)ds.

We choose μ = 5, ν = 20, ϑ1 = 0.1, and ϑ2 = 0.1. By solv-
ing Theorem 2, the controller gains for two cases are given as
follows.

Case I:

K1=

[
−12.0706 0.7972

0.1501 −12.1617

]
,

K2=

[
−13.2206 0.9541

0.1300 −13.4511

]
.

Case II:

K1=

[
−7.3835 0.8028

0.0294 −6.9998

]
,K2=

[
−8.4202 0.8478

0.0018 −8.0860

]
.

In simulation, the initial conditions are chosen as δ(0) =
[−0.5, 0.2]� and σ(0) = [−1, 1]�, and the simulation period
is 0.01s. The state responses of the primary and secondary
systems without control are shown in Fig. 3. By using the
designed controller, the curves of random delay, its probability
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Fig. 3. State responses of the primary and secondary systems without control.

Fig. 4. Case I: State responses of the primary and secondary systems with
control and τM = 0.25 s.

Fig. 5. State responses of the primary and secondary systems with control and
τM = 0.5 s.

density function (pdf), and the corresponding state responses
for different τM are shown in Figs. 4 and 5. According to
Fig. 3, one sees that the state trajectories of secondary system
are not synchronized with the trajectories of primary system
state without the utilization of control. In terms of Figs. 4 and 5,
nevertheless, the primary system is well tracked by the secondary
system through the developed controller (8). In addition, one
also observes that the increase of network delay will decrease
the synchronization performance.

Example 2: In this example, a practical system, the delayed
memristor-based Chua’s circuit with a flux-controlled mem-
ristor, is modeled as the considered system model (1). The
dynamics of the memristor-based Chua’s circuit is given by the
following set of differential equations [37]:⎧⎪⎪⎪⎨⎪⎪⎪⎩

v̇1(t) =
(
− 1

RC1
− W (f(t))

C1

)
v1(t) +

1
RC1

v2(t)

v̇2(t) =
1

RC2
v1(t)− 1

RC2
v2(t) +

1
C2
i(t)

i̇(t) = − 1
Lv2(t)− b1

L i(t)− b2
L sin(v1(t− r1))

φ̇(t) = v1(t)

(24)

where

W (f(t)) = q̇(f(t)) =

{
a1, |f(t)| < 1;
a2, |f(t)| > 1

q(f(t)) = a2f(t) + 0.5(a1 − a2)(|f(t) + 1| − |f(t)− 1|).
With the same definitions of state variables and premise vari-

able in [37], the state space model of memristor-based Chua’s
circuit with time delay can be represented by the proposed
primary system (1) with Ni = 0 as

δ̇(t) =
2∑

i=1

θi(t) [Aiδ(t) + Ciη(δ(t− r1))] (25)

where

θ1(t) =

{
1, |δ4(t)| ≤ 1

0, |δ4(t)| > 1
, θ2(t) =

{
0, |δ4(t)| ≤ 1

1, |δ4(t)| > 1

A1=

⎡⎢⎢⎢⎣
−α1−α2a1 α1 0 0

α3 −α3 α4 0

0 −α5 −α6 0

1 0 0 0

⎤⎥⎥⎥⎦, C1=

⎡⎢⎢⎢⎣
0 0 0 0

0 0 0 0

−α7 0 0 0

0 0 0 0

⎤⎥⎥⎥⎦

A2=

⎡⎢⎢⎢⎣
−α1−α2a2 α1 0 0

α3 −α3 α4 0

0 −α5 −α6 0

1 0 0 0

⎤⎥⎥⎥⎦ , C2 = C1

η(δ(t− r1)) = sin(δ(t− r1)),
1

RC1
= α1,

1

C1
= α2

1

RC2
= α3,

1

C2
= α4,

1

L
= α5,

b1
L

= α6,
b2
L

= α7.

Following the abovementioned way, another delayed
memristor-based Chua’s circuit viewed as the secondary system
(3) with Ni = 0 can be derived, and the finial synchronization
error system is established as

ẋ(t) =

2∑
i=1

θi(t) [Aix(t) + Ciψ(x(t− r1))] (26)

where ψ(xi) = sin(σi)− sin(δi) satisfying (6) with Ψ1 =
−2I2 and Ψ = 2I2.

In this example, the probabilistic communication delay with
upper bound τM = 0.25s and the same distribution in Case I
of Example 1 is considered. By choosing μ = 50, ν = 20,
ϑ1 = 0.1, ϑ2 = 0.1, r1 = 0.1, C1 = 0.1, C2 = 1, L = 1/18,
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Fig. 6. State responses of the primary and secondary systems without control.

Fig. 7. State responses of the primary and secondary systems with control and
τM = 0.25 s.

b1 = 1/45, R = 1, a1 = 0.3, a2 = 0.8, and b2 = 3, and solving
the conditions in Theorem 2, it gives

K1=

⎡⎢⎢⎢⎣
−13.8486 −6.5527 −0.0720 0.0000

81.4348 −8.0443 0.3376 −0.0001

183.0534 −37.5465 −6.2931 −0.0001

−1.1116 −0.2159 −0.0062 −1.0630

⎤⎥⎥⎥⎦

K2=

⎡⎢⎢⎢⎣
−12.0849 −6.2243 −0.0635 0.0000

81.3364 −8.0907 0.3360 −0.0001

182.0873 −37.7440 −6.3123 −0.0001

−1.1117 −0.2159 −0.0062 −1.0630

⎤⎥⎥⎥⎦.
In simulation, we set δ(0) = [0.1, 0.1, 0.1, 0.1]� and σ(0) =

[0.5, 0.5, 0.5, 0.5]�, and the simulation period is 0.001s. The
state responses of the primary and secondary systems without
control are shown in Fig. 6. Under the abovementioned designed
fuzzy controller, the corresponding state responses are drawn
in Fig. 7. In terms of these figures, it is seen that the primary
and secondary systems are well synchronized by the proposed
controller, while the primary system cannot be tracked by the
secondary system without the effect of control input.

Fig. 8. (a) Original, (b) encrypted, and (c) decrypted images of Baboon under
the encryption algorithm with ℘ = 2. (a) Original image. (b) Encrypted image.
(c) Decrypted image.

V. SIMULATION RESULTS OF IMAGE ENCRYPTION

The system (1) synchronized via the controller solved by The-
orem 2 is utilized to deal with the problem of image encryption.
The same parameters for Case I in Example 1 are chosen to
derive the controller, and the simulation is executed from 0to
800s. For a color picture F of size h× l × 3, the following
encryption algorithm is developed.

Step I: Convert the color image F(a, b, c), a = 1, 2, . . . , h,
b = 1, 2, . . . , l, c = 1, 2, 3 into a matrix O(i, j), which is repre-
sented as

O(i, j) =

⎧⎪⎨⎪⎩
F(i, j, 1), i = 1, . . ., h

F(i− h, j, 2), i = h+ 1, . . ., 2h

F(i− 2h, j, 3), i = 2h+ 1, . . ., 3h

(27)

where j = 1, . . ., l.
Step II: When system (11) is stabilized at time t1, three

encryption keys with respect to the state δ(t) are given as

K1(i) = �
(
(105 × |δ1(ti) + δ2(ti)

−�(δ1(ti) + δ2(ti))|), 3h) + 1 (28)

K2(j) = �
(
(105 × |δ1(tj)× δ2(tj)

−�(δ1(tj)× δ2(tj))|), n) + 1 (29)

K3(v) = �
(
105 × |δ1(tv)× δ2(tv)

−�(δ1(tv)− δ2(tv))|), 256) (30)

where �(a1, a2) returns the remainder after division of a1
by a2, �(a) denotes the maximum integer less than or
equal to a, ti ∈ {t1, t2, . . . , t3h}, tj ∈ {t1, t2, . . . , tl}, and tv ∈
{t1, t2, . . . , t3hl}.

Step III: Take the K1(i)th row and the K2(j)th column as the
ith row and jth column ofO(i, j), and convert O(K1(i),K2(j))
into a row vectorX (k) ∈ R1×3mn. Then, we define a new vector
X as follows:

X ′(k) = X (k)⊕ (X (k) +K3(k))⊕X ′(k − 1) (31)

for k = 1, . . ., 3hl, in which ⊕ denotes the logical operation.
Then, X ′ is transformed into a h× l × 3 image I.

Step IV: Repeat Steps I–III for ℘ times to obtain the cipher
image Î.

The decryption dependent on the state σ(t) is the contrary
process of encryption, which is not presented.

Then, a color picture named Baboon in Fig. 8 is applied to
show the validity of the presented encryption algorithm. By
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Fig. 9. Histograms of the (i) original Baboon and (ii) encrypted Baboon.

TABLE I
COMPARISON OF THE CORRELATION BETWEEN ADJACENT PIXELS

setting ℘ = 2 and executing the encryption algorithm for the
image Baboon, the histograms of the three colors of Fig. 6 are
shown in Fig. 9. From Fig. 8, one can observe that a clear and
complete decrypted image can be derived by our encryption
algorithm, when the primary–secondary systems are synchro-
nized. Furthermore, Fig. 9 shows that the encrypted picture
histograms nearly satisfy uniform distribution, which means a
more random tonal distribution of the picture can be obtained.

The correlation between contiguous pixels is given as follows:

jxy = �(x, y)/(
√
ı(x)
√
ı(y)) (32)

where

�(x, y) =
1

ℵ
ℵ∑

i=1

(xi −�(x))(yi −�(y))

ı(x) =
1

ℵ
ℵ∑

i=1

(xi −�(x))2,�(x) = 1

ℵ
ℵ∑

i=1

xi

where x and y are two adjacent pixel values in the plain image
or the cipher image, ℵ is the number of pixels testing, and �(·)
means the mathematical expectation. The correlation between
two adjacent pixels in horizontal, vertical, and diagonal direc-
tions computed by (32) is tabulated in Table I. Fig. 10 shows
the scatter diagram of the correlation. The results in Table I
demonstrate that the correlation of the encrypted picture is
around 0, which is much smaller than the value close to 1 of the
original one. Meanwhile, Fig. 10 shows that the scatter diagram

Fig. 10. Red channel: the scatter diagram for correlation of (a) original Baboon
and (b) encrypted Baboon in horizontal, vertical, and diagonal directions.

TABLE II
INFORMATION ENTROPY OF THE ORIGINAL AND THE ENCRYPTED PICTURES

of the cipher image is more random than the scatter diagram of
the original image.

In addition, the information entropy reflecting the uncertain
degree of the encrypted image is tabulated in Table II. According
to the theory of information, if the information entropy value
equal to 8, it means the highest uncertain degree of a picture.
The results in Table II tell that the encrypted picture is much
more uncertain than the original one.

The abovementioned analysis implies that the developed al-
gorithm is effective to make the encrypted image more stochastic
and uncertain, which is helpful for improving the reliability of
encryption process.

VI. CONCLUSION

This article has handled the synchronization of fuzzy NNs
with time-varying distributed delay and stochastic network de-
lay. A united distributed delay system was formed to describe
the fuzzy NNs with time-varying distributed delay and stochastic
network delay. In terms of the constructed LKF and the integral
inequality, some novel criteria were presented to ensure the
synchronization error system to be stable. The effectiveness of
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the addressed method was illustrated by the simulation results
of the numerical example and the image encryption issue. It is
known that the resource of real communication network is usu-
ally limited and the event-triggered scheme is an effective way to
save network resource. In the future, therefore, the combination
of the developed delay modeling method and event-triggered
scheme for networked systems will be investigated.

APPENDIX

Proof of Theorem 1

For the selected LKF (17), by using Lemma 1, it leads to∫ 0

−r1

Sy (S1, ψ(x(t+ s))) ds ≥ Sy (S1,G1(t)) . (33)

Applying Lemma 2 to relax the integral term∫ −r1
−r2

Sy(S2, ψ(x(t+ s)))ds in LKF (17) yields∫ −r1

−r2

Sy (S2, ψ(x(t+ s))) ds

≥ Sy

(
S2,

[
C𝓃,�1+1 0𝓃(�1+1)

0𝓃(�1+1) C𝓃,�1+1

][
G3(t)

G4(t)

])
. (34)

By taking the similar way to obtain (33), the following in-
equality: ∫ 0

−τM

Sy (S3, x(t+ s)) ds ≥ Sy (S3,W (t)) (35)

can be derived by replacing the kernel G(s) and function g(s)
in Lemma 1 with W (s) and w(s), respectively.

Therefore, from (17), (33), and (34), one has

V (t) ≥ Sy (𝓅,κ(t)) +
∫ 0

−τM

Sy (R3, x(t+ s)) ds

+

∫ 0

−r1

Sy ((s+ r1)R1, ψ(x(t+ s)) ds

+

∫ −r1

−r2

Sy ((s+ r2)R2, ψ(x(t+ s)) ds. (36)

FromS1 > 0,R1 > 0,S2 > 0,R2 > 0,S3 > 0,R3 > 0, and
P > 0, V (t) > 0 is satisfied.

In terms of the property (7), it gives

Ġ1(t)=G(0)ψ(x(t))−G(−r1)ψ(x(t−r1))−ĜG1(t) (37)

Ġ2(t)=G(−r1)ψ(x(t− r1))

−G(−r2)ψ(x(t− r2))− ĜG2(t) (38)

Ẇ (t) =W (0)x(t)−W (−τM )x(t− τM )− ŴW (t) (39)

where Ĝ = G ⊗ I(�1+1)𝓃 and Ŵ = W ⊗ I(�2+1)𝓃.
Then, the system stability is ensured by V̇ (t) < 0, where

V̇ (t) ≤ 2κT (t)P κ̇(t) + Sy (S1 + r1R1, ψ(x(t))

+ Sy (S2 + r3R2 − S1, ψ(x(t− r1))

− Sy (S2, ψ(x(t− r2)) + Sy (S3 + τMR3, x(t))

− Sy (S3, x(t− τM ))−
∫ 0

−r1

Sy (R1, ψ(x(t+ s)) ds

−
∫ −r1

−r2
Sy(R2, ψ(x(t+s)) ds−

∫ 0

−τM
Sy(R3, x(t+s)) ds.

(40)

With the help of [35, Lem. 5], it yields

−
∫ 0

−r1
Sy (R1, ψ(x(t+s)) ds ≤ −Sy (R1,G1(t)) (41)

−
∫ 0

−τM

Sy (R3, x(t+ s)) ds≤−Sy (R3,W (t)) . (42)

According to Lemma 2, we have

−
∫ −r1

−r2

Sy (R2, ψ(x(t+ s))) ds

≤ −Sy

(
R2,

[
C𝓃,�1+1 0𝓃(�1+1)

0𝓃(�1+1) C𝓃,�1+1

][
G3(t)

G4(t)

])
. (43)

By defining ζ�(t) = [ẋ�(t), x�(t), x�(t− τM ), ψ�(x(t)),
ψ�(x(t− r1)), ψ

�(x(t− r2)),G�
1 (t),G

�
3 (t),G

�
4 (t),W

�(t)],
the system (14) can be expressed as

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j Gijζ(t) = 0. (44)

In terms of the description of system (14), it gives

κ(t) = Mζ(t), κ̇(t) = Hζ(t). (45)

Based on (6), one can get

Sy

([
Φ1 Φ2

I

]
,

[
x(t)

ψ(x(t))

])
< 0 (46)

which results in

−νSy (Φ, E1ζ(t)) > 0. (47)

To guarantee the stability of system (14), one needs

V̇ (t) ≤
𝓅∑

i=1

𝓅∑
j=1

θiθ
τ
j ζ

�(t)Γijζ(t) < 0. (48)

For the defined Y and (44), it leads to

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j Y Gijζ(t) = 0. (49)

From (47)–(49), it gives

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j ζ

�(t)Πijζ(t) < 0 (50)

where Πij = Γij +He(Y Gij)− νSy(L, E1).
Choose a free matrix � = �T < 0 such that

𝓅∑
i=1

𝓅∑
j=1

θi(θj − θτj )ζ
�(t)�ζ(t) = 0. (51)
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Combing (50) and (51), we have

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j ζ

�(t)Πijζ(t)

≤
𝓅∑

i=1

𝓅∑
j=1

θiθ
τ
j ζ

�(t)Πijζ(t)−��(t)��(t)

= ζ�(t)

⎡⎣ 𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j (Πij − (�i,j+𝓅 +�j+𝓅,i))

−
𝓅∑

i=1

𝓅∑
j=1

θiθj
(�i,j +�j,i)

2

−
𝓅∑

i=1

𝓅∑
j=1

θτi θ
τ
j

(�i+𝓅,j+𝓅 +�j+𝓅,i+𝓅)

2

⎤⎦ ζ(t) (52)

where �(t) =
[
θ1Iζ(t) · · · θ𝓅Iζ(t)θτ1Iζ(t) · · · θτ𝓅Iζ(t)

]
.

Then, from the fact that
∑𝓅

i=1

∑𝓅
j=1 θi(θj − θτj 1iג( = 0 and∑𝓅

i=1

∑𝓅
j=1(θi − θτi )θ

τ
j 2jג = 0, by utilizing [36, Lem. 1] to

deal with the asynchronous premises θτj and θj , one has

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j ζ

�(t)Πijζ(t)−��(t)��(t)

= ζ�(t)

⎡⎣ 𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j

(
Πij − (�i,j+𝓅 +�j+𝓅,i)

− (�i,j +�j,i)

2
− (�i+𝓅,j+𝓅 +�j+𝓅,i+𝓅)

2

)

+

𝓅∑
i=1

𝓅∑
j=1

θi(θj − θτj )

(
1iג − (�i,j +�j,i)

2

)

+

𝓅∑
i=1

𝓅∑
j=1

(θτi −θi)θτj
(
−2jג (�i+𝓅,j+𝓅+�j+𝓅,i+𝓅)

2

)⎤⎦ ζ(t)
≤ ζ�(t)

𝓅∑
i=1

𝓅∑
j=1

θiθ
τ
j (Πij +Θij)ζ(t) (53)

where 1iג − (�i,l+�l,i)
2 > 0 and 2jג − (�l+𝓅,j+𝓅+�j+𝓅,l+𝓅)

2 > 0
are ensured by (21) and (22), respectively. Thus, the proof is
completed. �
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