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Task-Based Network Reconfiguration in Distributed
UAV Swarms: A Bilateral Matching Approach

Dianxiong Liu , Zhiyong Du , Member, IEEE, Xiaodu Liu , Heyu Luan, Yitao Xu , and Yifan Xu

Abstract— In this paper, we study the problem of network
reconfiguration when unmanned aerial vehicle (UAV) swarms
suffer damage. Multiple UAVs are divided into several groups
to perform various tasks. Each master UAV is connected to the
ground control station and provides network services for small
UAVs that perform various tasks, ensuring that the information
of small UAVs can be transmitted back in a timely manner. When
master UAVs are destroyed due to factors such as jamming
or attacks, the associated small UAVs must select new master
UAVs for network service and cooperate with other small UAVs
to execute tasks. Based on the heterogeneity and relevance
of tasks, we model and analyze the task relationship among
different UAVs. Since both master UAVs and small UAVs have
respective optimization objectives in the network reconfiguration
process, we construct a many-to-one bilateral matching market
to model the interaction between master UAVs and small UAVs.
To realize an efficient solution for UAV network reconfiguration
in complex environments, we propose a distributed matching
algorithm and prove that the algorithm can converge to two-sided
stable matching. Simulation results indicate that the proposed
algorithm can significantly improve the task completion degree
of the network compared with three other algorithms.

Index Terms— UAV swarms, network reconfiguration, task-
based, bilateral matching game, stable matching.

I. INTRODUCTION

THE development of multi-unmanned aerial vehicle (UAV)
swarms has been widely studied for complex task coor-

dination [1]–[5]. Because the environment and tasks of UAVs
undergo real-time changes, maintaining the stability of com-
munication in such an environment is a critical issue for
multi-UAV networks [5]. UAVs must be flexibly deployed and
dynamically adjusted, especially for rapid network reorgani-
zation when UAV swarms are suddenly destroyed.
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Existing work focuses on scenarios in which UAVs provide
services to ground wireless networks, such as serving as
flight base stations to expand the coverage of ground cellular
networks or as relay nodes between ground terminals and
base stations [6]–[9]. In comparison, the internal commu-
nication of UAV swarms has not been thoroughly studied.
Some articles consider time-frequency resource scheduling,
power allocation, and routing optimization in UAV commu-
nication networks, where the environment is assumed to be
stable [10]–[12]. However, the problem of robust communica-
tion and network reselection in the case of emergencies has
not been considered. After a swarm crash, improper network
selection and resource allocation can lead to a decrease in
the overall efficiency of a system [13]. Therefore, network
selection strategies in UAV swarms are necessary.

Existing articles on network selection have focused on
ground cellular networks. The distribution of the network load
affects the throughput of users, so throughput has become
the main criterion to assess the quality of multiuser network
selection [14]–[16]. Moreover, the authors in [17] studied a
utility function related to bandwidth and delay. The above
studies provide some reference for the mathematical modeling
of UAV network selection but do not take the characteristics of
UAVs into consideration. Unlike ground devices, UAVs have
strong aerial mobility, allowing them to choose an appropriate
network by adjusting their location.

In addition, UAVs communicate with each other to complete
specific tasks rather than blindly pursuing the quality of com-
munication. The authors in [18] modeled the task assignment
problems of multi-UAVs as an integer programming problem
in the case of heterogeneous UAV types. The authors in [19]
established a task planning model, where the task execution
sequence was considered. In [20], a multi-UAV system was
used to convey collected data from isolated fields to a base
station, where UAVs collaborate in forwarding the collected
data to maximize the minimum battery level for all UAVs by
the end of the service time. The existing research has focused
on task allocation and ignored the resource optimization
problem of the network under established task conditions [18],
[19]. Although some related work has studied task allocation
and UAV communication network optimization [12], [20],
the network robustness and reconfiguration issues in complex
dynamic environments have been ignored.

In this paper, we aim to solve the problem of task-based
network reconfiguration in UAV swarms. UAVs are divided
into multiple task groups, where each UAV group consists of
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one master UAV and several small UAVs [21]. Master UAVs
coordinate with each other according to the task cooperation
relationship. Small UAVs complete tasks assigned by the mas-
ter UAV and occupy the network resources of the master UAV.
When the master UAV suffers damage and cannot provide
network service, small UAVs must quickly restore network
connections. They can adjust the network position according
to the task relevance and choose to access a new master UAV.
In this scenario, not only the quality of the connection and
bandwidth resources but also the consumption of propulsion
energy [22] should be considered.

In our previous works, we studied the internal commu-
nication of UAV groups [23], [24] without considering the
task-driven communication requirements of UAVs. In this
paper, we analyze the influence of task relationships on
network selection decisions. To investigate the task hetero-
geneity and relevance among UAV groups, we establish a task
relevance model. The social relationship model [25] provides
inspiration for the construction of the task relationship between
master UAVs and small UAVs. Based on the resource schedul-
ing strategy with service differentiation [26], the network
requirements of small UAVs with different task types are
distinguished. Moreover, a satisfaction function based on task
completion is designed, and the network access decision of
small UAVs is optimized to promote the task completion
degree.

The large-scale and dynamic network topology of UAV
groups makes it essential to select appropriate mathematical
methods under the considered conditions. Considering the
changing and uncertain network environment, a distributed
optimization model is proposed. For the bilateral communica-
tion demands of master UAVs and small UAVs, we model the
network selection problem as a bilateral many-to-one matching
market [27]. A matching game model with fast convergence
is constructed for rapid network reconfiguration facing UAV
swarm contingencies. The designed matching game does not
require global decision information, and the utility function is
easy to design and can satisfy the communication needs of
different UAVs [21].

Based on the matching model, we take the peer effects
among small UAVs and the dynamic quotas of master UAVs
into consideration [28], which cannot be done with tradi-
tional matching algorithms, such as deferred acceptance algo-
rithms [29]. Therefore, we propose a task-based distributed
matching algorithm for the reconfiguration of UAV networks.
Small UAVs access the appropriate master UAVs according to
their own task demands, and master UAVs allocate bandwidth
resources to small UAVs. We prove that the proposed algo-
rithm can converge to a stable solution rapidly and obtain a
better task completion degree when handling large-scale UAV
swarms. This approach can effectively solve the challenge
brought by the dynamic UAV network. The main contributions
of our work can be summarized as follows:

• We consider a task-based dynamic UAV network recon-
figuration problem in the case of master UAV destruction.
A tradeoff between the flight loss and available through-
put of UAVs is considered from the perspective of task
completion.

• A task relation model is established to account for task
heterogeneity and relevance among UAV groups. We ana-
lyze the task relevance between master UAVs and small
UAVs and distinguish the network requirements of small
UAVs with different tasks.

• We model the network service relationship between a
master UAV and small UAV as a many-to-one matching
market with peer effects and the dynamic match quota.
Moreover, a task-based satisfaction function is designed,
and the task completion degree can be improved by
optimizing the network access decision of small UAVs.

• A distributed algorithm for task completion degree per-
ception based on the matching game is proposed. The
proposed algorithm is proven to converge to a two-sided
stable matching, and the simulation results show that
the task completion degree of the proposed algorithm is
higher than that of other algorithms.

The rest of this paper is organized as follows. In Section II,
we present the system model. In Section III, we formulate
the network access problem. Then, we construct a many-to-
one matching market to solve the problem in Section IV.
Furthermore, we propose a distributed task completion-aware
network access algorithm in Section V and we present the
simulation results and performance analysis in Section VI.
Finally, we draw the conclusion in Section VII.

II. SYSTEM MODEL

We consider a UAV swarm consisting of N master
UAVs and M small UAVs, which are denoted by N =
{n1, n2, . . . , nN}, and M = {m1, m2, . . . , mM}, respec-
tively. Master UAVs are responsible for information gathering
and cooperating with other master UAVs. Master UAVs collab-
orate with each other to execute tasks, which are determined in
advance according to task planning. Each master UAV assigns
tasks and provides network services to its associated small
UAVs in its communication range. The small UAVs covered by
a master UAV share communication resources. In other words,
small UAVs represent the loads of the corresponding master
UAV. An example of the system model is shown in Fig. 1.
Some master UAVs may be temporarily unable to work due
to the impact of bad weather, power shortages, or other factors
during task execution. The small UAVs covered by these
master UAVs thus cannot obtain network services to complete
their tasks. In such situations, the network association must
be rebuilt. These small UAVs should seek network services
according to their mission requirements.

One master UAV provides a certain amount of bandwidth
for the small UAVs accessing it according to the needs of the
small drones, and small UAVs associated with the same master
UAV share the network bandwidth. The data rate of small UAV
m when it is associated with master UAV n is [13]:

θm,n = wm,nRm,n, (1)

where wm,n is the bandwidth allocation weight of small UAV
m for master UAV n, which is the number of allocated
subchannels. Rm,n is the data rate between small UAV m
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Fig. 1. An illustration of the considered scenario. 5 master UAVs are
responsible for information gathering and have a cooperative relationship with
some other master UAVs. Small UAVs are associated with different tasks and
rely on the master UAVs for network service. 2 master UAVs are destroyed,
and the associated small UAVs have to reselect master UAVs.

and master UAV n in a subchannel, which is determined by
the channel capacity as

Rm,n = Bn log2

�
1 +

Ptd
−2
m,n

σ2
n

�
, (2)

where Bn represents the bandwidth of each subchannel in
master UAV n’s network in Hz, Pt is the signal transmit
power of the master UAV network in each subchannel, and
dm,n is the distance between m and n. Since the link exists
between UAVs in the air, the channel power gain d−2

m,n

accounts for only path loss, which is dependent on the relative
positions of m and n. σ2

n is the environmental noise power
in network n. In the rest of this paper, network n refers
to the wireless access network provided by master UAV n.
All the networks of master UAVs work on different channels;
thus, there is no intermaster UAV interference. Moreover, the
Doppler effect due to UAV mobility is assumed to be perfectly
eliminated [22].

When some upper-level master UAVs cannot work due to
emergencies, their subordinate small UAVs cannot complete
existing tasks, so network reconfiguration is needed. When
small UAVs need to select a new network, they can change
their location to access a new master UAV, which will result in
certain flight energy losses. We hypothesize that small UAVs
fly to the relative area covered by a master UAV via the
shortest straight distance. The flight energy consumption [22]
can be defined as follows:

Em,n =
dm,n

V

�
c1V

3 +
c2

V

�
, (3)

where V is the given UAV speed and c1, c2 are constants
related to the weight of the aircraft and the external wind force.
The first term is the resistance consumption caused by air
friction during flight, which is proportional to the third power
of speed. The second term is the energy consumption required
to overcome lift. The energy consumption model is simplified
in this paper, and the proposed solution is not limited to
this specific flight energy consumption model. Other related

models could also be considered, such as the case with variable
UAV speed in [22] and rotary-wing UAV models in [8].

III. TASK COMPLETION-AWARE NETWORK ACCESS

PROBLEM FORMATION

In large-scale UAV networks, master UAVs collaborate to
complete investigation, monitoring, mapping, and other tasks
in specified areas [30]. The master UAV subdivides its tasks
into several subtasks and assigns them to its subordinate small
UAVs. Small UAVs connect with the master UAV according to
the task relationships. In this section, we formulate the small
UAV network access problem as maximizing the global task
completion degree of the network. The problem formulation
details are given in the following. Some main variables and
definitions are presented in Table I.

A. Task Relevance Formation

Small UAVs perform various tasks, such as terrain recon-
naissance, message passing, and communication link mainte-
nance. Some can obtain network services within the coverage
range of master UAVs, while others cannot due to the destruc-
tion of their master UAV. If tasks performed by these small
UAVs without network services are similar to those performed
by the existing master UAV, it is said that the small UAV and
master UAV have task relevance.

We model task relevance with regard to the small UAV and
the master UAV by means of graph models as G1 = �F , ε1�
and G2 = �F , ε2�, where F = N ∪M is the vertex set. ε1 and
ε2 are the directed edge sets of G1 and G2, respectively.
G1 models the task relevance from the perspective of small

UAVs. Each directed edge from a master UAV to a small
UAV represents a task-relevance association between them.
We assume that each small UAV attempts to connect to the
master UAV with the highest task relevance and the best net-
work services. To this end, we assign a weight to each directed
edge n → m as the task relevance index. Reference [31]
introduces Jaccard’s coefficient, which is defined as the size of
the intersection divided by the size of the union of the sample
sets. Here, we define the task relevance index Φn,m based on
Jaccard’s coefficient as

Φn,m =
|Jm ∩ Jn|
|Jm ∪ Jn| , (4)

where Jm and Jn denote the task sets of m and n, respec-
tively. Note that Jm ∩ Jn represents the common task types
between m and n, while Jm ∪ Jn is the total tasks in m
and n. A large value of Φn,m indicates that m shares strong
task relevance with n. For example in Fig. 1, m1 in n4 is
responsible for sending messages, and the master UAVs n4 and
n5 have subordinate small UAVs with the same tasks; thus,
m1 has task relevance with n4 and n5. Moreover, if the master
UAV has fewer subordinate small UAVs, it will have stronger
task relevance with ms. Thus, m1 has more task relevance
with n4 than with n5. Therefore, we define the throughput�θm,n of small UAV m accessing master UAV n as:�θm,n = Φn,mθm,n, (5)
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TABLE I

NOTATION LIST

where Φn,m represents the proportion of throughput that small
UAV m can obtain from the newly selected master UAV.

From the perspective of master UAVs, each directed edge
m → n in G2 represents a task-relevance tie from m to n.
Task relevance here indicates that if the two UAVs have more
common tasks, the master UAV can obtain more data from
the small UAV. Hence, each master UAV wants to accept the
small UAV with the highest task relevance. We define the task
relevance index as the ratio between the current information
resource of n and the total amount of information given by m:

Θm,n =
Kn,m

Km,n + Kn,m
, (6)

where Km,n is the information source or data that n can obtain
from m and Kn,m is the information resource in n that has
the same task type as m. These two parameters reflect the
information gain that master UAV n could achieve from small
UAV m, which may be conceptual. For example, as shown
in 1, master UAV n5 with two small UAVs for sending mes-
sages and one small UAV providing wireless communication
has stronger task relevance with the small UAV for sending
messages than it does with the small UAV that provides
wireless communication. That is, the task relevance indices
are 2

1+2 and 1
1+1 , respectively. Clearly, the task relationships

between master UAVs and small UAVs can be viewed from
the above two perspectives. Fig. 2 shows the task relevance
illustration of Fig. 1 without directed edges.

B. Task-Driven Satisfaction Function

In addition to the different types of tasks, each small
UAV has a different demand for network resources. Small

Fig. 2. The task relevance graph of Fig. 1. Note that only undirected edges
are shown in the figure and directed edge weights can be determined by (4)
and (6).

UAVs do not blindly pursue maximization of throughput but
seek a master UAV that can satisfy its task communication
requirements. The master UAV allocates its network resources
to small UAVs to maximize the overall UAV satisfaction,
namely, the task completion degree. In this paper, the tasks of
small UAVs are divided into two types: real-time UAV tasks
and elastic UAV tasks.

1) Real-Time UAV Tasks: Real-time UAV tasks have strict
network transmission requirements and specific throughput
threshold requirements; only when this threshold is reached
can communication tasks be completed. For example, the
master UAV performs monitoring tasks and assigns one sub-
ordinate small UAV to perform real-time video monitoring.
The purpose of this task is to implement continuous video
transmission, and to reach the throughput threshold, flight loss
can be neglected. The satisfaction function is given as [32]:

g
��θm,n

�
=

�
1,

0,

�θm,n ≥ �θreal-time�θm,n < �θreal-time
, (7)
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where �θreal−time is the throughput threshold of real-time UAV
tasks. When the throughput threshold is reached, a small
UAV can complete the task and the satisfaction degree is 1;
otherwise, the satisfaction degree is 0.

2) Elastic UAV Tasks: Some small UAVs can send back
images and terrain information for specified areas. Such
missions are not performed in real time and do not have
strict throughput requirements. We call these tasks elastic
UAV tasks [33]. For elastic UAV tasks, the tradeoff between
throughput and flight loss is considered, and the satisfaction
function is shown below:

h
��θm,n

�
=
�θm,n − βEm,n�θelastic

, (8)

where β is a normalization factor between throughput and
flight loss and �θelastic is the peak throughput requirement for
small UAVs with elastic tasks. The satisfaction of UAVs
increases as the available throughput improves. Notably, the
proposed optimization problem and framework do not impose
specific requirements on the satisfaction functions, and other
forms, such as considering one of the two factors in the
objective and the other in a constraint, could be used. An in-
depth study of the satisfaction function design is beyond the
scope of this work.

C. Optimization Problem

Due to the bandwidth-sharing nature of small UAVs associ-
ated with the same master UAV, the master UAV selection
decisions of all small UAVs and the bandwidth allocation
weights of the master UAVs affect the satisfaction functions
of the small UAVs. Denote the master UAV selection vector
by a = (a1, a2, . . . , aM ), where am ∈ N denotes the
master UAV selected by small UAV m. Denote the bandwidth
allocation matrix by w = {wm,n} subject to i). Wam ≥
wm,am > 0 and wm,n = 0, ∀n 
= am; ii).

�
m∈Mn

wm,n ≤
Wn, ∀n ∈ N . Given a and w, the utility of small UAV m
can be defined as

fm (a, w)=

⎧⎨⎩g
��θm (a, w)


, if m is a real-time task UAV

h
��θm (a, w)


, if m is an elastic task UAV,

(9)

where �θm (a, w) and �θm (a, w) are the satisfaction degrees
calculated by (7) and (8), respectively.

Then, we can define the optimization problem as maximiz-
ing the global task completion degree, that is,

max
a∈A,w∈W

�
m∈M

fm (a, w), (10)

where A and W are the feasible sets of a and w, respec-
tively. The goal of the problem is to establish an associ-
ation relationship between small UAVs and master UAVs
and allocate resources reasonably to ensure the task com-
pletion of each small UAV. Considering the different task
requirements, combined with the throughput and flight loss
of small UAVs, the small UAV association problem is similar
to a combinatorial optimization problem [34], apart from the
bandwidth weight allocation. Finding the optimal solution in a

centralized manner would be expensive, and the computational
complexity is high, especially when the network scale is large.
Therefore, we construct a self-organized network optimization
architecture to solve the problem.

IV. TASK COMPLETION-AWARE NETWORK ACCESS

SYSTEM AS A MATCHING MARKET

In this section, a distributed solution framework is proposed
by reformulating the optimization problem as a matching
market.

A. Matching Market Formation

Note that only the small UAVs that are out of network
service require network reconfiguration, that is, reselecting a
master UAV to access. For notational simplicity, M is reused
to denote the set of small UAVs out of network service. The
throughput of small UAVs is related to the transmission speed
of the master UAV network and the bandwidth allocation
weight the master UAV can provide. Due to the limited
bandwidth of the master UAV, the number of small UAVs it can
accommodate is limited. To ensure the service quality of static
small UAVs (those that have stable network service and do
not require network reconfiguration), we employ a simple and
efficient “first-come-first-served” bandwidth allocation policy:
when sufficient bandwidth is available, the master UAV meets
the demand of a newly accessed small UAV; otherwise,
the remaining bandwidth resources of the master UAV are
allocated. Accordingly, the weight wm,n for small UAV m
prepared to access master UAV n is as follows:

wm,n = min

�
w∗

m,n, Wn −
�

i∈Mn

wi,n

�
, (11)

where Mn is the set of small UAVs that have been associated
with master UAV n and Wn is the total number of subchannels
in master UAV n’s network. Thus, the total bandwidth of
master UAV n is WnBn, Wn −�i∈Mn

wi,n is the remaining
bandwidth resource of the master UAV, and w∗

m,n represents
the weight required to satisfy small UAV n’s throughput
requirement when associated with master UAV n. According
to the throughput requirement, the desired weight for real-time
task small UAVs is w∗

m,n = wm,n|�θm,n=�θreal−time
, and that for

elastic task small UAVs is w∗
m,n = wm,n|�θm,n=�θelastic

.
The above assumption implies that the bandwidth allocation

policy is determined; thus the remaining focus for the problem
of (10) is optimizing the master UAV selection for small UAVs
M. To this end, we propose a distributed method based on a
two-sided matching game, in which a bilateral decision player
makes the right decisions according to its preferences [27].
The main advantages of the matching game model are as
follows: 1) it establishes the preference relationship according
to the individual needs of small UAVs and master UAVs; 2) it
belongs to a distributed resource allocation method, which can
efficiently obtain a stable solution by employing the individual
strategies of game players.

Definition 1: A two-sided matching game is defined by two
sets of players (M,N ) and two preference relations �m,�n.
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Each player m ∈ M; n ∈ N builds a list of preferred players
to be selected from the other side. The matching items in M
and N are sorted by preference. The matching game can be
represented as [27],

G (M,N ,�m,�n, qm, qn) , (12)

where � is the matching preference relation. This relationship
is a complete, transitive, and reflective duality in M and N .
Each player ranks the matching items in the opposite user set
by preference. The maximum number of users that each player
can match is called the matching quota q. Once the matching
relation of the decision maker is established, the matching
game model is constructed.

The network selection interaction between the master UAVs
N and the small UAVs M outside of network service can be
treated as a matching game. In the rest of this section, detailed
models of the matching preference are proposed.

B. Small UAVs’ Preference

Due to the various tasks performed by small UAVs, their
preferences for master UAVs differ. For the two different tasks,
the matching rule is formulated as follows.

For real-time UAV tasks, each small UAV m finds a master
UAV network to satisfy the threshold requirement. Real-time
task UAVs select a master UAV network according to

g
��θm,n

�
→ 1 ⇒ find

��θm,n � �θreal−time

�
. (13)

According to the throughput demand of small UAVs with real-
time tasks, the preference relation can be expressed as:

n �m n� ⇔
��θm,n ≥ �θreal−time�θm,n� < �θreal−time.

(14)

That is, master UAV n that can reach the throughput threshold
will receive a higher priority than master UAV n� that cannot
meet the throughput threshold. In addition, if two master UAVs
can satisfy the throughput threshold, they will have equal
priority. The master UAV that provides the greatest throughput
will be selected first because the higher the throughput is, the
greater the chances that small UAVs will be accepted by the
master UAV. If the throughput provided by master UAV n does
not reach the throughput threshold, n will not appear in the
preference list of small UAV m.

For elastic UAV tasks, small UAVs are concerned about
the flight loss caused by flying to the coverage area of the
master UAV network. Therefore, when a small UAV wants to
access a master UAV network, it seeks the maximum utility
after a compromise between the two aspects. The elastic task
small UAV selects a master UAV according to

max
n∈N

h
��θm,n

�
. (15)

Accordingly, the preference relationship of elastic task UAV
m can be expressed as:

n �m n� ⇔ h
��θm,n

�
> h

��θm,n�
�

. (16)

A master UAV providing greater utility will receive a higher
priority. In this regard, the preference list of a small UAV is
sorted from high to low in terms of utility.

Following the above modeling and analysis, each small UAV
forms its preference list according to its task requirements,
where elements in the list are the master UAV networks.

C. Master UAVs’ Preference

Master UAVs’ admission decision for small UAVs is
assumed to be determined by two factors: task relevance and
network switching overhead. As mentioned previously, the task
relevance between master UAVs and small UAVs depends
on their tasks. For the master UAV, the more relevant the
task is, the more information it can obtain from small UAVs.
On the other hand, a small UAV will incur network switching
overhead when it switches to a master UAV that has no cooper-
ative relationship with its former master UAV. To improve the
efficiency of its network service, each master UAV requires
that the overhead caused by small UAVs during network
switching be as small as possible. Therefore, we define the
optimization function of master UAV n as maximizing Fn (m),

max
m∈M

Fn (m) = Θm,n − γSm,n, (17)

where Θm,n is the task relevance index defined in (6), Sm,n

is the network switching overhead, and γ is a normalization
factor. The proposed solution is not limited to specific opti-
mization objective models. Other modeling approaches, such
as optimizing one of the two factors in the objective and
treating the other as a constraint, could also be feasible.

We consider the time loss during network switching as
the overhead. Note that master UAVs with cooperative rela-
tionships have the same network signal transmission mode
[35]. Master UAVs with different cooperative relations vary in
terms of network launch mode, working frequency, physical
layer, and network coverage [13]. For example, a UAV with
a collaborative detection task has a relatively wide coverage
area but relatively scattered signals, while a UAV with a
real-time information delivery task has relatively strong signals
but a relatively small coverage area. If a small UAV without
network service connects to a master UAV with no cooperative
relationship with the small UAV’s original master, the small
UAV must switch its network protocol or signal reception
mode. Thus, the network switching overhead is not uniform
[36] but depends on the specific case.

Denote the previously associated master UAV of small
UAV m by ām. According to the cooperative relationship
and electromagnetic environment diversity between ām and
n, there are three switching cases. Case 1: ām and n have
a cooperative relationship under the same electromagnetic
environment; Case 2: ām and n have no cooperative rela-
tionship under the same electromagnetic environment; and
Case 3: ām and n have no cooperative relationship under
different electromagnetic environments. We define the network
switching overhead in the following three switching cases by

Sm,n =

⎧⎪⎨⎪⎩
s1, network switching case 1
s2, network switching case 2
s3, network switching case 3

. (18)

The following relationship holds

s3 > s2 > s1 = 0. (19)
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We can see from (17) that master UAVs are more inclined to
accept small UAVs with high task relevance and low network
switching costs. Thus, for two small UAVs m and m�, the
preference of master UAV n is as follows:

m �n m� ⇔ Fm,n > Fm�,n. (20)

If the small UAVs lead to equal utility, that is, Fm,n = Fm�,n,
the master UAV will further consider the distance dm,n.
A smaller dm,n corresponds to less flight time for the small
UAV, which results in higher network efficiency. Therefore,
the master UAV is inclined to select nearby small UAVs, that
is,

if Fm,n = Fm�,n,

then m �n m� ⇔ dm,n < dm�,n. (21)

The preference list of the master UAV reflects the considera-
tion of overall network efficiency. The selection of small UAVs
is also conducted.

D. Peer Effects and Dynamic Quotas

A simple example is given to introduce peer effects among
UAVs. Consider three small UAVs m1, m2, m3 and master
UAV n with (m1, n)�n (m2, n)�n (m3, n). If the initial
optimal network choice for m2 is n and m1 chooses master
UAV n, n will prefer m1. If small UAV m2 is connected to
master UAV n and the remaining bandwidth of master UAV
n is insufficient, the bandwidth weight of small UAV m2 is

w∗
m2,n > Wn − wm1,n. (22)

The throughput obtained by m2 will be less than expected;
that is, only m2 accesses n. This problem is a typical peer
effect that arises in matching games [28]. Since the network
choices of small UAVs influence each other, each small UAV is
concerned not only about what kind of master UAV to choose
but also what kinds of small UAVs should become its “peers”.
In this situation, if the remaining bandwidth resources of n
cannot meet the requirements of m2, m2 can choose another
master UAV network.

In addition, the number of resources and matching quotas
of players are generally fixed in previous matching game
research. However, in UAV systems, each small UAV has
individual throughput and flight loss requirements, and dif-
ferent tasks lead to dynamic communication requirements.
The matching process is much more complicated in such
network scenarios. For example, even though m2 has other
network choices at this time, m3 would be rejected by n due
to the access of m2. The remaining bandwidth resources of
n would be wasted in a traditional matching game because
the rejected player would no longer consider a network that
rejected it previously [29]. However, if m3, which has lower
priority, is allowed to access n and meet its throughput
requirement while m2 accesses another feasible master UAV,
the waste of resources can be prevented. Therefore, previous
matching methods are not suitable for network environments
with dynamic quotas and peer effects. Thus, a new matching
algorithm should be designed in which small UAVs can
dynamically change preference lists in real time to find the
best matching result.

V. PROPOSED DISTRIBUTED TASK COMPLETION-AWARE

NETWORK ACCESS ALGORITHM

Due to the peer effects and various requirements of small
UAVs, the network-access strategy of a small UAV may
be affected by the selection results of other UAVs. In the
case of limited network resources, small UAVs whose task
requirements are not met will rebuild their preferences list and
restart the matching cycle. Unlike in the traditional deferred
acceptance algorithm [29], a master UAV can accept a small
UAV that it has previously rejected, and a small UAV that has
been accepted can later be rejected from the network because
of a lower priority. The existence of peer effects and dynamic
quotas makes it difficult for traditional deferred acceptance
algorithms to converge to a stable solution. Therefore, a new
method based on the UAV swarm is designed to solve this
problem.

A. Proposed Task Completion-Aware Matching Algorithm

As shown in Algorithm 1, the distributed task completion-
aware network-access algorithm consists of two main stages:
the establishment of a bilateral preference list and matching
evaluation.

In the first stage, the master UAV builds its matching
preference list according to its location information and task
requirements. Due to the influence of peer effects, each small
UAV does not know the actual throughput it can obtain before
it is connected to a master UAV. Small UAVs build their
matching preference lists according to the task relevance and
the distance from the master UAV. In the second stage, each
small UAV applies to the highest-priority master UAV, and
master UAVs select small UAVs according to their preference
list and available bandwidth resources. Small UAVs experience
one of three possible outcomes: “accepted”, “accepted with
insufficient resources” or “rejected”. If the allocated resources
are insufficient, a small UAV will update its preference list
and apply it to the next priority master UAV. If no alternative
choice exists, the original strategy will be maintained. If the
small UAV finds a better option and changes its network
choice, then the rest of the network resources can be allocated
to other small UAVs that have been rejected by the network.

The proposed algorithm takes into account the task require-
ments of small UAVs. To reduce the time delay, the master
UAV allocates bandwidth reasonably to meet the needs of
small UAVs. Importantly, the proposed algorithm allows small
UAVs to update their preference lists in real time considering
peer effects and dynamic quotas. Moreover, the network
resource allocation converges to a stable matching.

B. Convergence and Stability of the Algorithm

Stable matching is a key factor in the optimization of match-
ing games [27]. Denote the set of all feasible matching rules
between M and N by Π . Let μ ∈ Π be a feasible matching
rule, and let μ (m) and μ (n) be the corresponding matching
players of m and n on the other side under matching rule μ,
respectively. In the following, stable matching is defined, and
we prove that the proposed algorithm can converge to stable
matching in a finite number of iterations.
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Algorithm 1 Task Completion-Aware Matching Algorithm
1: Input: The position information, flight speed, communication

environment, tasks, and other related information of master UAVs
and small UAVs.

2: Stage I: Build preference lists for small UAVs and master
UAVs

3: The preference lists of small UAVs are constructed according to
(14) and (16).

4: The preference lists of master UAVs are constructed according
to (20) and (21).

5: Stage II: Matching evaluation
6: Each small UAV m applies for master UAVs according to its

initial preference list.
7: loop
8: Each master UAV n accepts applicants according to the prefer-

ence list.
9: if the remaining bandwidth resource of selected master UAV n

is insufficient to meet the requirements of m then
10: wm,n = Wn −�i∈Mn

wi,n

11: end if
12: if small UAV m can’t get sufficient resource then
13: m updates its preference list
14: end if
15: if m applies for n, and all bandwidth resources of n have been

occupied, then
16: Denote the small UAV with the lowest priority in Mn as m�.
17: if m �n m� then
18: if wm�,n > w∗

m,n then
19: m is accepted by master UAV n and allocated the

bandwidth weight wm,n = w∗
m,n.

20: m� updates the allocated bandwidth by wm�,n =
wm�,n − w∗

m,n, as well as its preference list.
21: else
22: m is accepted by master UAV n and allocated the

bandwidth weight wm,n = wm�,n.
23: m updates its preference list because of the insufficient

resources.
24: m� is removed from the network and update its prefer-

ence list.
25: end if
26: else
27: m updates the preference list and deletes master UAV n in

the list.
28: end if
29: end if
30: if The matching list of m has been looped then
31: m restarts the matching list loop.
32: end if
33: Each small UAV allocated with insufficient resource in its

master UAV will apply for the next master UAV in the list.
If there is no better choice, it will stay in current master UAV;
otherwise, it accesses the new master UAV.

34: Repeat the loop until no small UAV can improve its master
UAV selection during the matching.

35: end loop

Definition 2: A stable matching μ means that no pair of
{(m, n)|m ∈ M, n ∈ N} can block the matching result [27]:


 ∃ (m, n) s.t. m�nμ (n) and n�mμ (m) . (23)

Theorem 1: The proposed algorithm will converge to a
stable matching of the game after a finite number of iterations.

Proof: In the UAV network-access scenario, the number of
small UAVs and master UAVs are finite, so the preference lists
are limited. Ideally, a small UAV can complete its matching

connection before the end of the preference lists loop. For
small UAV m that prefers to access master UAV n:

n �m n�, ∀n� ∈ N , n� 
= n (24)

Due to the limited bandwidth of master UAVs, the bandwidth
requirement of small UAVs may not be satisfied. Suppose that
a small UAV m is not satisfied with its current matching result
after the first round of matching, which means that it is rejected
by all the master UAVs or the master UAV n cannot allocate
sufficient bandwidth. n will restart its matching list cycle to
find a better option. The matching results and subsequent
decisions of m are influenced by its peers who choose the
same master UAV and the bandwidth resources of the selected
master UAV. Suppose that n now selects master UAV n0:

1) If all the bandwidth resources of n0 have been allocated
and all the small UAVs currently associated with n0 are
preferred over m, then

m� �n0 m, ∀m� ∈ Mn0 . (25)

If no small UAV in Mn0 changes its current selection,
m will not be accepted by n0.

2) If there is some m0 in Mn0 in the existing matching
result,that has a lower priority than that of m and the
occupied resources of m0 can satisfy the requirement of
m, that is, �

∃m0 ∈ Mn0 , m �n0 m0

wm0,n > w∗
m,n0

, (26)

then m occupies partial bandwidth resources of m0 to
satisfy its requirement, and the matching list of m0 will
be updated due to insufficient resources.

3) If there is some m0 in Mn0 of the existing matching
result that has a lower priority than m, and the occupied
resources of m0 cannot meet the requirement of m, that
is, �

∃m0 ∈ Mn0 , m �n0 m0

wm0,n0 � w∗
m,n0

. (27)

m0 will be removed from master UAV n0, update its
preference list and delete master UAV n0. The matching
list of m is then updated due to insufficient resources.

Based on the current matching results and the remaining
resources of the master UAV, small UAVs decide whether to
maintain the current matching or replace the matched network.
This scheme enables all the bandwidth resources of the master
UAV to be effectively utilized. Since the matching process
follows the preference relationship, the proposed algorithm
ensures convergence. Therefore, following the matching pref-
erence relationship, these players will not form matching terms
that hinder existing matches. The proposed algorithm ensures
that the network resource allocation achieves a two-sided
stable matching.

VI. SIMULATION RESULTS

A. Simulation Settings

UAV groups are assumed to be distributed in a three-
dimensional plane, where several heterogeneous master UAVs
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Fig. 3. The initial UAV swarm with 30 assigned UAVs and 20 small UAVs.

are deployed in the network with coverage radii of 5km or
3km. These master UAVs have different network coverages
and bandwidths. In addition, some small UAVs are randomly
assigned in each network coverage area for the original load
of master UAVs, which are called assigned UAVs. The prop-
erties, such as the position of the small UAVs, are randomly
generated in each sample. An example of an initial network
topology is shown in Fig. 3, where black squares are master
UAVs, green circles, black diamonds, yellow triangles, and
blue asterisks represent associated assigned UAVs of the four
master UAVs, respectively, and red squares represent small
UAVs that are outside of network service due to master
UAV failure. The transmission bandwidth of the master UAVs
is 5MHz or 10MHz, the transmit power of the master
UAVs is 25dBm, and the environmental noise power is set
to σ2

n = 10−7W . The relative speed of the small UAVs is
V = 100km/h, c1 = 9.26×10−4, and c2 = 2250 based on the
classic model of aircraft energy consumption in aerodynamics
theory [22].

B. Convergence Behavior

We first test the convergence performance of the proposed
algorithm. As shown in Fig. 3, we consider 30 assigned
UAVs and 20 unassigned UAVs that need to select a master
UAV. The 3-dimensional locations of the 4 master UAVs
are [500 m, 500 m, 500 m], [2000 m, 500 m, 500 m],
[600 m, 1600 m, 500 m], and [2100 m, 1600 m, 500 m],
respectively. The matching results after a single run are shown
in Fig. 4. The 20 unassigned small UAVs are relatively evenly
distributed, and master UAVs with more bandwidth resources
can accept more small UAVs. Fig. 5 records the network
selection decision behavior of the 20 unassigned small UAVs,
where each curve represents the evolution of one small UAV’s
network selection result and the y-axis is the master UAV
index (0 indicates that the small UAV is rejected by all
master UAVs). All the small UAVs reach stable network access
in 14 iterations. The average task completion degree of the
network in Fig. 6 also indicates that the algorithm converges
in approximately 14 iterations. Moreover, the average task
completion degree is approximately an increasing function of
the iteration index. This is because the bandwidth allocation

Fig. 4. The final network topology of Fig. 3 after the proposed algorithm
converged.

Fig. 5. Small UAVs’ network selection behaviors during a sample run of
the proposed algorithm. Note that some curves overlapped.

Fig. 6. The average task completion degree of the network during a sample
run of the proposed algorithm.

policy and the matching rule of the algorithm ensure that
the global optimization objective continues improving in each
iteration.
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Fig. 7. The average number of iterations to converge for the proposed algo-
rithm with different assigned UAV numbers and unassigned UAV numbers.

To further study the convergence performance of the pro-
posed algorithm, Fig. 7 compares the convergence speed in
different cases. As shown in the figure, the average number of
iterations for convergence generally linearly increases as the
number of unassigned small UAVs increases. Nevertheless, the
algorithm converges in fewer than 20 iterations in all cases.
Interestingly, the convergence speed does not slow when the
number of assigned UAVs increases. Specifically, when the
number of assigned UAVs is 20, the algorithm convergence
speed is worse than that in the cases of 25 and 30 unassigned
small UAVs. The underlying reason is that fewer assigned
UAVs corresponds to more available bandwidth, which leads
to a larger optimization space and a longer convergence
time. This phenomenon indicates that the proposed algorithm
can effectively handle decision optimizations in the case of
insufficient resources, and the whole system can converge
quickly.

Finally, we study the reconfiguration process when one
of the master UAVs is destroyed during the matching iter-
ation. We consider a scenario in which master UAV 4
([2100 m, 1600 m, 500 m]) is destroyed before the algorithm
converges, as shown in Fig. 8. As a result, five assigned
UAVs (black diamonds) and two unassigned small UAVs (red
squares) that initially move to the network for service become
out of network service. The proposed algorithm still converges
to a stable topology, as shown in Fig. 9: two unassigned small
UAVs and three assigned UAVs move to and access master
UAV 3; one assigned UAV accesses master UAV 1; and one
assigned UAV accesses master UAV 2. Fig. 10 shows that
although the failure of master UAV 4 leads to a significant
decline in the average task completion degree, the network can
reconfigure quickly (approximately 5 iterations) and achieve
satisfactory global performance.

C. Performance Comparison of Task Completion Degree

To analyze the algorithm performance, we compare the pro-
posed matching algorithm with the following three approaches.

1) Distance priority algorithm, which considers the dis-
tance between the small UAV and the master UAV,

Fig. 8. A sample scenario: master UAV 4 is destroyed.

Fig. 9. The reconfigured network topology of Fig. 8.

Fig. 10. The average task completion degree of the network during the
reconfiguration process.

where the small UAV selects the nearest master UAV
for access.

2) Task-relevance priority algorithm, which considers the
task relevance between the master UAV and the small
UAV, where small UAVs choose to access the master
UAV with the strongest task relevance.

3) Random access algorithm, where small UAVs are ran-
domly connected to any master UAV with idle resources.

The above network of 4 master UAVs is considered. In each
algorithm, a fixed number of UAVs are randomly distributed
outside the network coverage area of all master UAVs, and
they need to select a master UAV to access. The task comple-
tion degree is taken as the average of 1000 independent algo-
rithm runs (randomly generated distributions of unassigned
small UAVs) for each algorithm.
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Fig. 11. The impact of unassigned small UAV number on the average
task completion degrees of different algorithms when 30 assigned UAVs are
randomly distributed in 4 master UAVs.

Fig. 12. The impact of assigned UAV number on the average task completion
degrees of different algorithms when 20 unassigned small UAVs are randomly
distributed in 4 master UAVs.

Fig. 11 presents the impact of the number of unassigned
small UAVs on the task completion degree with 30 assigned
UAVs. Clearly, except for that of the random algorithm, the
performance generally declines as the number of unassigned
small UAV numbers increases. This is because the limited
network resources cannot meet the communication needs of a
large number of small UAVs, and some small UAVs have no
network to access. However, the proposed algorithm outper-
forms the other three algorithms, and the random algorithm
is the worst in all cases. The reason is that the proposed
algorithm takes the task relevance of UAVs into account and
performs specific modeling for UAVs’ task completion degree.

As shown in Fig. 12, we study the impact of the number
of assigned UAVs on the task completion degree. The results
show a similar trend with that in Fig. 11: as the number of
assigned UAVs increases, the performance of the 4 approaches
declines. The proposed algorithm again outperforms the other
three algorithms. Since a small UAV can dynamically change

Fig. 13. The impact of each master UAV’s total bandwidth on the average
task completion degrees of different algorithms with 20 unassigned small
UAVs and 30 assigned UAVs.

Fig. 14. The impact of master UAV number on the average task com-
pletion degrees of different algorithms with 20 unassigned small UAVs and
30 assigned UAVs.

its preference list according to changes in network bandwidth
resources, unassigned small UAVs following the proposed
algorithm can reasonably occupy the remaining resources in
the network. Therefore, the worst performance of the proposed
algorithm is approximately 0.75, which is much better than
that of the other three algorithms.

As shown in Fig. 13, we study the impact of the total
bandwidth of each master UAV on the average task com-
pletion degree. The subchannel bandwidth of each master
UAV is Bn = 10kHz, and we vary Wn to change the
total bandwidth of each master UAV. The performance of
the proposed algorithm is significantly better than that of the
other three algorithms. In addition, the average task completion
degree of the proposed algorithm increases rapidly as the
total bandwidth of the network increases, while the other
three algorithms do not show such a relationship. For the
proposed algorithm, as the bandwidth increases, more small



LIU et al.: TASK-BASED NETWORK RECONFIGURATION IN DISTRIBUTED UAV SWARMS: BILATERAL MATCHING APPROACH 2699

UAVs can obtain satisfactory bandwidth, thereby increasing
the global task completion degree. For the other algorithms,
small UAVs blindly access the master UAV network but cannot
satisfactorily satisfy the task requirements. Therefore, the
proposed algorithm can fairly effectively utilize the bandwidth
of master UAVs.

In Fig. 14, the impact of the number of master UAVs on
the average task completion degree is simulated. The locations
of the master UAVs are randomly generated, and the band-
width and communication ranges vary across master UAVs.
Generally, the total bandwidth of the network increases as the
number of master UAVs increases. The proposed algorithm
is superior to the other three algorithms, and it drives small
UAVs to find the master UAV with the highest task relevance
rather than simply maximizing throughput. On the other hand,
the other 3 approaches fail to accurately assess master UAVs
from the perspective of task relevance. Therefore, their task
completion degrees are not significantly improved.

VII. CONCLUSION

This paper studied the problem of reconfiguration of UAV
networks driven by tasks. For the scenario of master UAVs
providing network service for small UAVs, we proposed a
task relevance model among UAVs. Considering the different
UAV task requirements, we designed a satisfaction function
based on task completion. The task completion degree was
improved by optimizing the network selection decisions of
small UAVs. The master UAV network section interaction
between master UAVs and small UAVs was modeled by
a many-to-one matching game, and a distributed matching
algorithm based on task completion was proposed to solve
the peer effects and dynamic quota problems in the proposed
model. We proved that the algorithm converges to a two-sided
stable matching. Furthermore, the simulation verified that the
algorithm improves the task completion degree of the global
UAV network.
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works (FANETs): A survey,” Ad Hoc Netw., vol. 11, no. 3,
pp. 1254–1270, 2013.

[6] T. Shafique, H. Tabassum, and E. Hossain, “End-to-end energy-
efficiency and reliability of UAV-assisted wireless data ferrying,” IEEE
Trans. Commun., vol. 68, no. 3, pp. 1822–1837, Mar. 2020.

[7] M. Mozaffari, W. Saad, M. Bennis, and M. Debbah, “Unmanned
aerial vehicle with underlaid device-to-device communications: Perfor-
mance and tradeoffs,” IEEE Trans. Wireless Commun., vol. 15, no. 6,
pp. 3949–3963, Jun. 2016.

[8] Y. Zeng, J. Xu, and R. Zhang, “Energy minimization for wireless
communication with rotary-wing UAV,” IEEE Trans. Wireless Commun.,
vol. 18, no. 4, pp. 2329–2345, Mar. 2019.

[9] D. Liu et al., “Opportunistic data collection in cognitive wireless sensor
networks: Air–ground collaborative online planning,” IEEE Internet
Things J., vol. 7, no. 9, pp. 8837–8851, Sep. 2020.

[10] K. Yao et al., “Self-organizing slot access for neighboring cooperation
in UAV swarms,” IEEE Trans. Wireless Commun., vol. 19, no. 4,
pp. 2800–2812, Apr. 2020.

[11] A. M. Koushik, F. Hu, and S. Kumar, “Deep Q-learning-based node
positioning for throughput-optimal communications in dynamic UAV
swarm network,” IEEE Trans. Cogn. Commun. Netw., vol. 5, no. 3,
pp. 554–566, Sep. 2019.

[12] J. Chen et al., “Joint task assignment and spectrum allocation in
heterogeneous UAV communication networks: A coalition formation
game-theoretic approach,” IEEE Trans. Wireless Commun., vol. 20,
no. 1, pp. 440–452, Jan. 2021.

[13] Z. Du, Q. Wu, and P. Yang, “Dynamic user demand driven online
network selection,” IEEE Commun. Lett., vol. 18, no. 3, pp. 419–422,
Mar. 2014.

[14] W. Wang, X. Liu, J. Vicente, and P. Mohapatra, “Integration gain of
heterogeneous WiFi/WiMAX networks,” IEEE Trans. Mobile Comput.,
vol. 10, no. 8, pp. 1131–1143, Aug. 2011.

[15] I. Malanchini, M. Cesana, and N. Gatti, “Network selection and resource
allocation games for wireless access networks,” IEEE Trans. Mobile
Comput., vol. 12, no. 12, pp. 2427–2440, Dec. 2013.

[16] P. Coucheney, C. Touati, and B. Gaujal, “Fair and efficient user-
network association algorithm for multi-technology wireless networks,”
in Proc. IEEE 28th Conf. Comput. Commun. (INFOCOM), Apr. 2009,
pp. 2811–2815.

[17] E. Stevens-Navarro, Y. Lin, and V. W. S. Wong, “An MDP-based vertical
handoff decision algorithm for heterogeneous wireless networks,” IEEE
Trans. Veh. Technol., vol. 57, no. 2, pp. 1243–1254, Mar. 2008.

[18] E. Edison and T. Shima, “Integrated task assignment and path opti-
mization for cooperating uninhabited aerial vehicles using genetic algo-
rithms,” Comput. Oper. Res., vol. 38, no. 1, pp. 340–356, 2011.

[19] Z. Junwei and Z. Jianjun, “Study on multi-UAV task clustering and task
planning in cooperative reconnaissance,” in Proc. 6th Int. Conf. Intell.
Human-Mach. Syst. Cybern., Aug. 2014, pp. 392–395.

[20] A. M. Almasoud, M. Y. Selim, A. Alqasir, T. Shabnam, A. Masadeh,
and A. E. Kamal, “Energy efficient data forwarding in disconnected
networks using cooperative UAVs,” in Proc. IEEE Global Commun.
Conf. (GLOBECOM), Dec. 2018, pp. 1–6.

[21] D. Liu et al., “Self-organizing relay selection in UAV communication
networks: A matching game perspective,” IEEE Wireless Commun.,
vol. 26, no. 6, pp. 102–110, Dec. 2019.

[22] Y. Zeng and R. Zhang, “Energy-efficient UAV communication with
trajectory optimization,” IEEE Trans. Wireless Commun., vol. 16, no. 6,
pp. 3747–3760, Jun. 2017.

[23] X. Liu, Y. Xu, D. Liu, X. Chen, Z. Du, and X. Dong, “Group-based
association for UAV networks,” in Proc. 3rd IEEE Int. Conf. Comput.
Commun. (ICCC), Dec. 2017, pp. 394–399.

[24] D. Liu, J. Wang, Y. Xu, Y. Xu, Y. Yang, and Q. Wu, “Opportunistic
mobility utilization in flying ad-hoc networks: A dynamic matching
approach,” IEEE Commun. Lett., vol. 23, no. 4, pp. 728–731, Apr. 2019.

[25] D. Wu et al., “Physical–social-aware D2D content sharing networks:
A provider–demander matching game,” IEEE Trans. Veh. Technol.,
vol. 67, no. 8, pp. 7538–7549, Aug. 2018.

[26] Z. Du, Q. Wu, P. Yang, Y. Xu, J. Wang, and Y.-D. Yao, “Exploiting
user demand diversity in heterogeneous wireless networks,” IEEE Trans.
Wireless Commun., vol. 14, no. 8, pp. 4142–4155, Aug. 2015.

[27] A. E. Roth and M. A. O. Sotomayor, Two-Sided Matching: A Study in
Game-Theoretic Modeling and Analysis. Cambridge, U.K.: Cambridge
Univ. Press, 1992.

[28] E. Bodine-Baron et al., “Peer effects and stability in matching markets,”
in Proc. 4th Int. Symp. Algorithmic Game Theory, 2011, pp. 117–129.

[29] D. Gale and L. S. Shapley, “College admissions and the stability of
marriage,” Amer. Math. Monthly, vol. 69, no. 1, pp. 9–15, Jan. 1962.

[30] N. H. Motlagh, M. Bagaa, and T. Taleb, “UAV-based IoT platform:
A crowd surveillance use case,” IEEE Commun. Mag., vol. 55, no. 2,
pp. 128–134, Feb. 2017.

[31] E. M. Daly and M. Haahr, “Social network analysis for information flow
in disconnected delay-tolerant MANETs,” IEEE Trans. Mobile Comput.,
vol. 8, no. 5, pp. 606–621, May 2009.

[32] V. Rakocevic, J. Griffiths, and G. Cope, “Performance analysis of
bandwidth allocation schemes in multitraffic IP networks using utility
functions,” presented at the Int. Teletraffic Congr. (ITC), 2001.



2700 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 30, NO. 6, DECEMBER 2022

[33] D. Liu et al., “Task-driven relay assignment in distributed UAV com-
munication networks,” IEEE Trans. Veh. Technol., vol. 68, no. 11,
pp. 11003–11017, Nov. 2019.

[34] R. M. Karp, “Reducibility among combinatorial problems,” in Complex-
ity of Computer Computations (The IBM Research Symposia Series),
R. E. Miller, J. W. Thatcher, and J. D. Bohlinger, Eds. Boston, MA,
USA: Springer, 1972, doi: 10.1007/978-1-4684-2001-2_9.

[35] I. Jawhar, N. Mohamed, J. Al-Jaroodi, D. P. Agrawal, and S. Zhang,
“Communication and networking of UAV-based systems: Classifica-
tion and associated architectures,” J. Netw. Comput. Appl., vol. 84,
pp. 93–108, Apr. 2017.

[36] S. Busanelli et al., “Vertical handover between WiFi and UMTS net-
works: Experimental performance analysis,” Int. J. Energy, Inf. Com-
mun., vol. 2, no. 1, pp. 75–96, 2011.

Dianxiong Liu received the B.Eng. degree from
South China Normal University, Guangzhou, China,
in 2014, the M.S. degree from the PLA Univer-
sity of Science and Technology, Nanjing, China,
in 2017, and the Ph.D. degree from the College
of Communications Engineering, Army Engineering
University, Nanjing, in 2020. He is currently an
Assistant Professor with the Institute of Systems
Engineering, Academy of Military Sciences, Beijing,
China. His research interests include resource alloca-
tion, cognitive radio networks, UAV communication

networks, and game theory.

Zhiyong Du (Member, IEEE) received the Ph.D.
degree in communications and information systems
from the College of Communications Engineering,
PLAUST, Nanjing, China, in 2015. He is currently
an Associate Professor with the National Univer-
sity of Defense Technology, China. He has pub-
lished a monograph in Springer Nature and more
than 20 IEEE journal articles. His research inter-
ests include distributed decision-making and online
optimization in wireless communications, quality of
experience (QoE), and UAV communications. He is

also a reviewer of related journals and a TPC member of several conferences.
He received the 2020 Marie Curie Individual Fellowship.

Xiaodu Liu received the M.E. degree from the Col-
lege of Communications Engineering, Army Engi-
neering University, Nanjing, China, in 2019. His
research interests include resource allocation in UAV
communication networks and matching game theory.

Heyu Luan received the B.S. degree in communi-
cations engineering from Xidian University, Shanxi,
China, in 2018, and the M.S. degree from the Col-
lege of Communications Engineering, Army Engi-
neering University, Nanjing, in 2020. His current
research interests include UAV communication net-
works and game theory.

Yitao Xu received the B.S. degree in optical com-
munications and the M.S. and Ph.D. degrees in
communications and information systems from the
Institute of Communications Engineering, Nanjing,
China, in 1994, 2000, and 2004, respectively. He is
currently a Professor with Army Engineering Uni-
versity, Nanjing. His current research interests are
soft-dined radio and 5G and signal processing for
wireless communications.

Yifan Xu received the B.S. degree in communication
engineering from the Beijing Institute of Technol-
ogy, Beijing, China, in 2016, and the M.S. and
Ph.D. degrees in communications engineering and
information systems from the Army Engineering
University of PLA, Nanjing, China, in 2018 and
2021, respectively. He is currently working with
the College of Communication Engineering, Army
Engineering University of PLA. His current research
interests include game theory, learning theory, and
anti-jamming communications.

http://dx.doi.org/10.1007/978-1-4684-2001-2_9


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


