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A Quantitative Analysis of Interfaces to
Time-Triggered Communication Buses

Raimund Kirner

Abstract—Nodes connected to a time-triggered (TT) network
can access the network interface in two different ways, synchro-
nously or asynchronously, which greatly impacts communication
timing and message lifespans (i.e., the time from writing a mes-
sage to its send buffer till the time when the message is read by the
receiver). In this paper we present a clear timing model to reason
about the timing variation possible with TT interfaces. This
model facilitates the quantitative analysis of the message lifes-
pans of synchronous and asynchronous TT interfaces. Further,
we develop a tool to search for node and network configurations
that minimise or maximise message lifespans. We show that
choosing the right configuration for synchronous interface access
can reduce message lifespan significantly (we observed a factor
of 9 even for small scenarios). While industrial practice typically
is to choose a slot allocation a priory, we show that optimising the
slot allocation in coordination with task scheduling gives an extra
edge in obtaining minimal message lifespans. For nodes with
synchronous interface access, the tool determines the parameters
needed to obtain minimal message lifespan and jitter.

Index Terms— Real-time systems, networks, time-triggered
communication.

I. INTRODUCTION

IME-TRIGGERED networks provide a communication

service for dependable real-time systems. This commu-
nication service offers time predictability at its interfaces,
as message transmission is under full control of the TT
network with its global clock and pre-defined transmission
schedule. The message transmission rate as well as send and
receive times of all messages are clearly determined before
runtime. As a consequence, events observed by communi-
cating nodes at runtime have no influence on the points in
time and rate at which messages are sent or received, and
sending nodes cannot exercise any control pressure on and
across the communication network, which protects both the
network and the receiving nodes from load changes or even
overload and allows system designers to give guarantees for
message-transmission deadlines.

While the TT communication network delivers its commu-
nication service with precisely defined timing, the degree to
which applications leverage the timing properties of the net-
work depends on how the nodes connected to the TT network
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configure and access the network interface. We distinguish two
different strategies that nodes use to access the TT communica-
tion interface, asynchronous and synchronous access [1]. Both
access strategies allow for the construction of composable and
time-predictable real-time applications. However, the timing
parameters and the response-time guarantees achievable with
each of the two access strategies differ significantly.

In this article we therefore investigate into the timing of
applications that use the two different strategies of interfacing
to TT systems. To this end, we extend the work on asyn-
chronous and synchronous TT interfaces [1]. We propose a
precise timing model that allows us to analyse the [ifespan
of messages (i.e., the time interval between a message write
operation by a sending task and the message read operation by
its receiving task) in TT communication and evaluate the effect
of the TT network-interfacing strategies on message lifespans.
The contributions of this article are:

o Development of a timing model to reason about the
timing variation possible with TT interfaces. This model
facilitates the quantitative analysis of the message lifes-
pans of synchronous and asynchronous TT interfaces.

o Implementation of the timing model in a tool in order
either to mimimise the maximum message lifespan in the
system or to minimize the sum of the lifespans of all
messages in the system.

o We explain how to use this timing model to analyse the
possible lifespan values in systems with asynchronous TT
interfaces.

o We explain how to use this timing model to configure sys-
tems with synchronous TT interfaces in order to obtain
a minimised message lifespan with a jitter limited to the
precision of clock synchronisation.

o We provide a detailed quantitative analysis to show that
the slot allocation on the TT bus can significantly influ-
ence the achievable message-lifespan minimum. While
industrial practice is to allocate TT slots a-priori, our
results indicate that optimising the TT slot allocation
together with local task activation times is crucial to
arrive at minimal message lifespans.

While research has been done on optimising the bus timing,
no research has been done on the quantitative effects of TT
interfaces.

The article is structured as follows: Section II presents an
overview of related work. The foundations of time-triggered
communication systems are reviewed in Section III. The
timing model for TT interfaces is described in Section IV.
Section V presents an implementation of the timing model
used to optimise the message lifespan (i.e., either the
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maximum or the sum of all message lifespans). Experiments
exemplify the quantitative effect of message lifespans. Finally,
Section VI concludes this article.

II. RELATED WORK

Time-triggered message communication is highly attractive
for real-time communication networks, as message transfer is
pre-planned and therefore temporally predictable. The most
prominent protocol for time-triggered message communica-
tion is the Time-Triggered Protocol (TTP) [2]. Besides time-
predictable, cyclic message transport, TTP provides support
for precise clock synchronization, redundant message trans-
mission, error detection, and clique avoidance that make
TTP the preferred choice for safety-critical real-time applica-
tions [3]. The TTEthernet protocol [4] makes time-triggered
communication available to the world of switched Ethernet.
TTEthernet uses standard Ethernet messages with a dedicated
TTEthernet message type. The protocol integrates the real-time
features of TTP with Ethernet compatibility, i.e., by means
of TTEthernet switches time-triggered Ethernet messages and
standard event-triggered Ethernet traffic can be merged on the
same network. Another variant of a TT communication bus is
FlexRay, which is used in the automotive domain [5].

TT protocols provide an infrastructure for time-predictable
communication, but do not dictate when applications must
access the network interface. I.e., applications may operate
in synchrony or asynchronously to the operation of the TT
communication protocol. Giotto [6] is a framework for design-
ing and validating applications according to the paradigm of
synchronous operation, i.e., all computation steps are clearly
defined together with the synchronous points in time when
communication takes place and state changes occur. Appli-
cations developed with Giotto can be compiled to utilize the
synchronous operation of TT communication to maintain the
synchrony of tasks and communication in the final applica-
tion. This makes the whole applications time-predictable and
time-repeatable.

TT communication has been also used inside silicon chips,
i.e., in so-called network-on-chips [7]. Even more, TT commu-
nication has not only been used with wired communication, but
also in wireless communication, e.g., with ZigBee by Koubaa
et al. [8] and Ahmad and Hanzalek [9].

Network behaviour simulation is an established topic, e.g.
the simulation framework OMNeT-+-+ is often used [10].
OMNeT++ is a framework to build simulators; network pro-
tocol models have to be provided or developed separately.
For example, for communication networks with event-based
semantics, queuing theory [11] can be used to model the
temporal behaviour of the network. The contribution of this
article is the development of a behaviour model and analysis
methods for TT networks.

The asynchronous and synchronous TT interfaces have been
described by Puschner and Kirner [1]. The authors provided
a bound for the jitter of the message lifespan, i.e., the time
between writing a message by the sender task and reading the
message by the receiver task.

For asynchronous TT interfaces there had been interface
access protocols proposed that aim to avoid concurrency-based
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Fig. 1. Time-triggered system model.

access delays. Kopetz and Reisinger proposed the original
non-blocking write protocol, which guaranteed that the writer
has no delay, only readers might have additional delay in case
of an access contention [12]. Puschner and Fromel converted
the original NBW protocol into a single-path variant, for
which also the readers have no execution-time jitter but instead
wait for the worst-case delay [13]. Puschner and Kirner pro-
posed the Rate-bounded Non-Blocking Communication Pro-
tocol (RNBC), which has less execution time overhead than
NBW and at the same time guarantees that both writer and
reader are free of concurrency-based execution-time jitter [1].

There has been also work done in building optimised
schedules for systems with TT networks. Pop ef al. did an
optimisation of slot allocations and task offsets for the TTP [2]
protocol [14]. Their experiments compare two heuristics
against a reference optimisation based on simulated annealing.
It is not described in detail what optimisation criteria is used
in their work to denote the ’best schedule’. Craciunas et al.
described an optimisation framework for systems with TT
networks using integer-linear programming [15]. The authors
assume a given slot allocation on the TT bus and search
for task offsets to yield an optimal scheduling table for
TTEthernet [16]. Minaeva et al. describe the search of task
offsets for TT systems with hyper periods [17]. The authors
focus on finding a feasible schedule with limited jitter within
a hyper period, in contrast to the typical zero-jitter scheduling.

The described work on searching TT schedules does not
cover the quantitative analysis of the TT communication inter-
face. None of the research focuses studies the effect of using a
given slot allocation versus searching for a minimal one. Also
none of the research analyses the difference between synchro-
nous TT interfaces and asynchronous TT interfaces. Besides
showing the effect of slot allocation and task alignment, in our
work we also show that there are different optimisation criteria
possible when optimising the message lifespans of TT buses.

III. TIME TRIGGERED COMMUNICATION

Following the time-triggered approach, a distributed
real-time computer system consists of the time-triggered com-
munication system (TTCS) and the computational components
(CCs) or nodes that exchange data via the TTCS. CCs connect
to the TTCS via the linking interface subsystem (LIFSS), see
Figure 1.

The TTCS is an autonomous subsystem of the distrib-
uted real-time computer system that transports messages in a
time-predictable way. It transfers time-triggered state messages
from the LIFSS interfaces of the sending nodes to one or more
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receiver nodes of the distributed computer system [18]. Typ-
ically, the TTCS transports messages periodically, according
to a static message-transmission schedule that is constructed
at design time.

The clock synchronization service of the TTCS provides
a global clock to the distributed system. Communication end
points of the TTCS, the LIFSS of the nodes, use this global
clock to maintain a uniform view about the progress of time
and to coordinate their message send and receive operations
according to the message schedule. Further, the TTCS offers
access to the virtual global clock and a clock-interrupt service.
The computational components of the nodes can use these
services to synchronize their operation to the progression of
global time. (see e.g., [19]).

A. Synchronous and Asynchronous Interfaces

Time-triggered communication allows components of
multi-component systems to autonomously control their timing
behavior [20]. Reading from or writing to the LIFSS of
a component is similar to reading or writing volatile pro-
gram variables that are periodically updated. In contrast to
event-triggered interfaces, where every received message has
to be read and consumed in order to keep the receiving com-
ponent in a consistent state (i.e., the receiver must read/process
every message before its validity time expires), time-triggered
communication does not impose such a control pressure on
components that read interface data from the LIFSS [21].

Depending on whether computing components use only the
data-sharing semantics of the LIFSS or also utilize its global
notion of time to synchronize their actions to the progression
of time and message send and receive times, we distinguish
two interfacing strategies at the LIFSS [1]:

In the first approach, computational components access the
LIFSS asynchronously, and do not take the timing of the
TTCS into consideration. This has the advantage that the
respective components maintain full control over the pace
of their activities. Even mutual-exclusion access conflicts
are masked and do not impact the temporal control of the
component. On the other hand, this loose temporal coupling
between the activities of the CCs and the TTCS prolongates
message lifespans, i.e., the intervals between the creation and
the consumption of messages by tasks on the CC.

In the second approach, computing components access the
LIFSS in synchrony with the TTCS. IL.e., components are
aware of global time and the timing of the message transport
service of the TTCS wrt. global time. They synchronize to
the global time of the communication system (thus accept-
ing some restriction of their temporal autonomy) and take
advantage of the statically available information about the
send and receive times of messages to optimize response
times (i.e., minimize message lifespan) and avoid control
conflicts when accessing the LIFSS. Further, synchronizing
component activities with global time yields a high degree of
overall temporal predictability and facilitates the realization of
replica determinism and therefore fault-tolerance mechanisms
in distributed real-time applications [1].
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Fig. 2. Data delay in asynchronous and synchronous TT interfaces.

Figure 2 visualises different message-lifespan scenarios of
asynchronous and synchronous TT interfaces. Figure 2.a and
Figure 2.c show that without optimised alignment of read/write
of tasks with the CC can cause data delays for both read
and write of one message period, resulting in a total message
lifespan of two message periods plus one communication slot
lengths. Figure 2.b and Figure 2.d show that with synchronised
TT interfaces the read/write delay can be potentially zero,
resulting in a total message lifespan of just one communication
slot length. As shown later, the minimal lifespan of multiple
messages can be significantly higher than zero due to their
relationships with tasks.

In the rest of the paper we will investigate in further
detail how the two LIFSS access strategies influence message
lifespan, i.e., what minimal and maximum message lifespans
can occur. We will also show, that synchronizing the activities
of computational components to the message transport of the
TTCS leads to minimum message lifespans, thus facilitating
the construction of real-time systems with short response
times.

IV. TIMING MODEL FOR MESSAGE LIFESPAN IN
TIME-TRIGGERED COMMUNICATION

In this section we introduce a formal timing model for
the TTCS. While TTCSs focus on periodic and predictable
communication, these systems can also support multi-rate
communication by constructing a hyper-period [22] that is
the least common multiple of all the message periods in the
system. In this article we focus on systems with all message
periods being equal, i.e., the hyper-period is equal to the period
of the messages.

A TTCS can be expressed as the following tuple:

TTCS = <Ttt;ts; M, B>

Ty ...length of a TT communication round (also known
as communication period or TDMA round).

ts ...length of one TT communication slot within 77;.
We enumerate the slot numbers in a 7}, starting
with 0.
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Fig. 3. Timing model for TT communication.
M ...set of TT messages sent via the TTCS. Assuming To give a further intuition to the above definitions, Figure 3

only one message is sent per TT slot, it must hold
that: |M|ts S Ttt .

B ...bus configuration is a mapping of the form M =
SNum with SNum = [0, %—1], i.e., each message is
assigned to a TT slot number. B(m) is the TT slot
number of a message m.

It shall be noted that this model allows for the size of
the set of TT messages |M| to be less than the number of
available TT slots. In this case the remaining TT slots could
be used for other forms of communication, like event-based
communication. E.g., the FlexRay protocol uses such a hybrid
communication system [23].

Each real-time task 7 € T running at each TT node can be
described as a tuple:

T = <t7“, Ca MRv mW>

T ...set of all tasks

tr ...the trigger time of the task relative to the beginning
of a TT round. This parameter is only specified when
using a synchronous TT interface.

C ...the WCET of the task

Mp ...the set of TT messages this task reads: Mp C M

mw  ...the TT message this task writes: my € M.

For simplification, we use only one output message per task.
This is also the typical use case of a TT system, as the output
is written at the end of a task’s execution, which then can be
read by all other nodes connected to the TTCS. To formulate
the timing model of the TTCS, we use the following additional
notation:

C(7) ...WCET of task 7

b(r) ...relative TT slot number within a TT communica-

tion round for task 7 to send a message
tr(t) ...relative start time of task 7
(relative to begin of a TT round)

ty(7) ...writing time of output message of task 7 relative
to begin of a TT round: t,,(7) = tr(r) + C(7) (for
simplicity we assume the execution time of 7 is the
WCET of 1)

S(m) ...sender task of message m

R(m) ...set of receiver tasks of message m

shows a simple TT system with two tasks 74, 7. The message
sent from 74 to 75 is denoted as m4p. The length of a TT
communication round 7 is 4ms, consisting of 4 TT slots
of length t; = 1ms. The two top rows show the execution
of tasks 74 (blue) and 75 (orange). The bottom row shows
the communication timing of the TTCS, with the slot color
matching the color of the writer task, e.g., in TT slot O (blue)
the message of task 74 is sent.

Based on the introduced notation we calculate the lifespan
I(m) of a message m, which is the time from the termination
of the sender task S(m) (writing the message to the LIFSS)
till the start of receiver task R(m) (reading the message from
the LIFSS; when R(m) contains more than one task we get
different lifespans for the receivers). We have to take into
account that the writing, communicating, and reading of a
message can take place in different TT rounds, which is why
we use this extra notation:

S(m)...number of TT round in which message m is
transmitted by the TTCS relative to the TT round
it was written (e.g., 7°(m) = 1 if the message is
transmitted in the TT round after it was written)

m)...number of TT round where message m is read

by the receiver task relative to the TT round it was
written

...lifespan of message m, i.e., the time span between

its write by task S(m) and its read by task R(m).

r

rf(

I(m)

To calculate the lifespan [(m) of a message m we use
the following abbreviations: 7¢=S5(m), Tr€R(m). Note that
R(m) can contain more than one task, in which case we
calculate the message lifespan separately for each case. In
addition, Equation 1 introduces the notation of a ceiling
function based on arbitrary multiples (y) rather than 1:

[2]Y = (51 -y (1)

Based on that, the communication round 7°(m) can be
calculated using the following minimisation problem:

[tw(Ts)]™ < ) @)

S _ .
ro(m) =k | min (k-Ttt + b(rs)-ts
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In simple terms, °(m) is the minimum number of multiples
of Ty, that have to be added to the relative beginning of
message m’s communication slot (b(7s)) to be equal or more
than the write time of m (¢,,(m)). Referring to the example
in Figure 3, 7°(map) is 1, see the labels “write m 45" and
“send m4p” which are one communication round apart.
Based on 7°(m), rf(m) can be calculated using another

minimisation problem:
R o . rs(m)'Ttt + (b(’TS) + ].)ts S
ri(m) =k | mkm< k-Ty + tr(Tr) > )

In other words, % (m) is the minimum number of multiples of
T}, that have to be added to the relative beginning of message
m’s read time (¢r(7g)) to be equal or more than the time for
the completed communication of m (7°(m)-Ty + (b(7s) +
1)-ts). Referring to the example in Figure 3, r(map) is 2,
see the labels “write m4p” and “read m g~ which are one
communication round apart.

Based on 7 (m) the lifespan I(m) of a message m can be
calculated as given in Equation 4:

I(m) = TR(m)-Ttt +tr(tr) — tw(Ts) 4)

The above equation calculates the difference between message
m’s write time (f,(7s)) by task S(m) and m’s read time
(rf(m)- Ty + tr(tr)) by task R(m). Going back to the
example of Figure 3, we can see that the lifespan {(mag)
of message m4p is 6.0ms, which is 1.5 times the length of
the TT communication round 77};.

A. Timing of Asynchronous TT Interfaces

In our timing model we have introduced the real-time tasks
to be tuples of the following form 7 = (tr,c, Mg, mw).
However, in the case of asynchronous TT interfaces the value
of tr is not specified, since the execution of tasks inside nodes
and the communication timing of the TTCS are asynchronous.
Thus, tr can be any value within the range 0 < tr < T};. The
case tr > Ty is irrelevant, as due to the periodic nature of
the TTSC, this case is equal to the case (¢tr modulo T};). For
the asynchronous TT interface, the lifespan of a message m
is therefore not a single value, but may vary depending on the
values tr of writer and reader task.

To get the minimum and maximum of the lifespan [(m) of a
message m for the asynchronous TT interface with 7¢=S5(m)
and any Tr€R(m) we need to search over the value range of
both tr(7g) and tr(Tg):

[men = min  I(m
aSynC( ) tr(Ts)7t1"(7'R) ( )
lasyne(m) = max  I(m) &)

tr(rs),tr(Tr)

Since the executions of all tasks are not only asynchronous
to the TTCS, but also against each other, the variations of the
lifespan per message add up to get the variation of the lifespan
of all messages.

1 (M Z 1 (m
meM

e (M) = > 1mer (m) (6)
meM
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The message-validity jitter for asynchronous TT interfaces
is for each message theoretically maximal 2x the TT com-
munication round 7, [1]. Equation 6 calculates the total
message-validity jitter specifically for a given system.

B. Timing of Synchronous TT Interfaces

With synchronous TT interfaces we have the possibility to
choose the start time ¢r of each task relative to the beginning
of a TT communication round. This allows us to optimise
the timing of a TT system. We introduce two optimisation
methods. The first method is to find a configuration of relative
task start times such that the sum of the lifespans of all mes-
sages is minimized. The second method aims at minimising
the maximum lifespan among all messages.

Equation 7 shows the optimisation of synchronous TT
interfaces for the average lifespan of all messages meM.
The resulting TR,.4 consists of task tuples 7€7" and their
optimised ¢r value (7,tr.,,,). Optimising for the average
lifespan is equivalent to optimising for the sum of lifespans.

) 7

The optimisation of synchronous TT interfaces for the
maximum lifespan among all messages meM is given in
Equation 8. The resulting T'R,,,q, consists of tuples of tasks
7€T and their optimised ¢r value.

TRavg = {(7,trmin) | TET A trmin=tr(r)}

trn‘}lenT <Z l

meM

TRz = {(T,trmin) | TET A trpim=tr(7)}
| min (max({I(m) | meM})) ()
tr(reT)

The preferable optimisation method depends on the appli-
cation requirements. Synchronous TT interfaces are meant
for hard real-time systems, where the minimisation of the
maximum lifespan of messages is usually central.

1) Logical Execution Time (LET): The optimisation models
given in Equation 7 and Equation 8 allow to configure the
system in a way that the lifespan jitter of TT messages is
minimal. Basically, the lifespan jitter could be reduced to the
precision of the clock synchronisation in the distributed TT
system. However, to really achieve this minimal lifespan jitter,
we have to discuss the task execution times in more detail. In
the given timing model the execution time et(r) of a task
is modelled by its WCET, denoted as C'(7). However, it can
happen that the task execution time et(7) is smaller than C(7).
This can happen due to multiple reasons: the execution time
might be variable due to different initial HW states before a
task’s start or dependency on input data. As another reason,
C'(7) might be an overestimation of the real WCET, i.e., C(7)
is a safe but pessimistic upper bound of the real WCET. In
order to achieve a predictable timing behaviour, the system
would have to implement the concept of logical execution
times (LET) [6]. The basic idea is that a LET is assigned
to a task, with the important property that the LET is larger
or equal than the real WCET of a task. By using a LET,
the produced output of a task is held back at the end of its
execution and is only forwarded to the LIFSS of the TTSC
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TABLE I
TASKSETS USED FOR QUANTITATIVE ANALYSIS OF TT INTERFACES (VALUES IN MS)
WCET (1.c)

Taskset | Task Structure TA ™ T¢ T TE TF To¢ TH | Twt
TS1 |AB| 20 25 4.0
TS2 | ABA | 20 25 4.0
TS3 |ABA|CDC | 20 25 15 15 5.0
TS4 |ABA|CDC |EFE | 20 25 15 15 1.0 05 7.0
TS5 |ABA|CDC|EFE|GHG | 20 25 15 15 10 05 10 05| 90
TS6 | ABC | 20 25 15 5.0
TS7 |ABCA| 20 25 15 5.0
TS8 | ABCDA | 20 25 15 15 5.0

once the end of the task’s LET has arrived. This way, from the
output side, it appears that the task has a constant execution
time. Assuming that C(7) is a safe upper bound of a task’s
real WCET, we can set LET (1) = C(7).

However, if a low message lifespan jitter is not a require-
ment for the concrete system, but rather only a minimised
maximum message lifespan is needed, then the LET concept
does not have to be implemented. In this case, the message
lifespan jitter might be significantly higher than the precision
of clock synchronisation. Nevertheless, one would still get
a minimised message lifespan for the system with synchro-
nous TT interfaces, either for the maximum message lifespan
(TRymaq) or the sum of message lifespans (TR qug).

V. QUANTITATIVE ANALYSIS

In this section we describe concrete experiments based on
Equation 5 of the TT timing model developed in Section IV.

A. Description of Analysis Method

To demonstrate the difference between the synchronous
and the asynchronous TT interface, we developed a tool that
implements the timing model for message lifespans given in
Equation 5. The tool computes the a) maximum lifespan (m)
for all meM, b) the sum of the lifespan of all messages, and
c) the average lifespan of all messages of the TTCS. It can
be configured to iterate over different TT bus configurations
(b(7) for all 7€T) and different task start configurations (tr(7)
for all T€T). Based on that, the tool facilitates the following
optimisations:

OMAX: search for the configuration to find the maximum
jitter of the maximum lifespan among the messages
of the TTCS.

OSUM: search for the configuration to find the maximum
jitter of the sum of the lifespan of all messages in
the TTCS.

Each of these optimisations shows on one hand the maximum
jitter possible in case of the asynchronous TT interface, and
on the other hand provides the system configuration to obtain
a minimised lifespan (OMAX or OSUM) in case of the
synchronous TT interface. The tool allows its user to visualise
the scheduling behaviour for the different optimisation goals,
using the format explained in Figure 3. As shown in Figure 3,
the tool shows the lifespan of each message using a horizontal
line from the termination of the sender task till the start of the
receiver task. The lifespan of individual messages from the
same task may overlap. In order to draw message lifespans

of unambiguous lengths in case of overlaps, in the figures the
message lifespan for only each 3"¢ TT period is drawn as a
horizontal line.

As mentioned above, the tool can search over both, the pos-
sible task offsets as well as over the possible slot assignment
on the bus. By searching over possible slot assignments we
are able to demonstrate that the slot assignment on the bus
(b(7) for all 7€T) influences the lifespan of messages. This
is particularly interesting, as the industrial practice starts with
the bus-slot assignment, and only thereafter suppliers develop
their individual tasks. We demonstrate that one has to break
with the established industrial practice of determining the slot
assignment before the task development. To get the best timing
optimisation on the bus, the slot assignment on the bus and
the task offsets need to be optimised simultaneously.

Table I shows the basic communication structure of task sets
we have used for our experiments. The syntax |ABA|CDC | is
that “|” designates separate communication groups, i.e., tasks
74,7/ communicate with each other and tasks 7¢,7p com-
municate with each other. A sequence of two letters within
a communication group means that the 2" task reads the
message written by the 15 task. For example, | ABA| means
that task 7p reads from task 74 (pattern AB) and that task 74
reads from task 75 (pattern BA).

For each task 7 = (tr,c, Mg, my ), the parameters Mg,
my are given by the described communication structure,
while the WCET c¢ chosen with some arbitrary value to fit
within a communication period T};. The first task parameter tr
is the result of the performed optimisation method, to find the
maximum jitter or the configuration for the minimum message
lifespan (max or sum). The bus configuration b(7) is also an
output of the performed optimisation method.

1) Complexity of the Analysis Method: The OMAX/OSUM
searches in general are quite computationally costly with
larger systems. For example, the number of different possible
bus configurations grows exponentially with the number of
message slots. Also the search of task offsets can grow
exponentially with the number of tasks.

To cope with that potentially huge search space, we have
implemented a numerical search method that uses effective
simplifications. Together with an automatic adjustment of
the search step size of task offsets, we include systematic
placements based on the patterns given in Figure 2.a-d to find
the extreme cases for single message lifespans.

Another optimisation  splits the task set into
task-communication groups. A task communication group
is the transitive closure of all tasks communicating with
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TABLE 1I
OMAX OPTIMISATION OF MESSAGE LIFESPAN (VALUES IN MS)

Omax, Smin max lifespan sum lifespan

Taskset Is: Tmin Is: Tmax lIs:jitter Is:jitterrel [ls: Tmin Is: Tmax Is:jitter Is:jitterrel
|AB| 1.00 8.98 7.98 898% 1.00 8.98 7.98 898%
|ABA| 1.80 8.98 7.18 499% 3.50 11.50 8.00 329%
|ABA|CDC| 3.50 10.98 7.48 314% 12.50 32.50 20.00 260%
|ABA |CDC | EFE| 2.76 1498 12.22 542% 12.00 54.00 42.00 450%
|ABA|CDC|EFE|GHG|| 3.80 18.98 15.18 499% 25.50 97.50 72.00 382%
|ABC| 1.36 10.98 9.62 805% 250 16.48 13.98 659%
|ABCA | 1.50 10.98 9.48 732% 4.00 19.00 15.00 475%
|ABCDA | 2.00 10.98 8.98 549% 7.50 27.50 20.00 367%
Omax, Smax max lifespan sum lifespan

Taskset Is: Tmin Is: Tmax ls:jitter Is:jitterrel [ls: Tmin Is: Tmax Is:jitter Is:jitterrel
|AB| 1.00 8.98 7.98 898% 1.00 8.98 7.98 898%
|ABA| 3.80 8.98 5.18 236% 7.50 15.50 8.00 207%
|ABA|CDC| 3.50 10.98 7.48 314% 12.50 32.50 20.00 260%
|ABA|CDC|EFE| 6.41 14.98 8.57 234% 33.00 75.00 42.00 227%
|ABA|CDC|EFE|GHG]| 8.50 18.98 10.48 223% 61.50 133.50 72.00 217%
|ABC| 2.77 10.98 8.21 396% 550 18.49 12.99 336%
|ABCA | 4.82 10.98 6.16 228% 14.00 24.00 10.00 171%
|ABCDA | 4.64 10.98 6.34 236% 17.50 27.50 10.00 157%

other tasks. By splitting the task set this way, the search for
the OMAX/OSUM optimisation can be done separately for
each task communication group. While the size of each task
communication group still poses an exponential search space,
the number of task communication groups now is only a
linear search space complexity.

B. Experimental Results for OMAX

The results of the OMAX optimisation with the maximum
message lifespan are given in Table II. The table has two parts:
the top part “Smin” describes the results for the search of
the bus configuration with the minimised maximum message
lifespan, and the bottom part “Smax” describes the results
for the search of the bus configuration with the maximised
maximum message lifespan.

The columns “max lifespan” show the optimisation results
for the maximum message lifespan. The columns “sum lifes-
pan” show what results the OMAX optimisations provided
as a side-effect for the sum of all message lifespans, without
optimising for it. The columns “Is: Tmin” and “Is: Tmax”
show the minimum and maximum observed lifespans among
the different task start configurations.

Column “Is: jitter” calculates the lifespan jitter: “Is: Tmax”
— “Is: Tmin”. The column “Is: jitter rel” shows the relative
lifespan jitter: “Is: Tmax” / “Is: Tmin” as percentage. In the
OMAX optimisation, the information for “sum lifespan” is
given, to be compared with the corresponding results of the
OSUM optimsation. Comparing the top part of Table II with
the bottom part, we see that the bus configuration in most
cases has a significant influence on the possible minimisation
of the maximum message lifespan. The only tasksets where
the slot configurations did not show an influence were ’|AB|’
and '|ABA|CDC]".

As an example, let us look at the results for taskset | ABA|
in Table II. For example, we see that the maximum lifespan
of the messages of taskset |ABA| varies between 1.80 and
8.98 due to changing the task offsets. The upper value is
by a factor of 4.99 higher than the lower maximum lifespan.
However, the table also shows that the slot configuration also
has a significant influence on the bus timing, as it shows that
the minimum observable maximum message lifespan varies
between 1.80 and 3.50. Thus, the bus configuration has in
this example an influence of a factor of 3.8/1.8 = 2.1.

Figure 4 shows the analysis result for the OMAX optimisa-
tion for the taskset ‘| ABA|’. Figure 4.a and Figure 4.b show
the results for the bus configuration with the minimum lifespan
(Smin), and Figure 4.c and Figure 4.d show it for the max-
imum lifespan configuration (Smax). Looking at Figure 4.a
and Figure 4.b we see that maximum message lifespan of
message m4p varies between 1.8ms and 8.98ms due to the
difference in the task offsets. First of all, this shows that the
optimisation of the task offsets by using the synchronous TT
interface has a significant influence on the message lifespan.
We have to note that in Figure 4.a the message lifespan of
message m4p is not the minimum possible, as the result
in this figure is the minimisation of the maximum message
lifespan of message m 4p and message mpa. Nevertheless,
task 74 reads immediately after the message mp has been
sent in slot 1, just from task 7p writing the message and
finally sending the message, an additional delay of 0.8ms
happen. We observe the found start times ¢r(74) = 2.00 and
tr(tg) = 1.80. However, in Figure 4.b we have an overall
maximum message lifespan for message mp4 of 8.98ms. The
figure also illustrates why this message lifespan is so long.
We observe that this case is produced by the task start times
tr(t4) = 2.01 and tr(7p) = 0.99. So task 74 starts execution
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Fig. 4. OMAX optimisation of message lifespan (Taskset *|ABA|").

at time 2.01ms and writes its output message m4p at time
4.01ms (tr(7a) + ¢(74)), which misses 74’s communication
slot starting at time 4.00ms. Thus the message only gets
communicated in the next round, finishing its communication
at time 9.00ms. Task 75 has a relative start tr(7p) = 0.99,
thus its execution start at time 2 - 4ms + 0.99ms = 8.99ms is
just too early to get the message, so we have to consider 75’s
execution in the next communication round, i.e., 3 - 4ms +
0.99ms = 12.99ms. The resulting lifespan of message map
is 12.99ms—4.01ms = 8.98ms. Compare this with the lowest
maximum lifespan given in Figure 4.a, which has the task start
times tr(74) = 2.00 and tr(rp) = 1.80. In this case map
still has the maximum lifespan, but now the lifespan I(map) is
only 1.80ms. Note that in Figure 4.a one might still be able to
reduce the lifespan [(m 4 p) further. The given analysis shows
the minimum of the maximum lifespan of all messages in the
system. When comparing Figure 4.a and Figure 4.c we see that
the maximised bus configuration Figure 4.c allows for a less
optimal maximum message lifespan with the bus configuration
b(1a) = 0 of b(rp) = 3. This difference can be explained by
the fact that in Figure 4.a between the end of b(75) = 2ms and
the begin of b(74) = 4ms the execution time ¢(74) = 2ms
was fitting exactly in. However, in Figure 4.c between the end
of b(74) = 1ms and the begin of b(7z) = 3ms the execution
time ¢(7p) = 2.5ms does not fit in.

As another example of the OMAX optimisation, Figure 5
shows the results for the taskset ‘|ABA|CDC|EFE|’. This

time [ms]

example shows in Figure 5.a and Figure 5.b as well that the
task start times have a significant influence, namely between
2.76ms to 14.98ms. However, this examples also shows with
Figure 5.a and Figure 5.c that the bus configuration also has a
significant influence, namely between 2.76ms to 6.41ms for
the minimum of the maximal message lifespans.

C. Experimental Results for OSUM

Table IIT shows the results for OSUM optimisation. For
the OSUM optimisation, the bus configuration (b(7) for all
7€T) also shows a difference, given in the top part the
results for the bus configuration with the minimum lifespan
sum, and the bottom part the results for the bus configu-
ration with the maximum lifespan sum. For example, for
taskset ‘| ABA|CDC | EFE|’ the jitter of the lifespan sum for
Smin is 54.00ms—12.00ms = 42.00ms, and for Smax it
is 75.00ms—33.00ms = 42.00ms. While the jitter of the
lifespan sum here is the same, the Tmin shows a significant
change: for Smin it is 12.00ms, and for Smax it is 33.00ms.
This shows that the slot optimisation has a significant influence
on the minimum achievable message lifespan sum. Overall,
for all task sets except ‘|AB|’ that has a single message,
Table III shows a significant improvement of the lifespan sum
if one optimises the bus configuration in parallel with the task
schedules.

Figure 6 shows the analysis result for the OSUM optimisa-
tion for the taskset | ABA|’. Figure 6.a and Figure 6.b focus
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Fig. 5. OMAX optimisation of message lifespan (Taskset '|ABA|CDC|EFE|").

on the bus configuration with the minimum lifespan, Figure 6.c
and Figure 6.d consider the maximum lifespan configuration.
With the OSUM optimisation, the bus configuration influences
the message lifespan sum. For the minimum bus configuration
in Figure 6.a and Figure 6.b b(74) = 0 and b(7p) = 1, for
the maximum bus configuration in Figure 6.c and Figure 6.d
b(1a) =0 and b(7p) = 3.

As another example of the OSUM optimisation, Figure 7
shows the results for the taskset ‘|ABA|CDC|EFE|’.
Figure 7.a and Figure 7.c show that the bus configuration has

a significant influence on the possible minimisation of the mes-
sage lifespan sum. The change factor is 33.00ms/12.00ms =
2.75. While the change due to the tasks offsets (Tmin, Tmax)
is important to optimise, nevertheless, also the bus configura-
tion has an important contribution to the minimum achievable
lifespan sum.

D. Discussion

The experimental results for both OMAX and OSUM
optimisation have shown that the consideration of how to
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Fig. 6. OSUM optimisation of message lifespan (Taskset '|ABA[").
TABLE III

OSUM OPTIMISATION OF MESSAGE LIFESPAN (VALUES IN MS)

Osum, Smin sum lifespan max lifespan

Taskset Is: Tmin Is: Tmax ls:jitter Is:jitterrel [Is: Tmin Is: Tmax Is:jitter Is:jitterrel
|AB| 1.00 8.98 7.98 898% 1.00 8.98 7.98 898%
|ABA| 3.50 11.50 8.00 329% 2.50 6.00 3.50 240%
|ABA|CDC| 12.50 32.50 20.00 260% 4.21 9.55 5.34 227%

| ABA |CDC|EFE| 12.00 54.00 42.00 450% 3.12 12.00 8.88 385%
|ABA|CDC|EFE|GHG|| 25.50 97.50 72.00 382% 5.60 18.20 12.60 325%
|ABC| 2.50 17.48 14.98 699% 1.36 10.22 8.85 749%
|ABCA| 4.00 19.00 15.00 475% 1.59 9.41 7.82 591%
|ABCDA| 7.50 27.50 20.00 367% 3.21 8.50 5.29 264%
Osum, Smax sum lifespan max lifespan

Taskset Is: Tmin Is: Tmax Is:jitter Is:jitterrel|ls: Tmin Is: Tmax Is:jitter Is:jitterrel
|AB| 1.00 8.98 7.98 898% 1.00 8.98 7.98 898%
|ABA| 7.50 15.50 8.00 207% 6.20 8.10 1.90 131%
|ABA|CDC| 17.50 37.50 20.00 214% 6.42 10.37 3.95 161%
|ABA|CDC | EFE| 33.00 75.00 42.00 227% 8.47 1446 599 171%
|ABA|CDC|EFE|GHG|| 61.50 133.50 72.00 217% 14.60 18.98 4.38 130%
|ABC| 6.50 21.48 14.98 330% 4.09 10.90 6.81 266%
|ABCA| 14.00 29.00 15.00 207% 5.32 9.86 4.55 185%
|ABCDA| 17.50 37.50 20.00 214% 5.36 10.98 5.62 205%

interface with TT systems does have a significant influence on lifespan for asynchronous TT interfaces can come close to the
the message lifespan (and as such on the latency of real-time limit of 2.7}, as described in [1]. With the taskset ‘|AB|’
control). The results have shown that the jitter of the message it basically reached that limit. To avoid this high message
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Fig. 7. SUM optimisation of message lifespan (Taskset '|ABA|CDC|EFE|").

lifespan jitter, one should consider the extra effort required
to build a synchronous TT interface with the tasks start times
aligned to the communication schedule.

As described before, the OMAX optimisation to reduce
the maximum message lifespan is most suitable for hard
real-time systems. However, the OSUM optimisation to reduce
the message lifespan sum of all messages together comes
fairly close to the OMAX optimisation in terms of minimising

also the maximum message lifespan, but brings in significant
further reductions of message lifespans, making the real-time
control system in overall more agile.

With respect to bus configuration (b(7) for all 7€T) it
has been shown with the given tasksets that the bus con-
figuration has a significant influence on the Tmin as well
as the Tmax values of the OMAX as well as the OSUM
optimisation.
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VI. SUMMARY AND CONCLUSION

This article focuses on the timing behaviour of
time-triggered (TT) communication by either using
asynchronous or synchronous TT interfaces. To do so,
we have developed a timing model for the TT communication,
which allows to calculate the time from writing a message
till the time of reading a message, which we call message
lifespan. For real-time systems we want the message lifespans
to be low and predictable. To get a predictable message
lifespan we require the message lifespan jitter to be low.

We have implemented that timing model in a tool that allows
to search for TT configuration parameters (relative task start
times and assignment of communication slots) that yield the
maximum and minimum of the message lifespan. We have
done this optimisation for both, the maximum lifespan of any
message in the system and for the sum of the lifespans of all
messages in the system. The tool also allows to plot example
schedules to visually explain the calculated message lifespans.

This timing model can be used for asynchronous TT
interfaces to obtain a precise bound of the possible message
lifespan (latency) and lifespan jitter. In addition, the timing
model can be used to configure synchronous TT systems to
obtain a minimal message lifespan with the jitter limited to
that of clock synchronisation. One important insight from
the analysis is that the bus configuration (slot assignment)
also has an important contribution to the minimisation of
the bus timing. While in industry the pragmatic approach for
the synchronous TT interface is to make a bus configuration
at the beginning and then only optimise the task offsets, our
results show that a joint optimisation of bus configuration
and task offsets could bring a significant improvement of the
message lifespan, in some cases more than a factor of 2.
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