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Abstract— Control over networks is envisioned to be one of
the driving applications of future mobile networks. Networked
control systems contain sensors and controllers exchanging time-
sensitive information to fulfill a particular control goal. In this
work, we consider N heterogeneous feedback control loops
closed over a wireless star network. A centralized scheduler
located at the central node, i.e., base station (BS), determines
the transmission schedule of sensor-to-BS and BS-to-controller
communication links. We assume that each link can accommodate
a single transmission at a time and is prone to data losses with
time-varying probability. Moreover, each controller estimates the
system state remotely based on available information. In such a
setting, we formulate an optimization problem to minimize the
network-induced estimation error at the controller. In particular,
we determine the optimal transmission schedule on each link that
leads to the minimum normalized mean squared error (nMSE) in
a given finite horizon (FH). We compare the performance of our
proposed FH scheduler to various schedulers from the existing
literature. Our simulation results show that by solving the finite
horizon problem optimally, we are able to reduce the nMSE by
10% when compared to the best performing scheduling policy
among the selected policies from the state-of-the-art. Moreover,
the linear-quadratic Gaussian (LQG) cost is reduced by more
than 13% indicating a control performance improvement in the
network.

Index Terms— Networked control systems, cyber-physical sys-
tems, resource allocation, task-oriented communications, control
over networks, age of information, semantics of information.

I. INTRODUCTION

TO DATE, wireless communication systems’ evolution
and standardization have been shaped around offering

wider bandwidths and higher data rates to the ever-increasing
demand by emerging applications and services. While the
fifth generation (5G) wireless systems were marketed to be
driven by the internet of everything (IoE) and smart cities,
for the 6G networks, the example use cases range from
extended reality services to flying vehicles, telemedicine, and
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connected autonomous systems [1]. However, the inevitable
future bottleneck of available resources, such as spectrum and
energy, drives the industry and academia to explore different
solutions than adding new frequency bands, for example,
concentrating on the clever and efficient utilization of already
existing resources.

Wireless systems beyond 5G are envisioned to experience a
fundamental paradigm shift towards an end-to-end co-design
of communication, control, and computing [1]. One of the
most promising and most popular ideas towards this vision
is semantic and task-oriented communications (STOC) [2],
[3]. The core idea of STOC lies in considering the impact
and meaning of the transmitted bits on the accomplishment
of a specific task. Moreover, the network’s success is not
measured by the amount of error-free bits communicated
between the transmitter and the receiver but rather by the task-
specific performance measures imposed by the communication
purpose.

Networked control systems (NCSs) are feedback control
loops closed over a communication network. They are one
of the most prominent examples of task-oriented communi-
cations, whose communication goal is to drive the system
state to the desired value through the controller’s inputs when
there is at least one non-ideal link in the feedback loop. Their
performance is tightly coupled to the service provided by
the network. A possible way to minimize the performance
degradation caused by the imperfect communication is the
optimal decision-making through cross-layer protocol design
in the network. In fact, the convergence of control, com-
munication, and computing is considered to be one of the
driving trends of 6G wireless systems [1]. More importantly,
if the network constitutes a bottleneck due to the scarcity of
resources, as in many typical NCSs scenarios with multiple
loops sharing a common network, it is of utmost importance
that the network is able to identify and prioritize the most
significant information [3] and distribute the network resources
accordingly.

Radio resource management for multiple NCSs sharing a
common network with limited resource availability is one of
the application domains where the STOC plays a significant
role. In typical scenarios, status update packets are generated
frequently and regularly, whose delivery is necessary for
fulfilling the underlying control tasks. However, since only
a subset of these packets can be transmitted, a classification
of the meaning behind the generated bits enables the network
to prioritize the most urgent transmissions. This work aims to
develop a mathematical framework for packet scheduling for
multiple heterogeneous feedback loops where the network has
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a star topology. In particular, our study focuses on quantifying
information in real-time closed-loop control over networks
and how to use the resulting metric optimally to improve the
overall control performance. Our approach employs age of
information (AoI), a metric capturing information freshness,
to model the network state and to define the relationship
between information freshness and the urgency to transmit.
Hence, this work poses an alternative to current conventional
approaches adopted by the industry that are typically oblivious
to the underlying task or the context.

A. Related Work

Networked control systems: NCSs have attracted many
researchers from the control community for decades due to its
high application potential, for example in flexible manufac-
turing, autonomous driving, and telemedical applications. The
imperfect communication link(s) in the feedback loop makes
the problem non-trivial as latency and loss of information have
detrimental effect on performance and may even destabilize
a system [4]. The vast majority of the existing literature
focuses on the control of such systems or derives conditions
for stability in the presence of a network, including but
not limited to [5], [6], [7], [8]. Control performance under
contention-based medium access strategies has been studied
in [9], [10], [11], [12]. Contention-free medium access has
been found to outperform random access by a numerical study
in [9].

Centralized wireless resource scheduling problem for NCSs
have been studied in [13], [14], [15], [16]. In [16], a multi-
user scenario is considered, and a new metric called urgency
of information (UoI) is proposed. While [13], [14] propose
a greedy policy, scheduling the sub-system with the highest
instantaneous estimation error, [15] solves the problem for a
given time horizon optimally. These works contain unrealistic
network assumptions, e.g., assuming global knowledge for
decision-making. That is, the remotely operating scheduler has
global and perfect knowledge about the information content
that is about to be transmitted. Moreover, [15] considers
a communication link without loss or delay. Additionally,
as one of the main differences to this work which assumes a
star network, they consider a single-hop communication link
closing the feedback loop.

Age of information and beyond: The AoI, firstly proposed
by networking community in [17] and [18], emerged as a novel
metric in real-time networked systems. In remote monitoring
scenarios, the AoI introduced a new context and goal for
the communication network: keeping the available information
about the remote process fresh at the monitor. It has attracted
researchers from information theory and communications soci-
eties due to its simplicity in definition and ability to disrupt
conventional networking techniques maximizing throughput or
minimizing delay when it comes to information freshness.
AoI has been used in scenarios that include applications
relying on timely and regular status updates [19], [20], [21].
Moreover, it has been employed as a primary metric for
specific scenarios involving NCSs, such as unmanned aerial
vehicles (UAVs) [22], [23] and autonomous driving [24].

Despite being a widely adopted metric in the communi-
cation community, AoI has been shown to be unsuitable for

decision-making in some scenarios, as it captures only how
fresh a status update is but not how valuable it is to transmit
the next packet over the network. Therefore, new metrics such
as the value of information of update (VoIU) [25] are proposed
to deal with the shortcomings of AoI. To that end, non-
linear functions of AoI, e.g., f(∆(t)) = ea∆(t), are employed
as an enhanced metric to approximate the importance of
providing the destination with new state information [25], [26],
[27]. In [28], the authors suggest a new metric called the
age of incorrect information (AoII) that considers an update
“informative” only if the system state has changed since the
latest successful transmission. The AoII follows a linear aging
model when the information is incorrect.

The works mentioned above consider information semantics
beyond freshness, [16], [25], [26], [27], [28], e.g., VoIU, AoII,
thus such functions can be seen as approximations of control
and communications co-design. Due to their independence of
system dynamics, such approaches neglect relevant aspects
contributing to the true value of information for a particular
task. As we are going to show later in this work the utilization
of such heuristic functions lead to inadequate performance
w.r.t. the underlying control tasks. On the other hand, [29],
[30], [31] utilize metrics that are derived from the monitored
process’ dynamics. However, these works assume a network
populated by a single user. For example, [31] focuses on
control performance in a single-loop scenario and targets the
sampling problem under constant loss probability and proposes
a greedy policy based on the estimation error.

Preliminary results: Preliminary results of this work have
been published in [32], [33], which are the most closely
related works to this one. Reference [32] proposes a greedy
scheduling policy for linear time-invariant (LTI) feedback
control loops under resource constraints. In [32], we do not
assume any network-induced delay or loss. Reference [33]
considers packet loss modeled as a packet erasure channel with
time-varying loss probability for each sub-system following a
rectified Gaussian distribution. However, in [33] the schedul-
ing problem is limited to a single-hop communication, and
each received packet experiences a constant delay of one time
slot. On the contrary, in this work, we tackle the uplink (UL)
and downlink (DL) scheduling problem jointly while allowing
arbitrary end-to-end packet delay. The introduction of the DL
makes the problem statement in this work a novel and a more
complex problem than the one tackled in [33]. As a solution
to the complexity problem, we employ dynamic programming
as a further extension to our preliminary results.

B. Main Contributions
To the best of our knowledge, the joint UL and DL schedul-

ing problem for NCSs in a multi-loop network has not been
solved optimally without the assumption of global knowledge.
We believe that the centralized UL and DL scheduling is
relevant for future cellular networks, e.g., 6G, where sensors
and controllers are connected via a base station (BS) and the
limited radio resources are distributed by a scheduler located
at the BS.

The key contributions of this work are as follows: 1) We
model the joint UL and DL scheduling problem of N hetero-
geneous feedback control loops closed over a star network as a
finite horizon (FH) problem. We solve it optimally for a given
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horizon H . Our solution is based on the dynamic programming
algorithm from [34] implemented in the form of a Monte-Carlo
tree search (MCTS).1 In contrast to multiple prior works, our
scheduling decisions do not rely on global knowledge. 2) To
achieve fairness in metric comparison, we propose normalizing
MSE that simultaneously serves as a weighting factor. As a
result, the scheduling metric becomes dimensionless and can
be applied to a broader range of NCSs. We demonstrate
its feasibility by including a realistic control system in our
network. 3) We show by simulations that adopting a con-
trol and communication co-design approach by utilizing the
control-system-dependent metric, normalized MSE, leads to
significant performance improvement compared to commonly
used metrics in the literature, such as linear and non-linear
functions of AoI. 4) We demonstrate how one can overcome
the significant computational complexity of our algorithm by
applying dynamic programming for a time-memory trade-off.

The remainder of this work is outlined as follows. Section II
introduces the scenario and system model considered through-
out the paper. Section III briefly overviews selected heuristic
solutions to the described problem. Next, our proposed solu-
tion that offers optimality in a given finite horizon H is
presented in section IV. Moreover, section V shows simulation
results and evaluates the effect of multiple design parameters
on the final performance in detail.

C. Notation

N0 denotes the natural numbers including zero. The positive
natural numbers and the real numbers are denoted by N+ and
R, respectively. Throughout the paper, matrices are denoted
by capital letters in bold font, i.e., M , whereas small letters
are used for vectors, i.e., v. Additionally, Rn and Rn×m

denote, respectively, the n-dimensional Euclidean space and
set of all n × m real matrices. Transpose of a matrix M is
denoted as MT . Moreover, Mp is the p-th power of a matrix
M . Pr [A | B] denotes the conditional probability of event A
given B.

II. SYSTEM MODEL

We consider N independent control sub-systems sharing a
wireless communication network.2 Each sub-system i consists
of a plant Pi, a sensor Si and a controller Ci. The state of Pi

is observed by Si via an ideal link and transmitted over the
shared wireless network to Ci. For the simplicity of exposition,
we assume that the plant state is fully observable by the sensor
at all times. We assume each controller-plant pair to be co-
located, whereas the sensor operates remotely.

The packets generated by each sensor Si are transmitted
over a wireless link to a central node called base station (BS),
from where they are forwarded over a second wireless link to
their respective controller Ci. Throughout the paper, we call
sensor-to-BS link uplink (UL) and the BS-to-controller link
downlink (DL). The resulting topology is referred to as a
star network in the literature [36]. It resembles a topology
observed in cellular networks, where each Si-Ci pair is located

1We refer to [35] for more information on MCTS.
2Here, independent means that the system dynamics of one sub-system do

not affect any other sub-system.

Fig. 1. N linear time invariant (LTI) control systems are closed over a
shared star network. The uplink (UL) and downlink (DL) transmissions occur
according to a transmission schedule determined by the central node, i.e., base
station (BS). While the solid connectors represent ideal links, the wireless
links prone to packet loss and delay are depicted by dashed connectors.

in the same cell of a mobile network.3 We assume unicast
communications both on the UL and the DL. This implies that
each data packet contains only a single state measurement and
packets of multiple users can not be concatenated along the
DL. Fig. 1 depicts the considered scenario.

Time is divided into slots which is also the smallest time
unit in our model. We use t ∈ N0 to index time slots and
assume that each packet transmission starting in slot t ends
within the same slot. Moreover, any UL packet that has been
transmitted in slot t can not be sent earlier than in slot
t + 1 in the DL. It follows that any status update packet
generated by Si requires at least two time slots until it is
successfully decoded by Ci. Medium access is controlled by
a centralized scheduler located at the BS. Each sensor Si

transmits only when it has been allocated a UL slot by the
scheduler. In addition, the scheduler decides which packet to
send in the DL if multiple packets are waiting to be forwarded.
Let us introduce an indicator variable δUL

i [t] ∈ {0, 1} that
takes the value of 1 if Si is scheduled for a UL transmission
in slot t. Similarly, δDL

i [t] ∈ {0, 1} indicates whether the
sub-system i is scheduled for a DL transmission in slot t.
The scheduler assumes that any two or more simultaneous
UL transmissions, as well as DL transmissions, would fail
due to collision. Therefore, if a sensor i is scheduled for
a UL transmission in slot t, i.e., δUL

i [t] = 1, then for any
other sensor j ̸= i, δUL

j [t] = 0 holds; or equivalently∑N
i=1 δUL

i [t] ≤ 1. Analogously for the DL, δDL
i [t] = 1 implies

δDL
j [t] = 0,∀j ̸= i.

We consider time-varying UL and DL wireless qualities
following the Gilbert-Elliott (GE) model [37], which is based
on a two-state Markov chain, as depicted in Fig. 2. Each of
the two wireless links alternate between the good (G), and the
bad (B) states, which in return define the stationary packet
loss probability in the corresponding link. That is, when in
G, the failure probability of a scheduled transmission is lower
than the one in B, i.e., pG < pB . If we denote the UL loss
probability for sub-system i at time t as pUL

i [t], its behavior
can be characterized by:

pUL
i [t] =

{
pG , if σUL

i [t] = G,

pB , if σUL
i [t] = B,

(1)

3Similarly, the star network can be observed in industrial communications,
where status updates are first sent to an access point and forwarded to the
destination along a second link.
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Fig. 2. Gilbert-Elliott model with good (G) and bad (B) states and their
state transition probabilities. In the good state, the packet transmissions along
a communication link are more likely to be successful than when in the bad
state.

where σUL
i [t] ∈ {G, B} indicates the current state of

the sensor-to-BS link. Similarly, the behavior of the BS-
to-controller link can be analogously derived from (1) by
substituting UL with DL everywhere. Furthermore, the tran-
sition between the G and B states occurs with a stationary
probability. In particular, for any link σXL

i with XL ∈
{UL, DL}, the stationary state transition probabilities from
G to B and from B to G are identical for all sub-systems and
are defined as:

pG2B ≜ Pr
[
σXL

i [t] = B | σXL
i [t− 1] = G

]
,∀i,

pB2G ≜ Pr
[
σXL

i [t] = G | σXL
i [t− 1] = B

]
,∀i. (2)

Moreover, the probabilities of remaining in the same state
are given as pG2G ≜ 1 − pG2B and pB2B ≜ 1 − pB2G,
for good and bad states, respectively. Note that σUL

i and
σDL

i are two independent random variables, and the state of
one link is not correlated to the state of any other link in
the network. This corresponds to a scenario in which each
transceiver is uniformly distributed around the cell leading to
an uncorrelated channel behavior. The GE model has been
widely used in the state-of-the-art to model packet loss in real-
time networks, e.g., in [38], [39]. Despite its simplicity, the
two-state GE model has been shown to be fairly accurate to
represent Rayleigh-fading channels when the channel quality
does not vary dramatically over time [40], [41].4

Si observes the system state periodically with the same
speed as the slot frequency. In other words, in every slot t,
a new packet is generated by the sensor.5 Under the assumption
that status is Markovian, having received an update, the
controller does not benefit from receiving an older observation.
Thus, older packets are considered to be obsolete and “non-
informative”. Therefore, Si discards any older packet upon the
arrival of a new update. Similarly, if the BS receives a new
update from sub-system i, it discards all previously received
packets from Si that it has been storing to send on the DL.

A. Age of Information Model
Before introducing the control model, we formulate the

AoI in the context of our system model. As our network is
comprised of 2N + 1 nodes, i.e., N sensors, N controllers,
and a BS, we define the AoI from the perspective of each
node separately. Let us first define the AoI for sub-system
i at the BS as the time elapsed since the generation of the

4For scenarios, in which the channel quality varies dramatically over time,
finite-state Markov channel with more than two states is recommended [42].

5This is different than [33], in which the network is “faster” than the
observation frequency, e.g., a new packet is generated once in every 3 slots.
The reason not to do so in this paper is that it unnecessarily complicates the
model, although it does not contribute to the core of the problem. Hence,
to improve the presentation, we select equal observation and slot frequency
in this work.

freshest information available at the BS. If νBS
i [t] denotes the

generation time of the freshest packet the BS has received until
t, then the AoI is defined as:

∆BS
i [t] ≜ t− νBS

i [t], (3)

where the time evolution of νBS
i [t] is characterized by:

νBS
i [t + 1] =

{
νBS

i [t] , if δUL
i [t] · γUL

i [t] = 0,
t , if δUL

i [t] · γUL
i [t] = 1.

(4)

Here, γUL
i [t] ∈ {0, 1} is the success indicator for the UL

transmission in time slot t. It becomes zero in case of a failed
transmission with a probability of pUL

i [t], given that Si has
been scheduled in the UL, i.e.,:

Pr
[
γUL

i [t] = 0 | δUL
i [t] = 1

]
= pUL

i [t]. (5)

Similarly, if the sub-system i is scheduled, the probability of
a successful reception by the BS is given as:

Pr
[
γUL

i [t] = 1 | δUL
i [t] = 1

]
= 1− pUL

i [t]. (6)

For the sake of completeness, we provide the probability of
a successful reception by the BS under the condition that a
sub-system i has not been scheduled in time slot t as zero,
i.e., Pr

[
γUL

i [t] = 1 | δUL
i [t] = 0

]
= 0. It follows from the

assumption that any sub-system i refrains from transmitting
unless it has been granted access by the BS. Note that, in case
of a successful transmission, νBS

i [t + 1] drops to t. It stems
from the fact that each sensor observes the system state in
every slot and is able to replace any outdated information in
the transmission queue with the new one. This implies that
the AoI at the sensor is always zero, i.e.,:

∆Si
i [t] ≜ t− νSi

i [t] = 0, ∀i, t, (7)

whereas the AoI at the BS is a positive natural number, i.e.,
∆BS

i [t] ∈ N+,∀i, t. In other words, the AoI at the BS followed
by a successful transmission is always one, i.e.,:

∆BS
i [t + 1] =

{
∆BS

i [t] + 1 , if δUL
i [t] · γUL

i [t] = 0,
1 , if δUL

i [t] · γUL
i [t] = 1.

(8)

Suppose another indicator variable γDL
i [t] ∈ {0, 1} that

takes the value of 0 if a DL transmission in time slot t from
the BS to Ci fails; or 1 in case it is successful. Similar to the
UL case, the following equations hold for the DL:

Pr
[
γDL

i [t] = 0 | δDL
i = 1

]
= pDL

i [t],

Pr
[
γDL

i [t] = 1 | δDL
i = 1

]
= 1− pDL

i [t],

Pr
[
γDL

i [t] = 1 | δDL
i = 0

]
= 0. (9)

As a result, the AoI at Ci can be formulated as:

∆Ci
i [t] = t− νCi

i [t], (10)

with:

νCi
i [t + 1] =

{
νCi

i [t] , if δDL
i [t] · γDL

i [t] = 0,

νBS
i [t] , if δDL

i [t] · γDL
i [t] = 1.

(11)

In simple words, if the controller does not receive any new
information in slot t, the generation time of the freshest packet
remains constant. Otherwise, upon receiving a new packet,
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Fig. 3. A sample sequence of AoI at the BS and at the controller i. Such
a sequence for ∆BS

i [t] and ∆
Ci
i [t] can be observed in our system when the

UL transmissions scheduled in slots t0 − 1, t0, t0 + 3, t0 + 5 and the DL
transmissions in slots t0 + 1, t0 + 5 are successful for t ∈ [t0 − 1, t0 + 5],
respectively.

νCi
i [t + 1] is overwritten with the most recent update that is

available to the BS by t. Fig. 3 illustrates a sample sequence
of ∆BS

i [t] and ∆Ci
i [t] for t ∈ [t0, t0 + 6] following the

introduced AoI model as in (3) and (10). We would like to
mention that due to the star network topology, every packet
available at the controller must have passed through the BS.
As a result, the AoI at the BS is always less than or equal
to the AoI at the controller. This implies that ∆BS

i [t] ≤
∆Ci

i [t],∀i, t. Moreover, as the transmission of each packet
takes one time slot and we consider a two-hop network the
AoI at any controller i is greater than or equal to two, i.e.,
∆Ci

i [t] ≥ 2,∀i, t.

B. Control Model
We represent the behavior of the i-th control sub-system by

the following LTI model in discrete-time6:

xi[t + 1] = Aixi[t] + Biui[t] + wi[t], (12)

with time-invariant system matrix Ai ∈ Rni×ni and input
matrix Bi ∈ Rni×mi . In addition, wi[t] ∈ Rni represents
the system noise characterized by a multi-variate Gaussian
distribution with zero mean and covariance matrix Σi ∈
Rni×ni , i.e., wi ∼ N (0,Σi). Furthermore, xi[t] ∈ Rni

and ui[t] ∈ Rmi denote the system state and control input,
respectively. Here, the time slot t of the network corresponds
to the t-th time step of each control system i. Thus, the
duration of a time slot is the sampling period for every sub-
system in our scenario. As we consider unit time in our model,
the sampling period, as well as the sampling frequency, equals
to 1 for all sub-systems. We assume that the duration of
a time slot, hence the sampling frequency of each control
system, is selected small enough to capture the continuous
time dynamics sufficiently well.

At the beginning of each time step t, the controller Ci

calculates ui[t] based on the available observation history.
The obtained control input is then applied to Pi following
the dynamics from (12). Note that the input matrix Bi defines
the relationship between the current control input ui[t] and the
next system state xi[t+1]. Similarly, the relationship between
the current and next system states is characterized by Ai.

To compensate for the shortcomings of the wireless com-
munication network between the sensors and the controllers
due to limited resources, packet loss, and delay, we consider
an estimation-based controller that estimates the plant state

6Discrete-time control systems are widely used to model digital control
systems in the control theory literature [43].

remotely. Suppose that the freshest information available at
the controller until t is given as xi[t−∆Ci

i [t]]. It can be shown
that the conditional expectation of the state, which minimizes
the mean squared estimation error, can be obtained from:

x̂i[t] ≜ E
[
xi[t]

∣∣ ∆Ci
i [t], xi[t−∆Ci

i [t]
]
,

= A
∆
Ci
i [t]

i xi[t−∆Ci
i [t]] +

∆
Ci
i [t]∑

k=1

Ak−1
i Bi ui[t− k].

(13)

The proof of (13) can be found in the supplementary doc-
ument. The equation above implies that the controller has
to store the last ∆Ci

i [t] control inputs in memory. However,
it does not impose any additional communication effort as
this information is already present at Ci. We further assume
that each Ci is aware of the time-invariant system parameters
Ai, Bi and Σi.

The goal of the controller is to minimize the linear-
quadratic-Gaussian (LQG) cost function Fi:

Fi = lim sup
T→∞

1
T

T−1∑
t=0

(xi[t])T Qixi[t] + (ui[t])T Riui[t].

(14)

Qi and Ri are weighting matrices of appropriate sizes that
penalize the system state and control inputs in the infinite
horizon. Fi is one of the most common metrics in control
theory quantifying the control performance. The lower Fi is,
the higher is the quality of control (QoC).

We assume that the controller design is done prior to
deployment; hence the characteristics of the network are
unknown when the optimal control law is determined. There-
fore, we obtain the optimal state feedback matrix L∗i ∈
Rmi×ni as if all the links in the feedback loop were ideal.
Therefore, the control law is formulated by:

ui[t] = −L∗i x̂i[t], (15)

corresponding to a certainty-equivalent controller that assumes
a separation principle between estimation and control. The
optimal state feedback matrix, minimizing the LQG cost given
in (14), is obtained from:

L∗i =
(
Ri + BT

i P iBi

)−1

BT
i P iAi. (16)

Here, P i is a solution of the discrete time algebraic Riccati
(DARE) equation given as:

P i = Qi + AT
i

(
P i − P iBi

(
Ri + BT

i P iBi

)−1
BT

i P i

)
Ai.
(17)

Although the DARE does not take any network characteristics
into account, it has been shown in [8] that the certainty-
equivalence controller with the optimal controller gain L∗i is
optimal in the presence of packet loss and delay.

Let us define the network-induced estimation error as the
difference between the real and estimated states:

ei[t] ≜ xi[t]− x̂i[t]. (18)

One can easily show that by substituting (12) and (13) into
(18), the instantaneous error can be expressed as a function of
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AoI, the system matrix and ∆Ci
i [t] independent noise vectors:

ei[t] =
∆
Ci[t]
i∑

k=1

Ak−1
i wi[t− k]. (19)

In consequence, the mean squared estimation error at Ci can
be formulated as:

MSEi(∆Ci
i [t]) ≜ E

[
(ei[t])T ei[t]

]
=

∆
Ci
i [t]∑

k=1

tr
(
(AT

i )kAk
i Σi

)
(20)

The proof can be found in the supplementary document.
We would like to mention that our proposed scheduler,

which we will introduce later in section IV, uses MSEi(∆Ci
i )

for decision-making. This implies that as the scheduler is
located at the BS, it should be able to keep track of ∆Ci

i [t]
remotely. Nevertheless, as all packets are relayed over the
BS in our considered scenario, it would be feasible for the
scheduler to obtain ∆Ci

i [t] through a simple acknowledg-
ment mechanism between the BS and each controller. Hence,
we assume that the outcome of each DL transmissions is
known to the scheduler through such an acknowledgment
procedure between the controllers and the BS. Moreover,
please note that the MSE also depends on Ai and Σi thus,
the scheduler should be aware of these parameters for deci-
sion making. Since Ai and Σi are time-invariant matrices,
a one-time information exchange prior to operation would be
sufficient. It is essential to mention that the MSE does not
depend on the controller gain L∗i . Therefore, the equation for
MSE given AoI is independent of the controller design.

C. Problem Statement
We are interested in finding a centralized UL and DL

scheduling policy π that aims to minimize the adverse effects
induced by the (imperfect) sensor-to-controller link. In par-
ticular, the communication network’s presence in the control
loop creates a mismatch between the actual- and estimated
state, i.e, ei[t] ∈ Rni , rendering the controller’s input obtained
as (15) non-ideal. The amount of the degradation in the
estimation performance is quantified by the MSE given in
(20). To overcome this, we aim to keep the growth in MSE
as small as possible, thereby, bring the offered QoC closer
to the ideal case, i.e., when the sensor-to-controller link is
a perfect communication link. To that end, we formulate the
central problem of this work as:

min
π

lim sup
T→∞

E
[

1
T

1
N

T−1∑
t=0

N∑
i=1

ci(ei[t])T ei[t]

]
, (21)

with the weighting factor ci for sub-system i. It is obvious that
the optimal policy π∗ minimizing (21) should depend on the
characteristics of the communication link between each sensor-
controller pair. However, in a realistic scenario, as well as in
our considered network model, the wireless communication
network is characterized by dynamically changing channel
qualities on the UL and DL.7 The time-varying and unpre-
dictable nature of the network conditions does not only render

7This is reflected by the time-varying transmission success probabilities.

solving (21) for T →∞ complex, but also sub-optimal, hence
unattractive. As an alternative, we introduce a new problem
that considers a look-ahead window starting from the current
time slot t until t + H as:

min
π

E
[

1
N

t+H∑
τ=t

N∑
i=1

gi(τ)

]
. (22)

Here, gi(τ) is a cost function in generalized form and charac-
terizes the contribution of sub-system i to the overall cost.
Note that, ci(ei[τ ])T ei[τ ] is an example of gi(t) among
other options. The selection of the parameter H controls the
farsightedness of the scheduling policy π, as it dictates the
length of the finite horizon that the algorithm considers.

III. GREEDY UPLINK AND DOWNLINK SCHEDULING

Given the scenario and the system model introduced in
section II, suppose a scheduling policy π that determines
the next UL and DL transmissions based on the transmission
history on both links. That is, at the beginning of each time
slot t, the scheduler decides on π[t] = [πUL[t] πDL[t]]T with
πUL, πDL ∈ {∅, 1, 2, . . . , N} and broadcasts this information
to every node in the network.8 If a user i is scheduled in the
UL, i.e., πUL[t] = i, the sensor Si initiates a transmission.
In other words, πUL[t] = i implies δUL

i [t] = 1. Similarly,
πDL[t] = i means that a DL packet is sent from the BS to Ci,
i.e., πDL[t] = i and δDL

i [t] = 1. If the BS does not have any
new packet waiting to be forwarded, the second index of π[t]
is an empty set, i.e., πDL[t] = ∅.

In order to decide whether a new packet is eligible for
transmission by any of the nodes, the scheduler utilizes the
age difference between source-destination pairs in each link.
For the UL case, if ∆BS

i [t] > ∆Si
i [t] = 0 holds for sub-system

i, then Si is considered to be eligible for transmission. Since
sensors always have a new packet to send in our considered
scenario, all sensors are eligible for transmission in every time
slot. However, this is not the case for the DL. For the DL, the
BS may not have received new information from sub-system i
since Ci was last updated in an earlier slot. In Fig. 3, time slots
t0 + 2 and t0 + 3 constitute an example to such a situation,
where ∆Ci

i [t] > ∆BS
i [t] does not hold. In that case, we refer

to a DL transmission towards Ci as ineligible; or equivalently,
∆Ci

i [t] = ∆BS
i [t] implies πDL[t] ̸= i. If none of the sub-

systems is eligible in slot t, then the BS does not send any
packet in the DL, i.e., πDL[t] = ∅.

The scheduling decisions are tightly coupled with the esti-
mation and control performances in the network. As described
in sections II-A and II-B, depending on the scheduling policy,
the AoI follows a different trajectory which in return affects
the network-induced estimation error. Furthermore, the estima-
tion accuracy defines the degree of sub-optimality of control
inputs that are obtained by using the state estimate instead
of the actual state, as in (15).9 Therefore, depending on how
the wireless network resources are distributed among multiple
users, defined by the selected scheduling policy π, the network

8We assume that the transmission of this broadcast message is instantaneous
and error-free.

9The control law is optimal if xi = x̂ as L∗i minimizes Fi. Due to the
impairment between the real and estimated states caused by the network, the
estimation error leads to the sub-optimality of u w.r.t. the LQG cost.
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can directly affect control performance metrics, such as LQG
cost and MSE from (14) and (20), respectively.

As an alternative to contention-free protocols, contention-
based protocols from the existing literature may also come into
consideration, e.g., ALOHA [44], slotted ALOHA [45], and
age-dependent random access protocol [46]. However, despite
usually requiring less implementation effort due to their
decentralized nature, they are known for low throughput in
multi-user scenarios due to their high packet loss rate. To name
an example, in a different work involving real-life measure-
ments, we have shown that simple contention-free protocols
outperform the random access protocols mentioned above
w.r.t. information freshness and control performance [47].
Therefore, we do not consider contention-based protocols in
the remainder of this work.

A. Application-Unaware Greedy Policies
Let us first consider two greedy scheduling policies that are

widely studied in wireless communications research: 1) round-
robin (RR) and 2) maximum throughput (MT). They belong
to the class of application-unaware policies as their operation
does not depend on application layer metrics, such as AoI and
MSE.

1) Round-Robin (RR) Policy: RR is one of the most fre-
quently deployed scheduling policies in industry due to its ease
of implementation. It has been used in cellular networks [48],
as well as in the context of remote estimation use cases [49].
Under the RR policy, all nodes are scheduled in a predeter-
mined fixed circular order. It can be argued that RR is a “good”
heuristic for real-time applications as it offers fairness in time
thanks to its periodic resource allocation nature. Note that the
classical RR scheduler is channel-unaware by definition as it
does not consider channel conditions, such as packet success
probability.

2) Maximum Throughput (MT) Policy: The policy known
as MT prioritizes users with the best channel quality, hence
targeting throughput maximization in the network [48]. It is
also known for its unfair nature as it may lead to the star-
vation of those users with bad channel conditions. Given our
system model from section II, in which the channel quality is
represented by packet loss probability, the scheduling under
the MT policy can be formulated as:

πUL[t] = arg min
i∈AUL(∆[t])

pUL
i [t],

πDL[t] = arg min
i∈ADL(∆[t])

pDL
i [t], (23)

with:

AUL(∆[t]) ≜ {i : i ∈ {1, . . . , N}, ∆BS
i [t] > ∆Si

i [t]}
= {1, 2, . . . , N}

ADL(∆[t]) ≜ {i : i ∈ {1, . . . , N}, ∆Ci
i [t] > ∆BS

i [t]} ∪ {∅}.
(24)

Ties are broken arbitrarily. Here, ∆[t] ∈ N3N
0 denotes the

AoI vector of size 3N , where the first, second and third N
indices denote, respectively, ∆Si

i [t], ∆BS
i [t] and ∆Ci

i [t] for
1 ≤ i ≤ N . The reason to use ADL(∆[t]) is to prevent sub-
system i from being scheduled, although the BS does not have
any new information to transmit. Note that this is not the case

in the UL since sensors always have a new packet to transmit
in our considered system model. As we are going to show
later in section V, by defining feasible UL and DL actions,
we are able to narrow down our search space and reduce the
computational complexity of our proposed algorithm.

B. Application-Aware Greedy Policies
As an alternative to application-unaware policies, we intro-

duce two centralized scheduling mechanisms that operate
in a greedy fashion: 1) maximum age first (MAF) and 2)
maximum error first (MEF). Their implementation relies on
the propagation of the application layer metrics such as AoI
and MSE down to the data link layer; thus, they can be
considered as more challenging and complex to implement
when compared to RR and MT.

1) Maximum Age First (MAF) Policy: The MAF policy
is a greedy strategy that schedules the user with the highest
instantaneous age difference on each link [50]. That is, while
the user with the highest ∆BS

i [t] is selected on the UL, the
DL user is obtained by subtracting ∆BS

i [t] from ∆Ci
i [t]. Hence,

we formulate the MAF scheduling policy for the UL and DL
as:

πUL[t] = arg max
i∈AUL(∆[t])

∆BS
i [t],

πDL[t] = arg max
i∈ADL(∆[t])

∆Ci
i [t]−∆BS

i [t]. (25)

The key difference between MAF and RR is that MAF is
adaptive to the outcome of past transmissions, whereas RR is
not. In other words, if a user is scheduled in the UL but the
transmission is not successful, i.e., πUL[t] = i, γUL

i [t] = 0,
one can expect that the same user is scheduled in the next
time slot t + 1 as well. However, under the RR policy, the
scheduling decisions are made in a fixed order, independent
of the outcome of transmissions.

2) Maximum Error First (MEF) Policy: The MEF policy
is firstly proposed in [13] for single-hop multi-loop NCSs
scenarios. In its original form, it prioritizes the user with the
highest network-induced error, i.e., π[t] = arg max

i
||ei[t]||.

However, since the actual system state xi[t] is unknown to
the centralized scheduler, it is not feasible to assume a global
knowledge of ei[t] at the scheduler. Therefore, we rule out a
scheduling design based on the actual error ei[t] and limit our
study to the utilization of MSE from (20).

Moreover, we normalize the MSE by the value it takes when
AoI is one. The necessity for normalization can be explained
with the help of an example: Consider two control applications
of different types sharing the network introduced in section II.
By definition, each element of the estimation error vector
ei ∈ Rni has the same unit as the system state xi, e.g.,
kelvin, meter, radians. Thus, comparing the MSE in its pure
form can lead to comparison of numbers in different orders of
magnitude, hence would only be possible if all sub-systems’
units were identical. As a solution, we propose to normalize
the MSE as:

nMSEi(∆i[t]) ≜
MSEi(∆i[t])

MSEi(1)
, (26)

such that the resulting metric is dimensionless. Note that this
equivalent to defining ci in (21) as ci ≜ 1

MSEi(1)
. Throughout
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the paper, we employ the normalized mean squared error
(nMSE) for scheduling instead of MSE. As a result, the policy
for the MEF scheduler becomes:

πUL[t] = arg max
i∈AUL(∆[t])

nMSEi(∆BS
i [t]),

πDL[t] = arg max
i∈ADL(∆[t])

nMSEi(∆Ci
i [t])− nMSEi(∆BS

i [t]).

(27)

The MEF scheduler characterized by (27) can be seen as a
modified version of the greedy scheduler from [32], where
each link can accommodate at most one transmission, and the
MSE is normalized. We want to mention that MAF and MEF
are channel-unaware as they are defined and implemented in
this work.

IV. OPTIMAL JOINT UPLINK AND DOWNLINK FINITE
HORIZON SCHEDULING

In the previous section, we introduced MAF and MEF
schedulers, which can be considered as heuristic solutions to
the UL and DL scheduling problem for NCSs. Despite being
simple in design, hence offering ease of deployment in prac-
tical scenarios, they do not guarantee optimality in task- and
application-specific performance. To that end, we formulate
the centralized scheduling problem as a finite horizon (FH)
optimization problem and propose a policy ΠH that is optimal
in a given time horizon H as an improvement over the greedy
schedulers from section III.

Our approach is based on minimizing of the expected cost
over H , which is a parameter proportional to the “farsight-
edness” of our scheduler. In brief, the FH optimal scheduler
generates a tree structure characterized by all future state-
action pairs given the current state and the channel conditions.
Each state is associated with an immediate cost which is then
used for the overall expected cost minimization problem. The
tree structure consists of H levels incorporating all possible
states and costs that could appear within H steps from now.
This means that by increasing the parameter H , we also
increase the time horizon that our scheduler considers while
deciding on the optimal scheduling decision, thereby the
computation complexity required to define the H-level tree
structure.

A. States and Actions

Let ν[t] ∈ N3N
0 be a column vector of size 3N containing

the generation time of the freshest information at sensors, BS,
and controllers at time t:

ν[t] ≜
[
(νS [t])T (νBS [t])T (νC [t])T

]T
, (28)

with:

νS [t] ≜ [t t . . . t]T , νS [t] ∈ NN
0 ,

νBS [t] ≜
[
νBS
1 [t] νBS

2 [t] . . . νBS
N [t]

]T
, νBS [t] ∈ NN

0 ,

νC [t] ≜
[
νC11 [t] νC22 [t] . . . νCN

N [t]
]T

, νC [t] ∈ NN
0 .

(29)

Throughout the following analysis, we refer to the vector ν[t]
as network state and to a scheduling decision π[t] as action.

We would like to mention that each network state ν[t] can
be mapped to a ∆[t].10 Nevertheless, we continue with ν[t]
throughout the following analysis for presentation purposes.

Given a network state ν[t] = ντ and an action π[t] = [i j]
at time t with i ∈ AUL(ν[t]), j ∈ ADL(ν[t]), we can obtain
the transition probability to a next state:

ν[t + 1] = f(ν[t], π[t], γUL
i [t], γDL

j [t]), (30)

as a function of packet loss probabilities on respective links,
i.e.,:

Pr
[
ν[t + 1] = ντ+1

∣∣ ν[t] = ντ , π[t] = [i j]
]

= f(pUL
i [t], pDL

j [t]).

In particular, if j ̸= ∅, there are four possible next states
in our considered scenario, depending on the transmission
outcome in each link. Given the network state ν[t] as defined
in (28), we can formulate the transition probabilities to the
four possible next states as:

Pr[ν[t + 1] = ν11
τ+1

∣∣ ν[t] = ντ , π[t] = [i j]T ]

= (1− pUL
i [t]) (1− pDL

j [t])

Pr[ν[t + 1] = ν10
τ+1

∣∣ ν[t] = ντ , π[t] = [i j]T ]

= (1− pUL
i [t]) pDL

j [t]

Pr[ν[t + 1] = ν01
τ+1

∣∣ ν[t] = ντ , π[t] = [i j]T ]

= pUL
i [t] (1− pDL

j [t])

Pr[ν[t + 1] = ν00
τ+1

∣∣ ν[t] = ντ , π[t] = [i j]T ]

= pUL
i [t] pDL

j [t] (31)

with:

ν11
τ+1 =



νS [t + 1]
νBS
1 [t]

...
νSi [t]

...
νBS

N [t]
νC11 [t]

...
νBS

j [t]
...

νCN

N [t]



, ν10
τ+1 =



νS [t + 1]
νBS
1 [t]

...
νSi [t]

...
νBS

N [t]
νC [t]


,

ν01
τ+1 =



νS [t + 1]
νBS [t]
νC11 [t]

...
νBS

j [t]
...

νCN

N [t]


, ν00

τ+1 =

νS [t + 1]
νBS [t]
νC [t]

 .

Note the differentiation between vectors written in bold, e.g.,
νBS [t] ∈ NN

0 and scalar values, e.g., νBS
i [t] ∈ N0. Here, a

1 in the superscript indicates success in the corresponding link
where the first position is the UL and the second is the DL.

10Note that, mapping a ∆[t] to ν[t] is not possible as a ∆[t] does not
imply a unique ν[t]. We are going to exploit this relationship between ∆[t]
and ν[t] later to use dynamic programming for complexity reduction.
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For instance, ν10 denotes the next state when UL transmission
is successful, but the DL transmission fails. In the case of an
empty DL transmission j = ∅, the number of next possible
states reduces to two: ν10 and ν00.

B. The H-Stage Problem and Finite Horizon Cost
We consider a cost function g : N3N

0 → R mapping a
network state to an immediate cost in the form:

g(ν[t]) ≜
N∑

i=1

gi(νSi
i [t], νBS

i [t], νCi
i [t]). (32)

Here, gi : N0 × N0 × N0 → R characterizes the cost
contribution of sub-system i. A simple example of such a
function would be the weighted sum of AoI at the BS and
the controller, i.e.,:

gi(νSi
i [t], νBS

i [t], νCi
i [t])

= wSi (t− νSi
i [t])︸ ︷︷ ︸

=0

+wBS (t− νBS
i [t])︸ ︷︷ ︸

∆BS
i [t]

+wCi (t− νCi
i [t])︸ ︷︷ ︸

∆
Ci
i [t]

,

with wSi , wBS , wCi > 0,∀i. By following a similar notation
as in [34], we can define an additive cost of the form:

JΠH
t (ν[t]) ≜ E

γUL[τ ],γDL[τ ]

[
t+H∑
τ=t

g(ν[τ ])
∣∣∣ π[τ ]

]
. (33)

for an initial state ν[t] and possible future states to go,

i.e., ν[τ + 1] = f(ν[τ ], π[τ ], γUL[τ ], γDL[τ ]). Here, JΠH
t

corresponds to the expected H-stage cost when the scheduling
policy ΠH [t] = {π[t], π[t + 1], . . . , π[t + H − 1]} is applied
over the horizon H . The expectation is taken with respect
to γUL[τ ] and γDL[τ ] that together with the scheduling
decision π[τ ] define the occurrence probability of any next
state. Hereby, we aim to find the optimal scheduling policy
Π∗

H [t] for the H-stage problem with the optimal cost:

JΠ∗H
t (ν[t]) = min

ΠH

JΠH
t (ν[t]). (34)

It is necessary to state that although ΠH looks H slots into
the future, the optimization problem is solved repeatedly for
every time slot, and the optimal action π∗H [t] is taken both for
UL and DL.

C. Finite Horizon Scheduler
It is shown in [34] that the H-stage problem that starts at

state ν[t] and time t, and ends at time t + H can be solved
optimally by minimizing the right side of equation (34) for
τ = t + H − 1, t + H − 2, . . . , t:

Jτ (ν[τ ]) =

min
π[τ ]

E
[
g (ν[τ ]) + Jτ+1

(
f(ν[τ ], π[τ ], γUL[τ ], γDL[τ ])

)]
,

(35)

with the terminal cost:

JH (ν[t + H]) = g (ν[t + H]) . (36)

We refer to [34, p. 25] for proof. One can explain equations
(35) and (36) in plain words as follows: the optimal cost
JΠ∗H (ν[t]) can be obtained by iterating backwards in time

from stage H − 1 to stage 0, while at each iteration step τ
the optimal action π∗[τ ] solving (35) is taken. Consequently,
the scheduling policy Π∗

H [t] = {π∗[t], π∗[t + 1], . . . , π∗[t +
H − 1]} achieving the minimum expected cost JΠ∗H

t (ν[t]) is
the optimal joint UL and DL scheduling policy.

The H-stage problem can be modeled as a tree structure
with H levels where each network state is represented as a
node. The 0-th level, also called root, consists of a single
node with the state ν[t]. Given the root node, the remaining
tree is defined by all possible state-action pairs governed by the
joint UL and DL scheduling problem. In particular, an action
π[τ ] given a network state ν[τ ] implies up to 4 possible next
states, as described in (31), where each transition is modeled
by an outgoing edge from ν[τ ]. Moreover, each edge is
assigned a transition probability depending on the action, i.e.,
scheduling decision, and the transmission success probability
of the respective links. Once the whole tree is generated, each
state’s cost is assigned according to (35) starting from the last
level of the tree, which is also the H-th level. The nodes in the
last level are called leaf nodes. The following steps summarize
the resulting algorithm of the FH scheduler:

Finite Horizon Scheduling Algorithm

1. Initialize the current state ν[t] as the root of the
tree.

2. Starting from the root, determine the feasi-
ble actions π[τ ] according to AUL(ν[τ ]) and
ADL(ν[τ ]) and subsequently all possible next
states ν(τ + 1) given an action π[τ ].

3. Add the obtained next states as child nodes to
the next level of the tree and initialize the edges
between the parent and child nodes with corre-
sponding transition probabilities.

4. Repeat steps 2. and 3. until the H-th level of the
tree is constructed.

5. Assign the minimum cost and best action to each
node as in (35) starting from the leaf nodes.

Once the FH scheduling algorithm completes, the scheduler
executes the optimal action π∗H [t] assigned to the root node.
We emphasize that even though the FH scheduling algorithm
has obtained the optimal action for all possible future states
within the horizon H , the FH scheduler algorithm must be
repeated after every time slot. The reason is the modification
of the tree’s root node and the dynamically changing edge
transition probabilities caused by time-varying channel condi-
tions. We would like to remind the reader that the scheduler
knows each link’s current loss probability but is unaware of
future channel conditions, e.g., pUL

i [t + 1], pDL
i [t + 2], . . . .

Therefore, we use Chapman-Kolmogorov equations to obtain
the expected reliability of each link quality in t + h given the
current channel state [51, Ch. 4.2].11

Looking at the algorithm, one can easily deduct that con-
structing such a tree structure is a heavy task in terms of
computational complexity. In particular, the complexity strictly
depends on the chosen farsightedness, i.e., H and the network

11An alternative would be to assume that the current channel conditions
would remain constant throughout the finite horizon, similar to [33].
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size, i.e., N . A detailed discussion on the FH algorithm’s
complexity can be found later in section V-C.2.

1) Selecting the Cost Function : We propose to employ an
additive weighted cost function for immediate state cost given
as:

g(ν[t]) =
N∑

i=1

wBS nMSEi(∆BS
i [t])︸ ︷︷ ︸

≜gBS
i [t]

+wCi nMSEi(∆Ci
i [t])︸ ︷︷ ︸

≜g
Ci
i [t]

,

(37)

where wBS , wCi > 0,∀i. ∆BS
i [t] and ∆Ci

i [t] are defined as in
(3), (10), respectively. Simply put, (37) considers not only the
nMSE at controllers but also the nMSE at the BS. The reason
behind the consideration of ∆BS

i [t] can easily be explained
with the help of a toy example as follows: Suppose a newly
initialized network with N = 1 and H = 1. Moreover, assume
∆Ci

1 [0] = ∆BS
1 [0] = 5 and ∆Si

i [0] = 0. If we only reward a
cost reduction at the controller, or equivalently, if wBS =
0 but wC1 > 0, a successful UL transmission in time slot
t does not lead to any change in cost within the considered
horizon, i.e., t + 1. As a result, the scheduler is indifferent
between πUL[t] = 1 and πUL[t] = ∅ as the network is not
better-off by scheduling any sub-system within the considered
finite horizon. Therefore, to incorporate a hidden future reward
enabled through an update of the BS into our decision-making,
we choose a positive wBS in our framework.

One may use different cost functions than nMSE as it has
been done in the existing literature. Through our simulation
results, we will show later in section V that the FH scheduling
algorithm can operate with various age-penalty functions. For
instance, the scheduling algorithm can employ g

BS/Ci

i [t] =
∆BS/Ci

i [t] to improve information freshness by solving the
H-stage problem. Similarly, common age-penalty functions
such as g

BS/Ci

i [t] = eαi∆
BS/Ci
i [t] and g

BS/Ci

i [t] = αi∆
BS/Ci[t]
i

with a design parameter αi > 0 as a multiplier constant
in front of AoI are other examples of such. Throughout
the following section, we simplify the notation by dropping
the superscript. To name an example, when we say that the
scheduler employs the metric ∆i[t], it implies gBS

i [t] = ∆BS
i

and gCi
i [t] = ∆Ci

i [t].
2) A Greedy Equivalent of H=1: The FH scheduling

algorithm describes a Monte Carlo tree search (MCTS)
algorithm with states and actions being governed by the system
model described in section II. On the one hand, one can argue
that this brings an additional effort for the system designer to
implement such a framework in software. On the other, the
MEF scheduler, which has been proposed in the preliminary
version of this work, neglects the reliability of each link
by definition, which may cause severe performance loss in
practice. To that end, we propose a channel-aware alternative
to the MEF policy that is in fact an equivalent of the FH
scheduling algorithm when H is equal to one.

First, we notice that for H = 1, the FH algorithm divides
the UL and DL scheduling problem into two independent
problems.12 Next, let us look at the UL case with the net-
work state ν[t] and gBS

i [t] as in (37). Suppose none of

12Since we have one slot transmission delay on each link, an UL decision
considers only a possible cost reduction at the BS and is myopic to any future
costs.

the users are scheduled in slot t, implying gBS
i [t + 1] =

nMSEi(∆BS
i [t] + 1) for all i. However, for πUL[t] = i, the

BS cost to be incurred, i.e., gBS
i [t + 1], becomes nMSEi(1)

and nMSEi(∆BS
i [t] + 1) with probabilities 1 − pUL

i [t] and
pUL

i [t], respectively, depending on the transmission outcome.
Hence, we can express the total expected BS cost at t + 1 for
πUL[t] = i:

E

[
N∑

i=1

gBS
i [t + 1]

∣∣ πUL[t] = i

]

+
N∑

j=1

(
nMSEj(∆BS

j [t] + 1)
)
− nMSEi(∆BS

i [t] + 1)

+ (1− pUL
i [t])nMSEi(1) + pUL

i [t]nMSEi(∆BS
i [t] + 1).

(38)

As a result, the optimal policy for the UL can be obtained by
minimizing the RHS of (38), or, equivalently:

max
i

{
(1− pUL

i [t]) nMSEi(∆BS
i [t] + 1) −

(1− pUL
i [t]) nMSEi(1)

}
. (39)

A similar analysis can be done for the DL with the replacing
the cost at the controller after a failed and successful DL trans-
mission accordingly. That is, gCi

i [t+1] = nMSEi(∆Ci
i [t]+1)

for the success case and gCi
i [t + 1] = nMSEi(∆BS

i [t] + 1)
otherwise. As a result, the DL equivalent of the FH algorithm
with H = 1 becomes:

max
i

{
(1− pDL

i [t]) nMSEi(∆Ci
i [t] + 1) −

(1− pDL
i [t]) nMSEi(∆BS

i [t] + 1)
}
. (40)

The resulting policy can be interpreted as the prioritization
of the sub-system with the maximum expected error reduction
(MEER) on each link. Note that although the MEER is
an analytical equivalent of the FH algorithm for H = 1,
it possesses three very important properties. Firstly, it solves
the channel-unawareness weakness of the MEF algorithm by
introducing the reliability of each link into the equation.
Secondly, it has a computational complexity of O(N) per
slot, hence, is scalable. Lastly, and most importantly, it does
not require the implementation of a MCTS algorithm, thus,
mitigating the implementation effort for practical deployment.

V. SIMULATION RESULTS AND DISCUSSION

In this section, we evaluate the performance of our proposed
FH scheduler in terms of average AoI, capturing information
freshness, average nMSE capturing estimation performance,
and average LQG cost quantifying the control performance
in the network. Our evaluation is not only limited to the
presentation of key performance indicators (KPIs) when var-
ious selected cost functions from the existing literature are
employed, but additionally, we investigate the effect of increas-
ing the FH parameter H on the resulting performance.

A. Simulation Details

Our simulation setup consists of N = 4 feedback control
loops, each belonging to a different type. In particular, one
of these sub-systems is an inverted pendulum (IP), which
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Fig. 4. An inverted pendulum with motorized cart. The primary goal of the
controller is to hold the pendulum in upright position, i.e., to keep |ϕ| close
to zero as much as possible.

is a well-known real-life application in control theory text-
books [43]. As depicted in Fig. 4, it consists of a pendulum
mounted on a motorized cart where the controller’s objective
is to hold the pendulum in an upright position by moving the
cart back and forward. While the IP has a four-by-four system
matrix, i.e., AIP ∈ R4×4, the remaining applications are each
a scalar control loop with Ai ̸=IP ∈ R1×1. The parameter
selection of our control model can be summarized as:

A2 = AIP =

1.0000 0.0100 0.0001 0.0000
0.0000 0.9983 0.0191 0.0001
0.0000 0.0000 1.0017 0.0100
0.0000 −0.0049 0.3351 1.0017

 ,

B2 = BIP =
[
0.0001 0.1706 0.0002 0.0488

]T
,

Σ2 = ΣIP =

6.4 10−7 0 0 0
0 4.9 10−7 0 0
0 0 2.74 10−5 0
0 0 0 4.87 10−5

 ,

A1 =
[
1.0

]
, A3 =

[
1.2

]
, A4 =

[
1.3

]
,

B1 = B3 = B4 =
[
1.0

]
,Σ1 = Σ3 = Σ4 =

[
1.0

]
.

Moreover, the selected parameters to determine the stabilizing
feedback gain are given as:

Q1 = Q3 = Q4 =
[
100.0

]
, Q2 =

5000 0 0 0
0 0 0 0
0 0 100 0
0 0 0 0

 ,

R1 = R2 = R3 = R4 =
[
1.0

]
.

Our results consist of 50 simulation runs that are each T =
180 000 time slots long. The finite horizon H is varied from
0 to 5, which adjusts the farsightedness of the scheduling
policy. When H = 0 is selected, we employ the greedy MAF
policy described in section III-A. Similarly, the greedy MEF
scheduler corresponds to a combination of H = 0 with the
metric nMSEi(∆i[t]).

For the cost function from (37), we select equal contribution
by the intermediate and destination nodes, i.e., wBS = wCi =
1,∀i. Additionally, to model the time-varying channel quality
on UL and DL, we utilize the Gilbert-Elliott model with the
following parameters: pG = 0.1, pB = 0.4, pUL

G2B = pDL
G2B =

pUL
B2G = pDL

B2G = 0.1.
Fig. 5 illustrates the evolution of nMSE with increasing

AoI for multiple sub-systems considered in our simulations.
As depicted in the figure, each sub-system has a different
expected nMSE given the instantaneous age. For instance, for
∆ = 7, the nMSe is expected to be much higher for A4 than
for A1, indicating a higher estimation error normalized by

Fig. 5. The evolution of the normalized mean squared error with increasing
AoI. For scalar systems, i.e., i ∈ {1, 3, 4}, as the system matrix Ai increases,
a given ∆ leads to a higher squared error in expectation. Additionally, the
nMSE increase of IP in AoI is comparable to an imaginary scalar sub-system
with Ai = [1.1] and Σi = [1.0].

their respective default state ∆ = 1. In addition, we observe
that the IP lies between A1 and A3 w.r.t. nMSE. In fact,
it is comparable to an imaginary13 scalar sub-system with
A = [1.1] and Σ = [1.0]. This brings us to the selection
αi in our simulations and in the following discussion. That is,
we select αi = Ai for i ∈ {1, 3, 4} and α2 = αIP = 1.1 when
applicable. We would like to stress that αi appears as a
multiplicative factor in front of AoI for some of the considered
cost metrics, such as g

BS/Ci

i [t] = αi∆
BS/Ci

i [t].

B. Key Performance Indicators (KPIs)

We select the average AoI as the primary KPI to capture
information freshness in the network.14 The average AoI
during a simulation run is measured per time slot and user;
hence it can be obtained by:

∆ =
1
T

1
N

T−1∑
t=0

N∑
i=1

∆Ci
i [t]. (41)

Our goal is not to minimize ∆ but to minimize the control-
related KPIs. Therefore we present the two main metrics for
the following evaluation, i.e., normalized MSE and LQG cost
are calculated per time slot and per user as:

nMSE =
1
T

1
N

T−1∑
t=0

N∑
i=1

wi nMSEi(∆i[t]), (42)

F =
1
N

N∑
i=1

wi Fi, (43)

with Fi as in (14) and sub-system weight factor wi ≥ 0,∀i.
In this work, we select wi = 1 for all sub-systems. Note
that a lower nMSE indicates a better estimation performance,
whereas a lower F points to increased control performance in
the network.

13By using the word “imaginary”, our goal is to emphasize that this sub-
system is not considered in our simulations. It is shown in the figure only for
comparison.

14Performing better or worse in information freshness is not a success
indicator for quality of control. Average AoI is presented solely for more
insightful discussion.
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Fig. 6. Average age of information (AoI), i.e., ∆, in the network. While
maximum throughput (MT) scheduler performs the worst w.r.t. ∆, using linear
age-penalty functions, i.e., αi∆i[t], ∆i[t] leads to the lowest average AoI in
the network. Vertical error bars represent 95% confidence interval.

Fig. 7. Average normalized mean squared error (nMSE) in the network.
In the x-axis, the horizon parameter 0 ≤ H ≤ 5 is varied. The nMSe from
(42) is plotted in the y-axis. Vertical error bars represent 95% confidence
interval.

C. Simulation Results and Discussion

Let us first compare the resulting information freshness
performance of the considered scheduling policies presented
in Fig. 6. The figure plots ∆ against increasing H from zero to
five, where each line represents a different scheduling policy,
including MT, RR, and FH scheduler operating with various
age-penalty functions. As evident from the figure, the best-
performing schedulers in terms of ∆ are the FH scheduler with
linear age-penalty functions, i.e., ∆i[t] and αi∆i[t]. In addi-
tion, we can conclude that the MT scheduler is not suitable
for providing fresh information as it prioritizes those users
with the best channel conditions, irrespective of information
semantics. On the contrary, although being a channel-unaware
policy, RR performs significantly better than MT due to its
periodic scheduling pattern. The main contribution of this
work, i.e., the FH scheduler using nMSEi[t] as the scheduling
metric, falls behind RR when it comes to providing fresh
information. Please note that the results for MT and RR are
included multiple times in the figure for presentation purposes,
although they are independent of the horizon parameter H .
Thus, they appear as a horizontal line over the entire figure.

As our primary goal is not to provide fresh information
but to help users perform better at their underlying com-
munication purpose, we examine figures 7 and 8 displaying
the estimation and control performances of the considered

Fig. 8. Average control cost in the network. The control cost Fi per
sub-system is defined as in (14). Vertical error bars represent 95% confidence
interval. The selection of αi is discussed in section V-A.

schedulers. Fig. 7 shows the average estimation performance
for varying H captured by nMSE from (42). For presentation
purposes, we intentionally left RR and MT out as they perform
significantly worse than any other FH schedulers considered
in this work.15 Looking at the figure, we can easily see
that the FH scheduler with nMSEi(∆i[t]) leads to the best
estimation performance in the network. This is an expected
result since the scheduling metric used for decision-making
is directly related to the KPI, and the FH scheduler offers
optimality for the selected horizon. In particular, applying the
MEF scheduler from [32], which coincides with the greedy
version of our proposed policy, i.e., H = 0, outperforms
its closest competitor, i.e., the combination of H = 5 with
eαi∆i[t], by more than 29%. Moreover, by increasing the
farsightedness of our scheduler beyond H = 0, we are able
to improve the estimation performance further by 9.5%. It is
important to mention that the approximating functions αi∆i

and eαi∆i[t] outperform the FH age-optimal ∆i[t] scheduler.
This reveals the potential in approximating the task criticality
by appropriate functions for those scenarios where the exact
modeling is not feasible.

Fig. 8 illustrates the average control cost F in the network
for increasing H . As in the case of nMSE, the best-
performing scheduling policy in terms of control cost is our
proposed FH scheduler using nMSEi(∆i[t]). In particular,
when H = 5 is selected, the achieved F is lower than the
greedy scheduler proposed in [32] by more than 13%, which
indicates an improved control performance. Similar to Fig. 7,
we observe that the utilization of homogeneous metrics for all
sub-systems, as in the case of ∆i[t] and e∆i[t], falls behind
carefully selected heterogeneous cost functions, i.e., αi∆i,
eαi∆i[t], nMSEi(∆i[t]). Notice that none of the selected
schedulers incorporate control cost into their decision-making.
However, as in the case of our proposed FH scheduler, the
control cost can be indirectly improved as a side-product of
estimation error minimization.

We would like to emphasize that the amount of available
network resources has been kept constant throughout our sim-
ulations. Only by changing how the limited network resources
are distributed among demanding applications, we are able

15The average nMSE for RR and MT are 12.9 · 104 and 34.4 · 1010,
respectively. The large numbers are mainly caused by more unstable sub-
systems with Ai ∈ {1.2, 1.3} reaching high age values.

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 



AYAN et al.: OPTIMAL FINITE HORIZON SCHEDULING OF WIRELESS NETWORKED CONTROL SYSTEMS 13

TABLE I
NUMBER OF SIMULATION RUNS OUT OF 50, IN WHICH THE PENDULUM

ANGLE SATISFIED THE SUCCESS CRITERIA I, II, AND III

to create a significant performance gap between multiple
scheduling strategies. Therefore, we can clearly observe and
state that by introducing task-awareness into the network’s
decision-making, e.g., into the MAC layer protocols, one can
significantly vary the quality of the offered service. Both
figures presenting the achieved nMSE and F confirm the
importance of such an approach and reveal the potential of
STOC as an alternative to increasing the bandwidth to offer
the same level of service.

Remarks on inverted pendulum’s performance: In order
to demonstrate the advantage of control-aware network design,
e.g., our proposed FH scheduler, over conventional methods,
e.g., RR and MT, in a more tangible way, let us focus specif-
ically on our selected real-life application, i.e., IP depicted
in Fig. 4. Let us define three success criteria specific for the
maximum allowed pendulum deviation angle |ϕ[t]| in degrees
as: I)

1) |ϕ[t]| < 15◦ for 0 ≤ t < T ,
2) |ϕ[t]| < 30◦ for 0 ≤ t < T ,
3) |ϕ[t]| < 90◦ for 0 ≤ t < T .

We are interested in the number of measurement runs out of
50, in which the maximum pendulum angle deviation is less
than the selected upper bound. Table I summarizes the number
of successful runs for RR, MT, and FH scheduler with H =
5 utilizing nMSEi[t].

In simple words, the FH scheduler is able to keep the
pendulum angle within ±15◦ throughout our 50 simulation
runs. On the other hand, when we select MT scheduler, only
7 out of 50 runs comply with criteria III. This means that a
human observer, looking at the IP depicted in Fig. 4, would
see the pendulum falling in 43 runs as the pendulum angle
exceeds ±90◦. Moreover, RR leads to satisfactory results in
all runs only w.r.t. criteria II and III.

1) Increasing the Network Size: So far, we have only con-
sidered N = 4 sub-systems. In order to show the effectiveness
of our algorithm in a larger network, let us increase N further
and vary it from 6 to 12 in steps of two.16 Fig. 10 shows
the resulting performance w.r.t. nMSE. While the boxplots
correspond to the FH algorithm, the horizontal lines present
the ¯nMSE achieved by the MEER scheduler. For instance,
when N = 12, the FH scheduler with H = 3 improves the
performance by more than 10% compared to H = 0. Note that
we select a smaller H for a larger N to reduce the complexity.
Nevertheless, the results confirm that our proposed algorithm
works for various settings and not only for a specific one.

2) Discussion on Complexity: The selection of the FH
parameter H is crucial for our proposed FH scheduling policy.
By increasing H , we are able to control the time horizon,
in which the FH scheduler offers optimality for the selected
metric. However, this comes with an exponential complexity

16For each configuration, we select half of the sub-systems as inverted
pendulums and the other half as Ai = 1.0.

TABLE II
AVERAGE NODE COUNT IN THE MONTE CARLO TREE SEARCH (MCTS)

FOR VARYING H

increase for the joint UL and DL scheduling problem. Partic-
ularly, the maximum number of states defining the H-stage
problem for N sub-systems is formulated by the following
equation:

#nodes(H) =
(N2 + 2N + 1)H+1 − 1

N2 + 2N
. (44)

In other words, assuming that N is given, the H parameter
allows us to control up to how many nodes the tree structure
from section IV-C should consist of. Note that when the greedy
policy is selected, i.e., H = 0, the tree consists of a single root
node representing the current network state. Table II presents
the number of nodes in the worst-case (WC) obtained by (44)
and the average node count measured during our simulations.
The difference between WC and simulation is caused by
limiting the set of possible DL actions to only those sub-
systems that have a packet to be transmitted in the DL, i.e.,
ADL, through which we are able to narrow down our search
space.

The computational complexity grows exponentially for
increasing H . However, the performance gain that we are able
to achieve by increasing the FH does not grow at the same
speed. That is, a significant portion of the gain is achieved
already when H is increased up to three in our considered
scenario. As we go beyond H = 3, the benefit of looking into
a longer time horizon diminishes. Therefore, the right H value
should be identified prior to deployment if the complexity
constitutes a bottleneck for the considered scenario.

It is important to emphasize once again that selecting a
very large H is not our primary goal. In fact, the dynamically
changing channel conditions render the solution to a very
large H not attractive. To elaborate, if we choose a very
large H , we would not only be increasing the complexity
of the considered problem, but instead we would solve an
inaccurate problem, due to the mismatch between the transition
probabilities in the decision tree and the system’s actual
evolution. An alternative approach to the FH algorithm is to
assume an average link reliability, pi, that is time-invariant.17

Hence, one could formulate an infinite horizon problem and
solve it optimally using the value iteration algorithm [52].
However, this would imply that the scheduler is independent
of the instantaneous channel conditions, hence making a sub-
optimal scheduling decision based on pi, instead of pi[t].

3) Tackling Complexity in Practical Scenarios: There are a
few techniques one could employ to combat complexity issues
in practical deployment.

Learning Optimal Action(s): In a static network with an
invariant number of control loops, the FH scheduler can learn
the optimal actions over time as the same states are revisited
over and over. That is, if the same H-stage problem has
been solved and the optimal action(s) has been determined

17For instance, if the channel is modeled by the GE model, one could
calculate each link’s long-term average loss probability.
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Fig. 9. The figure shows the ratio of a problem being already in the solution
set by using dynamic programming method (DP) and the occurrence ratio of
a new problem. Moreover, the size of the solution set is plotted in logarithmic
scale.

before, it can be stored in the memory for future reference.
This approach is similar to the dynamic programming (DP)
method used in computer science, which stores solutions to
sub-problems for future usage.

One way to speed up the learning process is to use parallel
computing. In fact, our simulations employ the DP approach
by running multiple threads that collectively gather a solution
set in the shared memory. To demonstrate the potential of this
approach, we present Fig. 9. The figure shows the ratio of an
H-stage problem being already in the solution set, which we
call a DP hit. If the H-stage problem is identified as novel,
referred to as a DP miss, the optimal solution is calculated
and added to the solution set afterwards. As we see from the
figure, as the network learns more solutions over time, the
occurrence ratio of a DP hit takes over, and a new execution
of the FH scheduling algorithm is not needed. It is needless to
say that storing previous solutions to already visited problems
comes with an increased memory cost over time. In brief, one
can say that the high computational complexity is traded for
increased memory demand.

As an important remark, we would like to mention that we
are able to identify a problem reappearing due to the limited
variance in the link quality, thanks to the Gilbert-Elliott model.
That is, users experience a dynamic packet loss probability on
each link that alternates between two values, i.e., pG and pB

depending on the current state, i.e., G and B. However, each
of these probabilities would take a real value between zero and
one in a real network. Consequently, the H-stage problem is
highly likely to be a novel problem, leading to a DP miss. Nev-
ertheless, this issue motivates the consideration of approaches
similar to [38]. In [38], authors adjust the parameters of a two-
state GE model through adapting the coefficient of variation
identified in the real network trace. They demonstrate that the
model they obtain after the parametrization step captures the
loss pattern of the real network fairly well.

Gradual increase in H: The main benefit of utilizing the
FH algorithm over greedy alternatives is that it enables us to
control the complexity of the problem through H . This can be
a very useful property, if combined with the dynamic learning
presented above. More specifically, the centralized scheduler
can start with a low complexity version, e.g., H = 1, and learn
the optimal policy. To improve the performance further, the
scheduler can revisit some of the previously solved problems

Fig. 10. Detailed average normalized mean squared error (nMSE) results
when then number of sub-systems, i.e., N is varied. The markers correspond
to means. The horizontal line corresponds to the MEER scheduler.

and modify the optimal policy (if necessary) by solving it for
a larger H . A trivial way to determine which states to revisit
could be for instance comparing the occurrence frequency of
each state and choosing the highest ones.

4) Simulation Versus Analytic Methods: As a replacement
of a comparison based on Monte Carlo experiments, one
could argue for finding an analytical solution to the long-term
average nMSE minimization problem characterized in (42).
To name an example, if one is provided with the stationary
distribution of AoI given a stationary scheduling policy Π,
it can be mapped to an average nMSE performance. However,
such an approach provides only partial answers, e.g., unclear
mapping between AoI distribution and average LQG cost
from (43). Additionally, such a methodology comes with a
significant difficulty without contributing substantially to the
considered problem. On the other hand, a simulation-based
study, as we have conducted in this work, gives definitive
answers to the KPIs of interest. Furthermore, it serves as a
proof that our proposed solution is practically implementable.

VI. CONCLUSION AND FUTURE WORK

Networked control systems (NCSs) belong to the category
of task-oriented communications, which are feedback control
loops closed over a network. Their communication purpose is
to drive the system state to the desired value through the con-
troller’s inputs when there is at least one non-ideal link in the
feedback loop. As their control performance is tightly coupled
with the service provided by the communication, a possible
way to minimize the performance degradation caused by
imperfect communication is optimal decision-making through
joint consideration of network and control.

In this work, we investigate the joint uplink and down-
link scheduling problem for feedback control loops closed
over a star network. The medium access on each link is
managed by a centralized scheduler that is responsible for
allocating the wireless network resources. The control sub-
systems experience time-varying packet loss probability on
each link where a two-state Gilbert-Elliott model characterizes
the link quality. As the main contribution, we propose a finite
horizon (FH) scheduler that is optimal in a given time horizon
H and compare the performance it achieves w.r.t. control-
related key performance indicators (KPIs) to other scheduling
policies from the literature. Through simulations, we show that
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our proposed FH scheduler is able to outperform all other
considered schedulers when it comes to control task-specific
KPIs. This work is an extension of our previous work [33],
in which we consider a single-hop network. Additionally,
different than [32], this work considers a broader range of age-
penalty functions from the literature that have been utilized for
decision-making in the network.

One of the possible extensions of this work would be
the implementation of the FH scheduling algorithm on real
hardware, e.g., using software-defined radios as in [47]. More-
over, the proposed theoretical framework can be employed to
capture alternative task-criticalities, contexts, and semantics
through the replacement of the utilized scheduling metric, i.e.,
nMSE, with a different age-penalty function. Last but not least,
one could study the FH scheduling algorithm’s performance
for highly mobile scenarios, in which the channel conditions
change more rapidly and drastically.
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