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Abstract—DC microgrids often present a hierarchical
control architecture, requiring integration of communica-
tion layers. This leads to the possibility of malicious attack-
ers disrupting the overall system. Motivated by this appli-
cation, in this article, we present a distributed monitoring
scheme to provide attack-detection capabilities for linear
large-scale systems. The proposed architecture relies on
a Luenberger observer together with a bank of unknown-
input observers at each subsystem, providing attack detec-
tion capabilities. We describe the architecture and analyze
conditions under which attacks are guaranteed to be de-
tected, and, conversely, when they are stealthy. Our analy-
sis shows that some classes of attacks cannot be detected
using either module independently; rather, by exploiting
both modules simultaneously, we are able to improve the
detection properties of the diagnostic tool as a whole. The-
oretical results are backed up by simulations, where our
method is applied to a realistic model of a low-voltage DC
microgrid under attack.
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I. INTRODUCTION AND PROBLEM STATEMENT

A. Objectives and Contributions

H IERARCHICAL control architectures are an estab-
lished solution for the regulation of DC microgrids

(DCmGs) [1], allowing for local stabilization, as well as cooper-
ation among subsystems, for the achievement of global control
objectives. In this scenario, coordination is permitted through the
introduction of a communication network, enabling information
transfer between distributed generation units (DGUs). This in
turn leads to the possibility of malicious agents interfering with
transmitted data, altering the behavior of the overall system.

DCmGs can be seen as a typical case of large-scale and cyber-
physical system (LSS and CPS, respectively), given both their
size and the integration of information technology resources
required to effectively achieve control (e.g., an information
network). These systems can be decomposed into multiple
interconnected units [2] interacting both through physical and
cyber links. Similarly to DCmGs, motivated by size, complexity,
and the need to embed scalability in the control architecture,
distributed control has been widely used to design scalable
regulation schemes for LSSs.

The main objective of this article is to design a model-based
attack detection strategy for LSSs that is distributed and scal-
able. Specifically, we require that each subsystem be equipped
with its own local diagnoser, and that the information needed for
the design and operation of the monitor be limited to a subset
of the LSS. Note that in some works on secure estimation and
detection (e.g., [3]–[5]) the term “distributed” is used with a dif-
ferent meaning. Indeed, it refers to the scenario where multiple
sensors observe the same system and each local estimator aims
at reconstructing the global state of the system.

In this article, we consider linear LSSs and propose a novel
distributed monitoring architecture devoted to the timely de-
tection of attacks on the information network connecting sub-
systems of linear LSS, relying on the following two modules,
exploiting: 1) a bank of unknown-input observers (UIOs); 2)
a distributed Luenberger observer, as is further illustrated in
Section III. These two modules exploit different sets of relations
and different model knowledge to perform detection, thus com-
pensating each other’s vulnerabilities, and reducing the number
of attacks that are stealthy. In fact, while the Luenberger observer
of the local state exploits analytical relations from the physical
interconnection between subsystems to perform detection, the
UIOs estimating the neighbors’ states exploit knowledge of
the model of the neighbors themselves. This difference proves
critical in the analysis of the properties of each module, as it
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determines both the classes of attacks that are guaranteed to
be detected and, more importantly, the classes of attacks that
cannot be detected by each module independently. Indeed, the
simultaneous use of both modules reduces the classes of attacks
that are stealthy to each local detector.

The main contributions of this article are as follows:
1) the design of a local monitoring unit Di for the ith sub-

system, to detect attacks on the communication network;
2) the development of a distributed and scalable design

technique in which the synthesis of Di requires at most
information from neighbors of subsystem i;

3) the provision of theoretical results on detectability and
stealthiness properties of the proposed attack detection
scheme, given bounds on unknown disturbances influ-
encing both subsystem dynamics and measurements;

4) the introduction of a state augmentation technique to im-
prove the detection capabilities of the UIO-based module;

5) the validation of the monitoring scheme through analysis
and simulations using a realistic model of a DCmG.

In the following, we present the model of interconnected
subsystems composing an LSS. Then, the detection problem
is formally given, and the state of the art on cyber-security in
distributed control systems is summarized (with an emphasis on
smart grids and power networks).

Some preliminary and partial works have been presented in
the conference papers [6], [7]. In this article, we design a novel
monitoring scheme extending the estimation framework where
two estimators exploiting different sets of information are used
to detect cyber-attacks. We also provide thorough analysis as far
as detectable and stealthy attacks are concerned. Furthermore,
the improvements in terms of detectability that are achieved
using the two modules simultaneously in a stacked configuration
are demonstrated both analytically and through simulations.

B. Problem Formulation

1) Large-Scale Systems: Motivated by the example of
DCmGs, which is structured as a set of interconnected DGUs,
we model an LSS as a network ofN subsystemsSi, each coupled
with a set of neighbors Ni ⊆ N � {1, . . . , N}, Ni � |Ni|. The
dynamics of each subsystem can be written as

Si :

⎧⎨⎩ẋ[i] = Aiix[i] +Biu[i] +Mid[i] + ξ[i] + w[i]

y[i] = Cix[i] + ρ[i]

(1)

where x[i] ∈ Rni , u[i] ∈ Rmi , d[i] ∈ Rgi , y[i] ∈ Rpi are, re-
spectively, the subsystem state, control and exogenous input,
and output; ξ[i] ∈ Rni represents the physical interconnection
between subsystems, defined as ξ[i] �

∑
j∈Ni

Aijx[j], while
w[i] ∈ Rni and ρ[i] ∈ Rpi model process and measurement dis-
turbances. In Section II, we show how the dynamics of DCmGs
can be modeled as in (1) [8].

Assumption 1: For all Si, the pair (Ci, Aii) is observable. �
Assumption 2: Process and measurement disturbances

w[i](t) and ρ[i](t) are unknown but bounded, i.e.,

|w[i](t)| ≤ w̄[i], |ρ[i](t)| ≤ ρ̄[i] (2)

for all t ≥ 0, where w̄[i], ρ̄[i] > 0, ∀i ∈ N , are known. �

We consider the control input u[i] to be the result of a dis-
tributed control architecture, depending directly on communi-
cated variables yc[j,i] that Si receives from its neighbors. Here,
yc[j,i] is used to differentiate the output y[j] locally available to
Sj from the information that Si receives. We assume that the
communication network shares the same topology of the LSS,
and we consider that it is ideal, i.e., that it is not affected by
nonidealities, such as delays and packet drops, among others.

2) Model of Cyber-Attack: The necessity of integrating a
communication network in the control architecture of an LSS
may expose the system to cyber-security threats [9]. The infor-
mation received by Si from Sj is written as

yc[j,i](t) � y[j](t) + βj,i(t− T j,i
a )φj,i(t) ∀t ≥ 0 (3)

where βj,i(t) is an activation function, φj,i(t) is an attack
function, as defined by the attacker to achieve some unknown
objective, and T j,i

a > 0 is the unknown initial time of attack.
The activation function can be any function of time satisfying
βj,i(s) = 0, ∀s < 0 and βj,i(s) �= 0, ∀s ≥ 0. Readers are re-
ferred to [6] for possible choices of this function. Note that,
in nominal conditions (i.e., for t < T i,j

a ), the information re-
ceived by Si from Sj is the exact measurement vector, i.e.,
yc[j,i](t) = y[j](t).

Assumption 3: Each edge (i, j), ∀i, j ∈ N is affected by at
most one attack, and T j,i

a > 0, ∀i, j ∈ N . �
Remark 1: Assumption 3 is not very restrictive, as it does not

exclude the occurrence of complex attacks targeting multiple
lines simultaneously. �

Through appropriate definition ofφj,i(t) in (3), it is possible to
model different types of attacks [10], such as: false data injection
attacks, where φj,i : R → Rni is any attacker-defined function
of time; covert attacks, where an attack of the form φj,i(t) �
−y[j](t) + ya[j](t) replaces the transmitted information with the
output ya[j](t) of a simulated system with the same dynamics
as Sj ; replay attacks, where transmitted information y[j](t) is
stored and then replayed periodically by the attacker, hiding
any changes in operating condition of Si, and where φj,i(t) �
−y[j](t) + y[j](t− nT ), with n ∈ N modeling the periodicity
of the attack.

Remark 2: In the context of this work, differently from others
in the literature, we only consider attacks on the variables that
are communicated between subsystems. Thus, both the local
measurement y[i] and the control input u[i] are considered to be
secure. This is motivated by the DCmG application, where con-
trollers are colocated with the sensors and actuators interfacing
the system. �

3) Attack Detection: We now formulate the problem of
attack detection. We define the activation time of the first attack
on the incoming communication channels of a subsystem

Ť i
a � min

j∈Ni

T j,i
a .

Problem 1 (Attack Detection): Design, for each subsystem,
an attack detector Di to verify the null hypothesis at time t

H0
i (t) : {yc[j,i](t) = y[j](t) ∀j ∈ Ni} (4)

i.e., the received communication is not under attack. �
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C. State of the Art

The design and analysis of monitoring schemes to detect
cyber-attacks for CPSs have attracted great interest in the lit-
erature, as demonstrated by the recent special issue [11], as well
as the surveys [12], [13] and references cited therein. This is due
to the fact that modern control systems are evermore exposed to
cyber-attacks, given the increasing integration of physical and
cyber resources in CPS control loops [14]. An area that has
received specific attention because of its criticality has been the
secure control and estimation of power networks, with specific
focus on smart grids [9], [15]–[17], and microgrids [18]–[21].
Among the works addressing the security problem in micro-
grids, [20], [21] offer techniques to detect cyber-attacks in
DCmGs. In particular, the authors of [20] exploit signal temporal
logic (STL) to detect whether an attack is present, by verifying
whether given STL requirements are violated. In [21], on the
other hand, the authors consider “balanced” attacks, and define
a cooperative vulnerability factor for detection, exploiting secure
knowledge of control inputs of neighboring DGUs.

In the context of secure control, as highlighted recently in [22],
attack detection and resilience schemes can be often divided in
data driven and knowledge-based approaches. We here focus
on the latter, without the pretence of providing an exhaustive
survey of the literature, as it is out of the scope of this article.
Many knowledge-based techniques are available, most of which
have focused on centralized architectures to detect malicious
intrusion and tampering of the communication between plants
and controllers [23]–[26]. However, centralized methodologies
are known to be undesirable in the context of microgrids, as they
are not scalable and cannot easily incorporate addition, removal,
and replacement of DGUs.

Although the limitations to centralized architectures for CPS
are well known, few works propose distributed methods, of
which [4], [5], [27]–[29] are examples, but often requiring
additional assumptions. For instance, the authors in [28] and [29]
suppose secure communication between different monitoring
units. In [27], the differences between centralized and decentral-
ized architectures in cyber-attack detection are analyzed in the
context of stochastic interconnected systems. Finally, the work
in [4] and [5] present distributed detection methods in which
locally available information is exploited to estimate the global
state of the system. These approaches share similarities with
methods proposed for secure distributed state estimation, such
as [3], where the global state of an LSS is reconstructed from
partial measurements in the presence of cyber-attacks. Differ-
ently to the objectives of this article, all of these methods, while
referred to as “distributed,” require the knowledge of the whole
dynamics of the CPS for design and implementation. Finally,
note that, apart from [27], none of the previously mentioned
works include system and measurement disturbances in their
modeling.

It is worth noting that attack detection methods can be inspired
by fault detection and isolation (FDI) algorithms, for which
distributed solutions have indeed been recently proposed [30]–
[35]. Of these, the authors of [32] propose an FDI architecture
based on a bank of UIOs to detect faults on either subsystems or
interconnections. An analysis of the differences between fault
and cyber-attack detection is provided in [36].

As anticipated, the main objective of this article is to provide a
scalable design procedure for a novel distributed attack detection
scheme solving Problem 1.

D. Organization of the Article

In Section II, we present the model of a low-voltage islanded
DC microgrid. In Section III, we illustrate the attack detection
architecture, in which Di utilizes parallel modules to solve
Problem 1. In Sections IV and V, we analyze the properties
of the modules individually, in terms of detectable and stealthy
attacks. In Section VI, we evaluate the detectability properties
of Di as a whole, thus showing the benefits of combining the
two modules. In Section VII, extensive results from numerical
simulations using realistic dynamics of a DCmG are given, and
the effectiveness of the strategy demonstrated.

Notation: In the article, the operator | · | applied to a set
determines its cardinality, while used with matrices or vectors it
defines their component-by-component absolute value. The op-
erator ‖ · ‖ is used to define the matrix 2-norm. In general, in this
article, inequalities are considered component-by-component.
I and 0 represent the identity matrix and a matrix or vector
of zeros, each of the appropriate dimensions. For two matri-
ces A and B with the same dimensions, A ≥ B indicates the
element-wise inequality; the same is considered for vectors.
With col(·), diag(·), and ker(·), we define the column and
diagonal concatenation of vectors or matrices, and the null-space
of a matrix. For a matrix A, A† denotes its right inverse.

II. LOW-VOLTAGE ISLANDED DCMGS

A. Modeling Low-Voltage DCmGs

Microgrids, both AC and DC, are a promising technology for
future power networks, as they offer the possibility of merging
distributed energy generation, consumption, and storage. This
is important, given the growing penetration of renewable energy
sources in electrical grids. We focus here on low-voltage is-
landed DCmGs, which provide an attractive solution for energy
distribution, as many renewable energy sources, energy stor-
age technologies, and loads are inherently DC [1]. Nowadays,
DCmGs find applications in, e.g., data centers, smart houses,
and electric vehicle charging stations.

As shown in Fig. 1, a low-voltage DCmG can be represented
as a network of N interconnected DGUs, each composed of a
Buck converter, interfacing a variable DC voltage source with the
rest of the network through an RLC filter. We assume that loads
are connected to the DGU terminals,1 and DGUs are coupled
through resistive lines. The interconnected dynamics of DGU i
can be written as in (1), with state x[i] � [Vi, Iti, νi]


 (where νi
is an integrator state internal to the controller, used for reference
voltage tracking), exogenous input d[i] � ILi, and input u[i] =

[Vti,ΔVi]

, where ΔVi is the result of a secondary control layer

(e.g., a consensus protocol) used for current sharing across the
network, and Vti is the switching terminal voltage of the Buck
converter. The specific definitions of the matrices in (1) can be
found in Appendix A, and the interested reader is referred to [8]
for further details.

Remark 3: In the literature, the design of controllers for
DCmGs with DC–DC converters often relies on the so-called
state-space averaging method, to disregard the switching be-
havior of the terminal input [37]. It is, therefore, possible to
define an average control input V avg

ti � δiVsi, where δi ∈ [0, 1]

1If load buses appear elsewhere, they can be mapped to the output terminals
of DGUs using Kron reduction [8].
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Fig. 1. Diagram representation of the DCmG. On the left, the graph representing the DCmG; the physical interconnections are shown as the blue
power lines, and the communication topology appears as the red arrows. Cyber-attacks are directed at the communication lines. On the right, the
circuit diagram of a DGU, together with the information structure of the detector Di.

is the duty cycle of the Buck converter andVsi ∈ R is the voltage
of its power source. In this article, we suppose Vsi is sufficiently
large to avoid saturation of δi. �

Assumption 4: For every DGU i ∈ N , Ci = I and the mea-
surement is affected by an unknown disturbance ρ[i]. �

Assumption 4 is not restrictive as Vi and Iti can be measured
within the DGU, and νi is an internal state of the controller.

B. Controller Architecture

The control strategies proposed for islanded DCmGs are often
designed in the context of hierarchical architectures (see the
review [1], and the references cited therein), where primary
controllers within the DGUs guarantee global stability [8], [38],
while secondary and tertiary controllers achieve different oper-
ational objectives, such as current and power sharing, microgrid
synchronization, and overall energy management [38]–[41]. In
this article, we consider that each DGU is controlled by primary
and secondary controllers defined as in [8] and [39], respectively.
Our choice is motivated by the fact that these controllers can be
designed in a scalable fashion while providing stability of the
whole DCmG.

Specifically, the schemes presented in [8] and [39] define
control laws to, respectively, compute the average terminal
voltage V avg

ti (and thus δi) to obtain global voltage stability, and
the secondary control input ΔVi, to achieve current sharing, by
employing a consensus protocol reliant on neighbors’ commu-
nicated outputs (3). To achieve coordination across the whole
DCmG, reliable communication between DGUs is necessary.
Thus, cyber-attacks can easily alter the operating point of the
DCmG as a whole.

We note that, in this article, we consider the case of is-
landed DCmGs. In the case of grid connection, DCmGs pro-
vide ancillary services to the main grid, typically through the
use of an energy management system (EMS). In recent years,
distributed optimization methods have been presented for dis-
tributed EMSs [42], which may be tackled with the distributed
detection scheme here proposed.

III. ATTACK DETECTOR Di—DETECTION ARCHITECTURE

As previously mentioned, the proposed detection architecture,
illustrated in Fig. 1, relies on two modules simultaneously esti-
mating the state of the local subsystem (through a Luenberger
observer) and the states of the neighboring subsystems (with
a bank of Ni UIOs). The bank of UIOs compute an estimate
x̂[j,i](t) of a suitably defined augmented state x[j] for each
neighbor of Si, whilst the Luenberger-observer-based module
generates an estimate x̂[i](t) of its state x[i](t). The augmented
state x[j] and communicated output measurement yc

[j,i] required
for the design of the UIO-based modules in Di are introduced
in Section IV. The output estimates are then compared, respec-
tively, to yc

[j,i] and y[i], and the resulting residual is then used
to detect the presence of an attack, by evaluating the following
inequalities:∣∣∣yc

[j,i](t)−Cjx̂[j,i](t)
∣∣∣︸ ︷︷ ︸

|r[j,i](t)|

≤ r̄[j,i](t) ∀j ∈ Ni (5a)

∣∣y[i](t)− Cix̂[i](t)
∣∣︸ ︷︷ ︸

|r[i](t)|

≤ r̄[i](t) (5b)

where matrix Cj is defined later in (11) and the thresholds
r̄[j,i](t) and r̄[i](t) are defined appropriately to prevent false
alarms, based on knowledge of the disturbance bounds in (2).
This design choice, albeit guaranteeing that the process will
not be interrupted without a certified threat, also implies that
the thresholds are possibly conservative. If at any time t > Ť i

a
either of the inequalities in (5) is violated, an attack is detected
byDi. Moreover, if (5a) is violated, the attacked communication
line is also isolated. The operation of the detection logic is
summarized in Algorithm 1, while in Table I, we highlight the
information required by Di at design time (offline), and during
normal operations (online).

As shown in Table I, the two modules exploit different model
knowledge to detect the presence of cyber-attacks. Specifically,



3804 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 65, NO. 9, SEPTEMBER 2020

TABLE I
INFORMATION REQUIRED FOR DESIGN OF Di AND ATTACK DETECTION

Algorithm 1: Attack Detection and Isolation at Time t.
1: while Si online ∀i ∈ N do
2: Update estimates x̂[j,i](t), ∀j ∈ Ni and x̂[i](t);
3: Update bounds r̄[j,i](t), ∀j ∈ Ni and r̄[i](t);
4: Compute residuals r[j,i](t), ∀j ∈ Ni and r[i](t);
5: Evaluate (5a) and (5b)
6: if (5a) and (5b) hold then
7: No attack is detected at time t
8: else
9: if |r[j,i](t)| > r̄[j,i](t) for any j ∈ Ni then

10: Attack detected on link (j, i)
11: else
12: Attack detected, no link is isolated
13: end if
14: end if
15: end while

each UIO exploits knowledge of augmented dynamics of Sj

(i.e., matrices Ajj ,Ej ,Cj) to estimate the state of each of its
neighbors Sj , j ∈ Ni from yc

[j,i]. This allows for detection of
false data injection attacks, while being vulnerable to replay
and covert attacks. On the other hand, the Luenberger-observer-
based detection module uses knowledge of dynamics ofSi (1) to
exploit the physical interconnections between subsystems, thus
detecting attacks with analytical relations to the local dynamics.

The detector Di, by combining the two modules in the same
stacked architecture and having them run simultaneously, as
illustrated in Algorithm 1, is capable of detecting attacks that
would be stealthy to either of the modules independently as will
be analytically presented in Section VI.

We now focus on the appropriate design of the two observer-
based modules, the definition of thresholds r̄[j,i](t) and r̄[i](t),
and analyze their individual properties.

Remark 4: As can be seen from Algorithm 1 and Table I, the
design and operation of Di rely at most on information from the
set of neighbors Ni, and are, therefore, distributed, as well as
scalable with the number of subsystems in the network. �

IV. BANK OF UIOS

A. Design of the Detection Module

We first focus on the design and properties of OUIO
j,i , the

UIO-based detection modules estimating the state of neigh-
boring subsystems. UIOs are a class of observers designed
to algebraically decouple the residual error from a vector of
unknown inputs [43]. This proves fundamental forDi to estimate
the state x[j], j ∈ Ni, as Si does not have access to the inputs
affecting the dynamics of its neighbors. To design the UIOs we

rewrite the dynamics of Sj in (1) as

ẋ[j] = Ajjx[j] + Ēj d̄[j] + w[j]

y[j] = Cjx[j] + ρ[j] (6)

where Ēj d̄j = ξ[j] +Bju[j] +Mjd[j] represents the effect of
the unknown inputs on x[j]. The matrix Ēj ∈ Rnj×qj , qj ≤
nj links the unknown inputs to the dynamics of Sj , its
columns consisting of a basis of the range of matrix Ej �
[Ajk1

, . . . , AjkNj
, Bj ,Mj ], where {k1, . . . , kNj

} = Nj are the

indices of the neighbors of Sj . This definition ensures that Ēj is
full column rank, as required by [43]. The term d̄[j](t) � Êj d̂[j]
is a linear combination of d̂[j], defined as

d̂[j] �
[
x

[k1]

, . . . , x

[kNj

], u


[j], d



[j]

]

(7)

i.e., the vector containing all inputs to Sj unknown toDi. Matrix
Êj is derived, following the choice of Ēj , such that ĒjÊj = Ej ,
and is not relevant to the design of the UIOs.

The full-order UIO state and state estimate of Sj can be
defined as follows [43]:

ż[j,i](t) = Fjz[j,i](t) + K̂jy
c
[j,i](t)

x̂[j,i](t) = z[j,i](t) +Hjy
c
[j,i](t)

ŷ[j,i](t) = Cj x̂[j,i](t) (8)

where the matrices are defined as in [43] and are such that

(HjCj − I)Ēj = 0 (9a)

Sj = I−HjCj (9b)

Fj = SjAjj − K̃jCj (9c)

K̄j = FjHj (9d)

K̂j = K̃j + K̄j . (9e)

The definition of Sj through design of Hj (9a) and (9b) de-
couples the residual error r[j,i](t) � yc[j,i](t)− ŷ[j,i](t) from the

unknown input vector d̄[j], while matrix K̃j is such that Fj in
(9c) is Hurwitz-stable. The following necessary and sufficient
conditions are given in [43] to verify the possibility of designing
the UIO (8):

rank(CjĒj) = rank(Ēj) (C1)

the pair (Cj , SjAjj) is detectable. (C2)

These two conditions need to be satisfied for a generic system
of the form (6) in order to employ the proposed detection
methodology. That stated in the following remark guarantees
that these conditions are met in the special case of microgrids.

Remark 5: Given Assumption 4, Cj = I, and thus, condi-
tions (C1) and (C2) are satisfied. �

Lemma 1: Consider a subsystem with dynamics in (6) such
that (C1) and (C2) hold, and a UIO with dynamics as in (8). If
rank(Cj) = rank(Ēj) = qj the residual r[j,i] = yc[j,i] − ŷ[j,i] is
independent of the attack function φ[j,i] �= 0 at all times. �

Proof: The proof is provided in Appendix B. �
Given the results stated in Lemma 1, in order to design an

attack detection architecture, it is necessary either to reduce
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the number of unknown inputs (which may not be feasible),
or increase the output information transmitted. To address the
latter, additional sensors providing independent measurements
could be added, although this may not be possible depending on
the application. Rather, here we augment the transmitted infor-
mation such that the original outputy[j] can be reconstructed—as
it is necessary for control purposes—and it represents the output
of a dynamical system known to OUIO

i,j .
Let us, hence, introduce the following augmented state vari-

able x[j] = [xart
[j], e

art
[j]], with xart

[j] some artificial state the dynam-

ics of which is known to OUIO
i,j , ∀i ∈ Nj and simulated by Sj ,

and eart
[j] � x[j] − xart

[j]. By construction

x[j] = [ I I ]x[j]

y[j] = [Cj Cj ]x[j] + ρ[j] (10)

allowing for reconstruction of y[j]. Let us define the dynamics
of x[j], and hence, xart

[j], as

ẋ[j] =

[
Aart

jj 0
Ajj −Aart

jj Ajj

]
x[j] +

[
Ej,1 0
0 Ej,2

] [
d[j,1]

d[j,2]

]
+

[
0
I

]
w[j] = Ajjx[j] +Ejd[j] + w̃[j]

y[j] =

[
I 0
Cj Cj

]
x[j] +

[
0
I

]
ρ[j] = Cjx[j] + ρ[j] =

[
xart
[j]

y[j]

]
(11)

where Aart
jj ∈ Rnj×nj is any Hurwitz stable matrix. Nonzero

matrices Ej,1 and Ej,2 are constructed such that [Ej,1,Ej,2] =
Ēj , up to column permutations, and unknown input vectors
d[j,1] and d[j,2] satisfy [Ej,1,Ej,2][d



[j,1],d



[j,2]]


 = Ēj d̄j . Ad-
ditionally, the following hold by construction: rank(Ej,1) <
nj , rank(Ej,2) < qj , and Im(Ej,1) ⊂ Im(Ēj), Im(Ej,2) ⊂
Im(Ēj). Finally note that, as xart

[j] is simulated by Sj , it is fully
available and therefore appears in y[j]. We then redefine the
communicated measurement in (3) as

yc
[j,i](t) � y[j](t) + βj,i(t− T j,i

a )φj,i(t) (12)

withφj,i(t) � [ϕ

j,i(t), φ



j,i(t)]


 ∈ Rnj+pj , whereϕj,i(t) is the
attack influencing the communicated artificial state. We note that
the transmitted information, as seen in (12), is redefined to in-
clude both the output measurements and the artificial state. In the
following, we show how through state and output augmentation
(11) necessary condition in Lemma 1 is satisfied.

Lemma 2: If (C1) and (C2) hold for (Ajj , Cj , Ēj), then they
are also satisfied for (Ajj ,Cj ,Ej). If, additionally, rank(Cj) =
rank(Ēj), then rank(Cj) > rank(Ej). �

Proof: Condition (C1) holds given definitions of Cj and Ej

CjEj =

[
Ej,1 0

CjEj,1 CjEj,2

]
(13)

the rank of which, being block lower triangular, is such that

rank(CjEj) ≥ rank(Ej,1) + rank(CjEj,2)

= rank(Ej,1) + rank(Ej,2) = rank(Ej). (14)

Hence, noting that rank(CjEj) ≤ min(rank(Cj), rank(Ej)), it
follows that rank(CjEj) = rank(Ej), thus satisfying (C1).

To show that (C2) is satisfied for the augmented system
matrices, first note that a block-diagonal matrix Sj composed of
blocks Sj,1 and Sj,2 can be found such that SjEj = 0. This is
due to existence of solutions to Sj,1Ej,1 = 0 and Sj,2Ej,2 = 0,
from rank(Ej,1) < ni, rank(Ej,2) < qi ≤ ni by construction.

Therefore, SjAjj =

[
Sj,1A

art
jj 0

	 Sj,2Ajj

]
, where 	 represents

the additional term. Hence, the pair (Cj ,SjAjj) is detectable

rank

[
sI− SjAjj

Cj

]
= rank

⎡⎢⎣ sI− Sj,1A
art
jj 0

	 sI− Sj,2Ajj

I 0
Cj Cj

⎤⎥⎦
= nj + rank

[
sI− Sj,2Ajj

Cj

]
which, given detectability of the pair (Cj , SjAjj) by hypothesis,
is equal to 2nj , ∀s ∈ C+, with Sj,2 = Sj .

The second part of the proposition holds, as rank(Cj) =
nj + rank(Cj) > rank(Ej,1) + rank(Ej,2), given rank(Ej,1) +
rank(Ej,2) = rank(Ēj) by construction and rank(Cj) =
rank(Ēj) by hypothesis. �

Remark 6: In the case of DCmGs, as can be seen from the
definition of the system matrices in Appendix A, rank(Ēj) =
rank(Cj) = nj . As such, it is not possible to design a UIO
capable of detecting attacks and it is necessary to introduce the
augmented state described above. Moreover, a good choice for
the artificial state would be xart

[j] � xavg
[j] (i.e., the state x[i] in (1)

obtained by setting u[i] = uavg
[i] � [V avg

ti ,ΔVi]). �
In the sequel, we will consider that the observers in OUIO

i,j
are defined as in (8) and (9), with system matrices taken from
augmented dynamics in (11). Furthermore, to stress the use of the
augmented measurements yc

[j,i], bold symbols z[j,i], x̂[j,i], and
ŷ[j,i] are used to denote the observer’s state and the augmented
state and output estimates.

Lemma 3: If matrixA ∈ Rn×n is Hurwitz stable, there exists
a positive scalar λ > 0, and a matrix Λ ≥ I such that:∣∣eAt

∣∣ ≤ e−λtΛ (15)

holds for all t ≥ 0. �
Proof: The proof is given in Appendix C. �
Given the appropriate design of filter matrices (9), the estima-

tion error ε[j,i] � x[j] − x̂[j,i] is stable. Therefore, it is possible
to design a time-varying threshold r̄[j,i] capable of bounding
the UIO’s residual error defined as output estimation error
r[j,i] � yc

[j,i] − ŷ[j,i] as follows:

r̄[j,i](t) � Cje
−σjtΣj

[
ε̄[j,i](0) + |Hj | ρ̄[j]

]
+ |Zj | ρ̄[j]

+Cj

∫ t

0

e−σj(t−τ)Σj

[
|Sj | ¯̃w[j] +

∣∣∣K̂j

∣∣∣ ρ̄[j]

]
dτ

(16)

where Zj � (I−CjHj) and we suppose, without loss of gen-
erality, that Cj ≥ 0; as Fj Hurwitz stable, scalar σj > 0 and
matrix Σj ≥ I can be found as in Lemma 3. The following
proposition guarantees that r̄[j,i] in (16) is indeed an upper bound
to the corresponding residual.

Proposition 1: In the absence of an attack, given Fj Hurwitz
stable by design and Assumption 2, r̄[j,i](t) in (16) is such that
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the inequality

|r[j,i](t)| ≤ r̄[j,i](t) (17)

holds for all t < T j,i
a , ∀j ∈ Ni. �

Proof: Given the definition of the UIO matrices, it is possible
to derive the dynamics of the estimation error ε[j,i](t) as

ε̇[j,i](t) = ẋ[j](t)− ˙̂x[j,i](t)

= Fjε[j,i](t) + Sjw̃[j](t)−Hjρ̇[j](t)− K̃jρ[j](t)

(18)

the solution of which, exploiting integration by parts, is

ε[j,i](t) = eFjt
[
ε[j,i](0) +Hjρ[j](0)

]
−Hjρ[j](t)

+

∫ t

0

eFj(t−τ)
[
Sjw̃[j](τ)− K̂jρ[j](τ)

]
dτ. (19)

Given that r[j,i](t) = Cjε[j,i](t) + ρ[j](t) in nominal condi-
tions, the solution of residual r[j,i](t) is

r[j,i](t) = Cje
Fjt
[
ε[j,i](0) +Hjρ[j](0)

]
+ Zjρ[j](t)

+Cj

∫ t

0

eFj(t−τ)
[
Sjw̃[j](τ)− K̂jρ[j](τ)

]
dτ.

(20)

By use of the triangle inequality, bounds in Assumption 2, and
Lemma 3, it is possible to bound the estimation error with

ε̄[j,i](t) � e−σjtΣj

[
ε̄[j,i](0) + |Hj | ρ̄[j]

]
+ |Hj | ρ̄[j]

+

∫ t

0

e−σj(t−τ)Σj

[
|Sj | ¯̃w[j] +

∣∣∣K̂j

∣∣∣ ρ̄[j]

]
dτ

(21)

which converges to a constant for t → ∞, as Fj is Hurtwitz
stable. Similarly, the threshold r̄[j,i](t) in (16) is such that
inequality (17) is guaranteed to hold when the communication
link between DGU j and i is not under attack, i.e., t < T j,i

a , thus
proving the Proposition. �

Whenever inequality (5a) is violated, the monitoring module
Di detects the presence of an attack on the communication link
betweenSj andSi, thus isolating it. In order to perform detection
using the UIO-based layer, Di requires information offline to
design the bank of UIOs, and information online to perform
the updates to the estimate and to compute the residual. These
requirements are found in Table I.

B. Detectability Properties of O UIO
j,i

We define a detectable attack as an attack function that is
guaranteed to trigger the monitor Di by some finite time Td ≥
Ť i
a. In this and the following sections, we analyze the properties

of the UIO-based detection module of Di while under attack,
i.e., for t ≥ Ť i

a. Note that, given that each UIO evaluates the
security of a single communication line, we consider a single
attack starting at T j,i

a . Hence, let us define Ta � T j,i
a for clarity

of exposition.
Once an attack is active on a communication link, i.e., for

t ≥ Ta, the residual error of OUIO
j,i can be expressed as

r[j,i](t) = rh[j,i](t) + ra[j,i](t) (22)

where rh[j,i](t) is the same as the residual in nominal conditions

defined in (20), and ra[j,i](t) � Cjε
a
[j,i](t) + φj,i(t), with

εa[j,i](t) � −Hjφj,i(t) + eFj(t−Ta)Hjφj,i(Ta)

−
∫ t

Ta

eFj(t−τ)K̂jφj,i(τ)dτ. (23)

The class of attacks that are guaranteed to be detected can,
therefore, be expressed in the following proposition.

Proposition 2: If attack function φj,i(t) is such that at any
time t ≥ Ta ∣∣∣ra[j,i](t)∣∣∣ > 2r̄[j,i](t) (24)

holds for any component, then detector Di operating in accor-
dance with Algorithm 1 detects the attack, thanks to the UIO
observer O UIO

j,i . �
Proof: By using the triangle inequality, Proposition 1, and

exploiting the decomposition in (22), one has

|r[j,i](t)| ≥
∣∣∣ra[j,i](t)∣∣∣− ∣∣∣rh[j,i](t)∣∣∣ ≥ ∣∣∣ra[j,i](t)∣∣∣− r̄[j,i](t)(25)

where we used the fact that |rh[j,i](t)| in (20) is upper bounded
by r̄[j,i](t). To guarantee detection through violation of (5a), it
is sufficient that the attack φj,i(t) is such that∣∣∣ra[j,i](t)∣∣∣− r̄[j,i](t) > r̄[j,i](t) (26)

is satisfied for some time t > Ť i
a. Note finally that (26) and (24)

are equivalent. �

C. Classes of Attacks Stealthy to O UIO
j,i

Having evaluated the class of attacks that are guaranteed to be
detected byOUIO

i inDi, we now analyze the UIO-based module’s
weakness, i.e., those attacks which are stealthy to it.

Definition 1 (Stealthy Attacks): An attack is stealthy to Di if
it is guaranteed not to be detected at any time t ≥ Ť i

a. 

It is worth recalling that, as described in Remark 2, the attack

only influences the output communicated between controllers,
while not attacking any subsystem’s dynamics directly. Hence,
the stealthiness properties differ with respect to those available
in the literature [10], [24]. Again we exploit the decomposition
of r[j,i](t) into healthy and attacked components to analyze
stealthiness. In order to give a complete overview of the stealthy
attacks for this module, we will separately treat three classes of
attacks defined in [10]: false data injection attack; replay attack;
covert attack.

a) False data injection attacks: this class of attacks
does not require any disclosure capabilities (i.e., the malicious
agent does not need to eavesdrop the information sent through
the communication link). By injecting an attack of this type, it is
possible for the attacker to alter the equilibrium of the network
as a whole. The influence of this type of attack on the residual
r[j,i](t) can be characterized as in (22).

Proposition 3: If attacks φj,i(t) are such that for all t ≥ Ta∣∣∣ra[j,i](t)∣∣∣ = 0 (27)

then they are stealthy to the UIO-based module in Di. �
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Proof: Given that |rh[j,i](t)| is bounded by r̄[j,i](t) by con-
struction, and exploiting the triangle inequality, it holds that∣∣r[j,i](t)∣∣ = ∣∣∣rh[j,i](t) + ra[j,i](t)

∣∣∣ ≤ r̄[j,i](t) +
∣∣∣ra[j,i](t)∣∣∣ . (28)

Given that, for the attack to be undetected, inequality (5a) must
always hold, it is sufficient that φj,i(t) is designed to satisfy
|ra[j,i](t)| = 0, ∀t ≥ Ť i

a for it to be stealthy. �
Remark 7: Recalling that ra[j,i] = Cjε

a
[j,i] + φj,i, it is suffi-

cient for attacks to be such that

φj,i(Ta) = 0, φj,i(t) ∈ ker

([
K̂j

Zj

])
, t > Ta (29)

for condition (27) to be satisfied for all t ≥ Ta. �
b) Replay attacks: With an attacker capable of vio-

lating the integrity of the communication network (and thus to
eavesdrop on the transmitted measurements) from some time
t = T0, a replay attack requires no knowledge of the system’s
model. Instead, it modifies the transmitted information by re-
playing stored old data, substituting it for the current data.2

Hence, communicated information (12) will be

yc
[j,i](t) = y[j](t− nT ).

It has been shown that replay attacks may be undetectable to
attack monitoring schemes [25], as the replayed data has both
the same statistical properties of the nonattacked data, and it
evolves following correct dynamics.

Note that, although a replay attack does not require any
knowledge of the subsystem’s dynamics, it is possible for the
attacker to disguise any changes to the operating conditions of a
unit from its neighbors, thus altering or disrupting the consensus
equilibrium.

Specifically, in our scenario, the following condition can be
given.

Lemma 4: If a replay attack is such that

Σj

∣∣∣εr[j,i](Ta) +Hjρ[j](Ta−T )
∣∣∣ ≤ ε̄[j,i](Ta)− |Hj | ρ̄[j] (30)

then detection test (5a) holds for all t ∈ [Ta, Ta + T ), where
εr[j,i](Ta) � x[j](Ta − T )− x̂[j,i](Ta) �

Proof: Given Ta and T , for time t ∈ [Ta, Ta + T ), the UIO
estimation error residual takes the form

r[j,i](t) = yc
[j,i](t)− ŷ[j,i](t)

= Cjε
r
[j,i](t) + ρ[j](t− T ).

The dynamics of state estimation error under attack εr[j,i](t) can
be derived from (1) and (8)

ε̇r[j,i](t) = Fjε
r
[j,i](t) + Sjw̃[j](t− T )

− K̃jρ[j](t− T )−Hjρ̇[j](t− T ) (31)

the solution of which is

εr[j,i](t) = eFj(t−Ta)
(
εr[j,i](Ta) +Hjρ[j](Ta − T )

)
−Hjρ[j](t− T ) +

∫ t

Ta

eFj(t−τ)
[
Sjw̃[j](τ − T )

−K̂jρ[j](τ − T )
]
dτ. (32)

2The analysis of the stealthiness of replay attacks in O UIO
j,i was presented

preliminarily in [44].

Estimation error bound ε̄[j,i](t) defined in (21) for time t > Ta

can be rewritten as

ε̄[j,i](t) = e−σj(t−Ta)
[
ε̄[j,i](Ta)− |Hj | ρ̄[j]

]
+ |Hj | ρ̄[j]

+

∫ t

Ta

e−σj(t−τ)Σj

[
|Sj | ¯̃w[j] +

∣∣∣K̂j

∣∣∣ ρ̄[j]

]
dτ.

(33)

In order to guarantee that |r[j,i](t)| ≤ r̄[j,i](t),
∀t ∈ [Ta, Ta + T ), implying stealthiness, it is sufficient
that |εr[j,i](t)| ≤ ε̄[j,i](t). By comparison, all terms except

eFj(t−Ta)
(
εr[j,i](Ta) +Hjρ[j](Ta − T )

)
are guaranteed to be bounded by their corresponding terms in
(33), given the definition of the disturbance bounds in (2). Thus,
as the following inequality holds:∣∣∣eFj(t−Ta)

(
εr[j,i](Ta) +Hjρ[j](Ta − T )

)∣∣∣
≤ e−σj(t−Ta)Σj

∣∣∣εr[j,i](Ta) +Hjρ[j](Ta − T )
∣∣∣

it is sufficient for condition (30) to hold for stealthiness to be
achieved, which proves the Lemma holds for t ∈ (Ta, Ta + T ).

To prove sufficiency of (30) for |εr[j,i](Ta)| ≤ ε̄[j,i](Ta), we
use the property of Σj ≥ I and the inverse triangle inequality

Σj |εr[j,i](Ta) +Hjρ[j](Ta − T )|

≥ |εr[j,i](Ta) +Hjρ[j](Ta − T )|

≥
∣∣∣εr[j,i](Ta)

∣∣∣− |Hj |ρ̄[j]. (34)

Hence, if (30) is satisfied, the following holds:∣∣∣εr[j,i](Ta)
∣∣∣− |Hj |ρ̄[j] ≤ ε̄[j,i](Ta)− |Hj | ρ̄[j] (35)

and therefore, detection does not occur at time t = Ta.
Note finally that, given definition of ε̄[j,i](t) in (21), the right

hand side of (30) is guaranteed to be greater than zero. Hence,
(30) is well defined. �

Proposition 4: If a replay attack is such that

Σj

∣∣∣εr[j,i](Ta) +Mj,i +Hjρ[j](Ta − T )
∣∣∣

≤ ε̄[j,i](Ta)−Δε̄[j,i](Ta)− |Hj |ρ̄[j] (36)

holds, with Mj,i,Δε̄[j,i](Ta) ≥ 0 appropriately defined vectors,
then detection test (5a) holds for all t ≥ Ta. �

Proof: The proof can be found in Appendix D. �
Remark 8: Conditions in Lemma 4 and Proposition 4 de-

pend on quantities unknown to the attacker, so it is not guar-
anteed that the attack can satisfy them. However, as long as
the attacker chooses Ta and T appropriately (i.e., such that
y[j](Ta) ≈ y[j](Ta − T )), it is likely (although not guaranteed)
that (5a) holds for all t ≥ Ta. �

c) Covert attacks: To perform a covert attack, the
malicious agent must not only be able to disrupt the communi-
cation network, and be able to eavesdrop the information being
transmitted, but must also have knowledge of the dynamics
of Sj . It is, therefore, capable of simulating the behavior of
the subsystem and feeding this information to the control and
monitoring architecture of Si. Specifically, a covert attack can
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be modeled as follows:

φj,i(t) = −y[j](t) + ya
[j](t) (37)

where ya
[j](t) is the output of a simulated system with the

following dynamics and initial condition:

ẋa
[j](t) = Ajjx

a
[j](t) +Ejd

a
[j](t)

ya
[j](t) = Cjx

a
[j]

xa
[j](Ta) = C†

jy[j](Ta) (38)

where da
[j](t) is freely chosen by the attacker to substitute d[i]

in (11). Under this scenario, yc
[j,i](t) = ya

[j](t).
Remark 9: Note that, differently to the covert attack de-

scribed in [10] and [26], we do not consider the case in
which the attacker may alter the control input signals of Sj ,
but only the information transmitted to Si, consistently with
Remark 2. While limiting the scope of the attacker, through
modification of the unknown input vector da

[j](t) �= d[j](t),
it is possible for it to change the operating condition of Sj

as seen by Si, thus modifying the behavior of the LSS as a
whole. �

Remark 10: For rank(Cj) < 2nj , the attacker may in-
troduce initial state error Δxa

[j](Ta) � x[j](Ta)− xa
[j](Ta) ∈

ker(Cj). This, given observability of (Cj ,Ajj), will be
nonetheless observable from ya

[j](t), t > Ta, and it may, thus,
be possible for Di to detect the attack. In Proposition 5, we have
considered the worst-case scenario in which Δxa

[j](Ta) = 0. �
Proposition 5: If an attack as in (37) is carried out, in which

xa
[j](t) is the state of LTI system (38), and if ρ[j] is such

that

CjΣj |(C†
j −Hj)ρ[j](Ta)| ≤ |Zj |ρ̄[j] (39)

inequality (5a) holds for all t ≥ Ta, and the attack is stealthy. �
Proof: Start by noticing that for time t = Ta, the residual is

r[j,i](Ta) = Cjx
a
[j](Ta)− ŷ[j,i](Ta) = y[j](Ta)− ŷ[j,i](Ta)

(40)

and therefore, condition (5a) holds, given Proposition 1. For t >
Ta, εa[j,i](t) � xa

[j](t)− x̂[j,i](t). The dynamics of the residual
error can, therefore, be written as

ε̇a[j,i](t) = Fjε
a
[j,i](t) + SjEjd

a
[j](t) = Fjε

a
[j,i](t)

as SjEj = 0 by design (9a). Hence,

r[j,i](t) = Cje
Fj(t−Ta)εa[j,i](Ta)

= Cje
Fjt
[
ε[j,i](0) +Hjρ[j](0)

]
+Cje

Fj(t−Ta)
(
C†

j −Hj

)
ρ[j](Ta)

+Cj

∫ Ta

0

eFj(t−τ)
[
Sjw̃[j](τ)− K̂jρ[j](τ)

]
dτ.

(41)

Comparing (41) to the definition of the residual in healthy condi-
tions (20), we see that the only term not guaranteed to be bounded
by the corresponding terms in (16) is Cje

Fj(t−Ta)(C†
j −

Hj)ρ[j](Ta). Hence, to guarantee that (5a) holds, we must
demonstrate that∣∣∣Cje

Fj(t−Ta)
(
C†

j −Hj

)
ρ[j](Ta)

∣∣∣ ≤ |Zj | ρ̄[j]

+Cj

∫ t

Ta

e−σj(t−τ)Σj

[
|Sj | ¯̃w[j] +

∣∣∣K̂j

∣∣∣ ρ̄[j]

]
. (42)

Recalling that |eFjt| ≤ Σje
σjt, it is sufficient for condition

(39) to hold for (42) to be satisfied, and therefore, detection
condition (5a) holds for all t ≥ Ta. �

In this section, we have presented OUIO
j,i , as well as its

detectability properties. It is worth noting that this detection
module does not rely on the physical interconnections between
subsystems, but only on the communicated values received from
its neighbors Sj .

V. DISTRIBUTED ESTIMATION OF LOCAL STATES

A. Design of the Detection Module

The second module of the attack detection monitorDi is based
on a distributed Luenberger observer OLuen

i . The following
assumption is made in this section, motivated by the application
to microgrids (see Section II).

Assumption 5: Matrix Ci is invertible for all Si. �
We will give some indications as how this assumption could

be removed in Remark 12. Note that, from Assumption 5, it
follows that Cj is also nonsingular. The dynamics of OLuen

i
can, therefore, be formulated as

˙̂x[i] = Aiix̂[i] + ξ̂[i] +Biu[i] +Mid[i] − Li

(
y[i] − ŷ[i]

)
ŷ[i] = Cix̂[i] (43)

where Li is designed such that ALi = (Aii + LiCi) is Hurwitz
stable, guaranteeing estimation error stability, and the effect of
the physical interconnection with neighbors in Ni

ξ̂[i] �
∑
j∈Ni

Aij x̂[j,i] =
∑
j∈Ni

AijΓC
−1
j yc

[j,i]

where ΓC−1
j yc

[j,i] is used as an estimate of x[j], with Γ � [ I I ],
recalling (10).

To verify whether hypothesis H0
i (t) in Problem 1 is valid or

not, Di computes the residual error

r[i](t) � y[i](t)− ŷ[i](t) (44)

and compares it with an appropriately defined time-varying
threshold r̄[i](t), given by

r̄[i](t) � Cie
−λitΛiε̄[i](0) + Ci

∫ t

0

e−λi(t−τ)Λiη̄[i]dτ + ρ̄[i]

(45)
where λi > 0 and Λi ≥ I are such that |eALit| ≤ e−λitΛi

holds, thanks to Lemma 3; ε̄[i](0) is an appropriately
defined initial condition of the bound on the estima-
tion error ε[i](t) � x[i](t)− x̂[i](t); and η̄[i] � w̄[i] + |Li|ρ̄[i] +∑

j∈Ni
|Aij |ΓC−1

j ρ̄[j]. The following proposition holds.
Proposition 6: Given Assumption 2 and that ALi is Hurwitz

stable by design, the inequality

|r[i](t)| ≤ r̄[i](t) (46)
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is guaranteed to be satisfied for all t < Ť i
a, for residual r[i] in

(44) and threshold r̄[i] computed by Di as in (45). �
Proof: The residual error can be rewritten as r[i] = Ciε[i] +

ρ[i]. The dynamics of ε[i](t) can be derived from (1) and (43)

ε̇[i](t) = ALiε[i](t) + η[i](t) (47)

where η[i] = −
∑

j∈Ni
AijΓC

−1
j ρ[j] + w[i] − Liρ[i]. The fol-

lowing explicit solution can be found:

ε[i](t) = eALitε[i](0) +

∫ t

0

eALi(t−τ)η[i](τ)dτ. (48)

Since ALi is Hurwitz stable by design of Li for all i ∈ N ,
estimation error ε[i](t) is BIBO stable, and, given Assumption 2,
it can be bounded by a time-varying quantity ε̄[i](t). Using the
triangle inequality and bounds defined in (2) as well as Lemma 3,
a bound on the estimation error can be computed

ε̄[i](t) � e−λitΛiε̄[i](0) +

∫ t

0

e−λi(t−τ)Λiη̄[i]dτ (49)

where λi > 0 and Λi are found following Lemma 3, and ε̄[i](0)
is appropriately defined. The threshold in (45) on the residual
can similarly be computed by using the triangle inequality. �

The information required by Di to compute the estimate
x̂[i](t) and threshold r̄[i](t) is provided in Table I.

B. Detectability Properties of OLuen
i

In this and the following sections, we analyze the properties
of the Luenberger-observer-based detection module of Di while
under attack, i.e., for t ≥ Ť i

a. Once an attack is active on a
communication link, it will affect both the computation of the
networked controlu[i](t) and of the variable ξ̂[i](t) in (43), which
becomes

ξ̂[i](t) =
∑
j∈Ni

AijΓC
−1
j

(
Cjx[j](t) + ρ[j](t)

)
+
∑

j∈ ̂Ni(t)

AijΓC
−1
j φj,i(t) ∀t ≥ Ť i

a (50)

where N̂i(t) � {j ∈ Ni : t ≥ T j,i
a } ⊆ Ni is the set of neighbors

whose transmissions to Si have been attacked at time t. As the
attack is additive with respect to the dynamics (43), it is possible
to write the residual as

r[i](t) = rh[i](t) + ra[i](t) (51)

where

rh[i](t) � Cie
ALitε[i](0) + Ci

∫ t

0

eALi(t−τ)η[i](τ)dτ + ρ[i](t)

(52)
is the healthy part of the residual, and is independent of Ť i

a.
Hence, |rh[i](t)| ≤ r̄[i](t) will hold for all t ≥ 0. Moreover,

ra[i](t) � Ci

∫ t

Ť i
a

eALi(t−τ)
∑

j∈ ̂Ni(t)

AijΓC
−1
j φj,i(τ)dτ (53)

for all t ≥ Ť i
a, is the part of the residual affected by the attack.

Proposition 7: If attack function φj,i(t) ∈ Rnj+pj is such
that at any time t > Ť i

a∣∣∣ra[i](t)∣∣∣ > 2r̄[i](t) (54)

holds for any of its components, then detector Di operating in
accordance with Algorithm 1 detects the attack at some finite
time Td > Ť i

a thanks to OLuen
i . �

Proof: The proof follows that of Proposition 2. �
Having evaluated the class of attacks that are guaranteed to

be detected by OLuen
i in Di, we now analyze the Luenberger-

observer-based module’s weakness, i.e., the class of attacks
which are stealthy to it.

We again exploit the decomposition of the residual r[i](t) into
healthy and attacked components to analyze stealthiness.

Proposition 8: If attacks φj,i(t) are such that for all t ≥ Ť i
a∣∣∣ra[i](t)∣∣∣ = 0 (55)

holds, then they are stealthy to the Luenberger-observer-based
module in Di. �

Proof: The proof follows that of Proposition 3. �
Remark 11: For Proposition 8 to hold for all t ≥ Ť i

a,
Φ[i](t) � col(φj,i(t)), ∀j ∈ N̂i(t) must satisfy

Φ[i](t) ∈ ker(Aij(t))

Aij(t) �
[
Aij1ΓC

−1
j1
, . . . , Aij

N̂i(t)

ΓC−1
j
N̂i(t)

]
(56)

where Aij(t) collects physical coupling matrices of the neigh-
bors whose communication has been attacked, and as such may
be time-varying, with N̂i(t) � |N̂i(t)|. This is revealing, as
it shows the dependency of the detectability of OLuen

i on the
physical interconnections of Si and its neighbors. Specifically,
(56) implies that to design an attack stealthy to OLuen

i an
attacker could either leverage knowledge of the structure of the
interconnection between subystems and, therefore, of a subset
of the state x[j] that does not influence (1), or compensate its
effect on the residual through multiple channels, depending on
whether matrices Aij , j ∈ Ni are singular. �

Remark 12: As previously mentioned, the analysis in this
section was performed considering an invertible Cj . In the case
when it is singular, it is possible to exploit the estimation of
the neighbors’ states x̂[j,i] � Γx̂[j,i]. Propositions 6–8 can then
be shown to hold by making appropriate changes to r̄[i], ε[i],
and ra[i] in (45), (47), and (53), respectively. Specifically, while

recalling that the estimation error of OUIO
j,i can be decomposed

in its healthy and attacked components, we change C−1
j ρ̄[j] in

definition of η̄[i] to ε̄[j,i], C
−1
j ρ[j] in η[i] to εh[j,i], and C−1

j φj,i to
εa[j,i]. Hence, proofs of Propositions 6–8 follow.

A significant difference implied by this alteration of OLuen
j,i is

that the two modules in Di are directly coupled, and that attack
vector φ[j,i] no longer directly affects (53), but rather affects it
through εa[j,i].

In such a scenario, the Luenberger-observer-based detector
requires from the UIO-based module, at all times t ≥ 0, the state
estimate x̂[j,i](t) and the bound on its estimation error ε̄[j,i](t).
Thus, for Proposition 8 to hold it is sufficient for the attack vector
to satisfy a condition similar to that in (29) with Zj replaced by
Hj . Furthermore, an attack would satisfy (55) also if it were such
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TABLE II
VALUES FOR INTERPRETATION OF REPLAY AND COVERT ATTACKS

that εa[j,i](t) lie within ker(Aij) with C−1
jk

= I for all t ≥ Ta.

Both these conditions rely on knowledge of parameters ofOUIO
[j,i].

�

VI. DETECTABILITY ANALYSIS OF Di

Now, we show that the combined use of the two modules in
Di has advantages in terms of detectability. In fact, it is sufficient
for either conditions in Proposition 2 or 7 to be satisfied for an
attack to be guaranteed to be detected. Thus, in this section we
focus on the following two specific cases:

1) the class of bias injection attacks stealthy to Di;
2) the detectability of a replay or covert attack.

For the first of the two cases, it is clear to see that for invertible
Cj , to be stealthy to Di, it is sufficient that

Φ[i](t) ∈ ker

([
Zj(t)

K̂j(t)

])
∩ ker (Aij(t)) (57)

while also satisfying φj,i(T
a
[j,i]) = 0, where K̂j �

diag(K̂j1 , . . . , K̂j
N̂i(t)

) and Zj � diag(Zj1 , . . . , Zj
N̂i(t)

).

In fact, if (57) holds, then conditions for both Propositions 3 and
8 will hold. This, in turn, implies that neither of the modules of
Di detects the attack, which, therefore, is stealthy.

Remark 13: For the case of singular Cj , we refer to Re-
mark 12 for derivation of equivalent conditions. �

In the second case, while replay and covert attacks are stealthy
to the UIO-based module of Di, they may be detected by the
Luenberger-based one. In order to simplify the analysis of this
scenario, let us note that both replay and covert attacks can be
interpreted as the attack function

φj,i(t) = −y[j](t) + ya
[j](t) (58)

where ya
[j](t) is the output of the following LTI system:

ẋa
[j](t) = Ajjx

a
[j](t) +Ejd

a
[j](t) + w̃a

[j](t)

ya
[j](t) = Cjx

a
[j](t) + ρa

[j](t) (59)

and the values of da
[j](t), w̃

a
[j](t),ρ

a
[j](t), and initial condition

xa
[j](Ta) can be defined as in Table II. Note furthermore that, for

replay attacks, xa
[j](t) is periodic, and may be discontinuous in

time for t ∈ T � {t∈ R|t = Ta + nT, ∀n ∈ N0}, as xa
[j](Ta +

nT ) = xa
[j](Ta), ∀n ∈ N0. In this case, we abuse notation by

using (59), as it holds for t ≥ Ta, t /∈ T .
For both covert and replay attacks it is possible to rewrite

da
[j](t) � d[j](t) + Δd[j](t), ρa

[j](t) � ρ[j](t) + Δρ[j](t), and

w̃a
[j](t) � w̃[j](t) + Δw̃[j](t) as a nominal term, and a deviation

term specific to the attack, derived from definitions in Table II.
Note that bounds ¯̃w[j] and ρ̄[j] are always satisfied.

Note that it is possible to redefine the state of (59) asxa
[j,i](t) �

x[j](t) + Δx[j,i](t), where Δx[j,i](t) includes the effect of the
attack on the state. The solution of (59) can, therefore, be
computed for both covert and replay attacks as

xa
[j,i](t) = x[j](t) + eAjj(t−Ta−nT )Δx[j,i](Ta + nT )

+

∫ t

Ta+nT

eAjj(t−τ)
[
EjΔd[j](τ) + Δw̃[j](τ)

]
dτ

(60)

where, in the case of covert attacks, nT � 0. From this, a
(possibly discontinuous for replay attacks) solution ofΔx[j,i](t)
can be derived. The following holds for nonsingular Cj .

Theorem 1: If a replay or covert attack as in (58), with
dynamics as in (59), and stealthy to the UIO-based detector in
Di, is such that∣∣∣∣∣∣Ci

∫ t

Ta

eALi(t−τ)

⎡⎣∑
j∈ ̂Ni

AijΓΔx[j,i](τ)

⎤⎦ dτ
∣∣∣∣∣∣ > 2r̄[i](t) (61)

is satisfied for some t ≥ Ta, then the attack is detected by the
Luenberger-observer-based detector in Di. �

Proof: In order to prove that detection occurs, we must verify
that either (5a) or (5b) must be violated, for some t ≥ Ta. As it
is assumed that attack function φj,i(t) is defined as in (58), and
is stealthy to OUIO

j,i in Di, (5b) must not hold.
First, exploiting the formulation of the attack dynamics

in (59), and the definition of Δx[j,i](t), one can see that
yc
[j,i](t) = Cjx[j](t) + ρa

[j](t) +CjΔx[j,i](t) and to detect the
attack, |r[i](t)| > r̄[i](t) must be satisfied. Noting that, as seen
from Table II, |ρa[j]| ≤ ρ̄[j] is always satisfied, it is possible to
divide the residual in healthy and attacked parts, as in Section V,
with

ra[j](t) = −Ci

∫ t

Ta

eALi(t−τ)

⎡⎣∑
j∈Ni

AijΓΔx[j,i](τ)

⎤⎦ dτ.
The rest of the proof follows that of Proposition 6, through the
use of the triangle inequality. �

Remark 14: In the case of singular Cj matrix, sufficient
condition (61) changes to∣∣∣∣∣∣Ci

∫ t

Ta

eALi(t−τ)

⎡⎣∑
j∈ ̂Ni

AijΓε
a
[j,i](τ)

⎤⎦ dτ
∣∣∣∣∣∣ > 2r̄[i](t)

where εa[j,i] is as in (23) with φ[j,i](t) = CjΔx[j,i](t), i.e., the

effect on OLuen
i of the deviation provoked by Δx[j,i] on the UIO

state estimate. �
Note that Theorem 1 provides bounds for how much an

attacker implementing a covert or a replay attack may alter the
behavior of the LSS, by establishing the maximum deviation of
xa
[j,i] from xj before OLuen

i is guaranteed to detect it. For replay
attacks, this implies that if the operating condition ofSj changes
significantly over time, then it is detected byOLuen

i . On the other
hand, for covert attacks, if the attacker’s input da

[j](t) deviates
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Fig. 2. Residual and detection thresholds of the different modules in D4 under Scenario I. The false data injection attacks φbi
2,4 and φbi

3,4 are

detected by the UIO modules OUIO
2,4 and OUIO

3,4 , whilst not detected by OLuen
4 , as Proposition 8 is satisfied. (a) Residuals and thresholds–OLuen

4 .

(b) Residuals and thresholds–OUIO
2,4 . (c) Residuals and thresholds–OUIO

3,4 .

Fig. 3. Residual and detection thresholds of the different module in D4 under Scenario II. The covert attack φc
2,4 is stealthy to the UIO modules,

but is detected by OLuen
4 . (a) Residuals and thresholds–OLuen

4 . (b) Residuals and thresholds–OUIO
2,4 .

significantly from the true d[j](t), it is detected, limiting the
malicious agent’s impact on the LSS overall.

VII. SIMULATION RESULTS

A. Simulation Setup

The proposed scheme is validated through realistic simula-
tions in Simulink, using the Specialized Power Systems Tool-
box [45]. The considered microgrid topology is that in Fig. 1,
having source voltages Vsi = 60 V, ∀i ∈ N , and employing
bidirectional Buck converters realized as nonideal insulated-gate
bipolar transistor (IGBT) switches, operating at 10 kHz, with
snubbers to suppress large transients and protect the equipment.
Although power lines are considered to be purely resistive in the
development of the results, RL power lines are employed for the
physical connection of DGUs in the simulations.

The parameters of the electrical components and primary
controllers are taken from [39]. Voltages are measured in [V ] and
currents are measured in [A], whereas the unit of the integrator
state is [V · s]. The effect of model mismatch is modeled as
bounded process noise w[i], ∀i ∈ N . The process and measure-
ment noises satisfy Assumption 2, with w̄i = [0.05, 0.05, 0.01]


and ρ̄i = [0.01, 0.01, 0]
, ∀i ∈ N .

The Luenberger observer gains Li are calculated to assign the
eigenvalues of ALi to {−50,−100,−500} for each DGU i. The
UIO matrices Sj = I−HjCj are selected to ensure SjEj = 0.
Matrices K̃j are calculated to assign the eigenvalues of Fj to
{−1,−1.5,−2,−2.5,−3,−3.5}. All other UIO matrices are
computed as in (9). Two attack scenarios will be discussed in
the following sections. In the first, attacks on yc

[2,4] and yc
[3,4]

are designed to be stealthy to the Luenberger-like observer as
per condition in Proposition 8. In the second scenario, a covert
attack is implemented on yc

[2,4]. These two scenarios have been
specifically designed to demonstrate the interplay between the
two modules of Di.

For both scenarios, the simulation proceeds as follows. At
time t = 0 s, all DGUs are started disconnected from each other,
i.e., DGUs are running separately; therefore, power lines and
communication links in Fig. 1 are not in place. Consequently, at
this phase of simulations, the secondary controllers of DGUs are
not active and primary controllers track a constant voltage ref-
erence of Vref = 48 V. At time t = 2 s, the DGUs are connected
to each other through both RL power lines and communication
links, and secondary controllers are activated. At this phase of the
simulations, the communications are healthy, i.e., no attacks are
active, and therefore, the secondary controllers achieve current
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sharing and voltage balancing. Finally, at t = 8 s, the attack is
launched on the corresponding communication channels.

B. Scenario I—False Data Injection Stealthy to OLuen
i

In the first scenario, constant bias injection attacks are directed
to communications yc

[2,4](t) and yc
[3,4](t), where the elements

of the attack vector φbi
2,4 are selected randomly from a uniform

distribution in the interval [−0.02, 0.02]. The fourth element
of the attack vector φbi

3,4 is selected as φbi
3,44

= −R34

R24
φbi

2,44

making them stealthy toOLuen
i , as per condition (55). Remaining

elements of the attack vector φbi
3,4 are again drawn from a

uniform distribution in the interval specified above. Specifically,
the constant attack vectors are

φbi
2,4 = [−0.0139, 0.0149,−0.0031,−0.0014,

− 0.0095,−0.0011]


φbi
3,4 = [0.0037, 0.0185, 0.0174, 0.0021, 0.0178, 0.0180]
.

Fig. 2 displays the residuals and corresponding thresholds for the
Luenberger-observer-based module for DGU 4, and UIO-based
modules for communication yc

[j,4](t), j ∈ {2, 3}, in Fig. 2(a)–
(c), respectively. Moreover, in these figures, the vertical dashed
lines in black indicate the time of the start of the attacks, i.e.,
T 2,4
a = T 3,4

a = 8 s, whereas those in green indicate the time of
detection for the corresponding module.

One can see that, through the proper selection of the attack
vectors φbi

2,4 and φbi
3,4, the attacker is able to achieve stealthiness

condition (55) for OLuen
i . Hence, the residual of this module is

unaffected by the attack, preventing detection, as is shown in
Fig. 2(a). Nevertheless, the residuals of OUIO

j,i monitoring the
two communication links are affected by the attack, leading
to the violation of (17) for (j, i) = (2, 4) and (j, i) = (3, 4)
in turn triggering detection in both modules. The attacks are
detected at times T 2,4

d = 8.270 s and T 3,4
d = 8.015 s, shortly

after activation.

C. Scenario II—Covert Attack

In the second scenario, a covert attack φc
2,4 is launched on the

communication yc
[2,4](t), with dynamics (38). The inputs da

[2]

are such that the state dynamics of the attacked system act as if
DGU 2 were disconnected from the rest of the microgrid, i.e.,
dynamics of x[2] not influenced by its neighboring states nor by
secondary consensus input ΔV2. Furthermore, the attacker also
specifies a difference in load current IaL2 in da

[2], selected such
that ΔIL2 = 2A, to alter the operation point of xa

[2] compared
to x[2].

Fig. 3(a) and (b) show the residuals and corresponding thresh-
olds for the second attack scenario, for the Luenberger-observer-
based module for DGU 4 and UIO-based module for communi-
cation yc

[2,4](t), respectively. Since this covert attack complies
with the dynamics in (38), it is stealthy to the UIO-based
detection module as proven in Proposition 5. Indeed, one can
see from Fig. 3(b) that the residual of the UIO-based module is
unchanged by the onset of the attack and this module fails to
detect the attack. On the other hand, residual of the Luenberger-
observer-based module reflects the effect of the attack, and the
covert attack is quickly detected at time T 4

d = 8.001 s.

VIII. CONCLUSION

In this article, we have presented a novel distributed attack
detection technique for LSSs inspired by and applied to low-
voltage DCmGs. We have discussed the architecture and the
properties of a two-module local detection unit Di, composed of
a Luenberger-like observer and a bank of suitably designed UIOs
estimating local and neighboring states, respectively. Details on
the information necessary for the design of each module are
given explicitly, requiring knowledge of dynamics of the local
subsystem and of its neighbors. Thorough analysis has been
provided as well as extensive simulation results on a realistic
model of a DCmG showing the methodology’s effectiveness.

The detection architecture relies on the assumption that model
uncertainties are unstructured but bounded, as well as on an
assumption of ideality of the communication network. The relax-
ation of the latter, through the introduction of, e.g., delays, will
be the focus of future research, further improving the technique’s
real-world applicability. We also wish to explore the possibility
of exploiting the plug-and-play capabilities of the controllers to
develop an automatic reconfiguration strategy after detection and
isolation, focusing on the scalability of the proposed method.

Finally, we intend to analyze the relationship between the
properties of Di and the information used in its design and
operation. Specifically, future improvements to the detector’s
properties may be found if further measurements, containing
information content different to that used in this article, were
available. Further to this, we will consider potential alternatives
to reduce the information required in the design of the two
proposed modules.

APPENDIX

A. DGU Dynamics

Matrices Aii, Bi, Mi, Aij , Ki, and Ci are defined as [8]

Aii =

⎡⎣−
∑

j∈Ni

1
RijCti

1
Cti

0

− 1
Lti

−Rti

Lti
0

−1 0 0

⎤⎦

Bi =

⎡⎣ 0 0
1

Lti
0

0 1

⎤⎦ ,Ki =
[
ki,1 ki,2 ki,3

]

Mi =

⎡⎣− 1
Cti

0

0 0
0 1

⎤⎦ , Aij =

⎡⎣ 1
RijCti

0 0

0 0 0
0 0 0

⎤⎦
where Rti, Lti, Cti, Rij are electrical parameters of the DGU as
seen in Fig. 1. For the design of the UIOs, the DGU dynamics are
rearranged as in (11), with Ēj = I and Êj defined accordingly.

B. Proof of Lemma 1

We provide a sketch of the proof. To simplify notation, without
risk of ambiguity, we remove all subscripts from variables in (6)
and (9), and replace Ē with E

ẋ(t) = Ax(t) + Ed(t) + w(t)

yc(t) = Cx(t) + ρ(t) + β(t− Ta)φ(t).
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Exploiting [46, Lemma 1], condition (C1) implies that there are
nonsingular matrices P and Q such that

P−1E =

[
E1

0

]
Q−1CP =

[
C1 0
]

(62)

where E1 and C1 have the same dimension and are both in-
vertible. It is possible to construct a UIO for the transformed
dynamics for state x̄ = P−1x and output ȳc = Q−1yc, noting
that conditions (C1) and (C2) hold for the transformed dynamics,
and defining Ā � P−1AP , Ē � P−1E, and C̄ � Q−1CP , with
Ā a 2-by-2 block matrix with entries Ālk, l, k ∈ {1, 2}. From (9)
one derives the following:3

H̄ =

[
C−1

1

0

]
, S̄ =

[
0 0
0 In−q

]
,
¯̃
K =

[
¯̃
K1
¯̃
K2

]

F̄ =

[
− ¯̃
K1C1 0

Ā21 − ¯̃
K2C1 Ā22

]
,

¯̂
K =

[
0

Ā21C
−1
1

]
where F̄ is Hurwitz stable by design. Note that the pair (F̄ , C̄)
is not observable, and thus, the state z̄ can be written as z̄ =
[z̄
1 , z̄



2 ]


, where z̄1 and z̄2 are, respectively, the observable and
unobservable portions of the state. Furthermore, given the struc-
ture of transformed matrices above, it is evident that ȳc does not
influence the observable part of the state, z̄1, and ˆ̄y = C1z̄1 + ȳc.
Therefore, the residual defined as r = Q(ȳc − ˆ̄y) = QC1z̄1 is
independent of ȳc(t) and φ(t), ∀t ≥ Ta. �

C. Proof of Lemma 3

For any matrix A, it is possible to find its Jordan normal form
J = P−1AP . This implies that the equivalence eAt = PeJtP−1

holds. Note that eJt also has the same block-diagonal structure
of J , where each block eJkt ∈ Rnk×nk is upper-triangular.
Following this, we define a block-diagonal matrix P such that
each block Pk ∈ Rnk×nk is upper-triangular with all entries 1,
and thus has the same non-zero structure as eJkt. We exploit
the property that for any matrix M with element mij at ith row
and jth column, it holds that max |mij | ≤ ‖M‖ to show that
|PeJtP−1| ≤ |P ||eJt||P−1| ≤ |P |‖eJt‖P|P−1| is satisfied el-
ementwise. Hence, noting that if A is Hurwitz stable then J is
also Hurwitz stable, it is possible to find scalars λ > 0 andμ ≥ 1
such that ‖eJt‖ ≤ μe−λt, and to define Λ � μ|P |P|P−1|. Fi-
nally, note that matrixΛ is such thatΛ ≥ Iholds, as the following
relationships can be derived: |P |P|P−1| = |P |(I+ Ξ)|P−1| =
|P ||P−1|+ |P |Ξ|P−1| ≥ I+ 0, given that P = I+ Ξ with
Ξ ≥ 0, and that |P ||P−1| ≥ |PP−1| = I, |P |Ξ|P−1| ≥ 0. �

D. Proof of Proposition 4

We generalize Lemma 4 to find a condition on εr[j,i](Ta + kT ),
for any k ∈ N such that (5a) holds all t ∈ [Ta + kT, Ta + (k +
1)T ). Following the Proof of Lemma 4, if

Σj

∣∣∣εr[j,i](Ta + kT ) +Hjρ[j](Ta − T )
∣∣∣

≤ ε̄[j,i](Ta + kT )− |Hj |ρ̄[j]

(63)

3A bar ·̄ has been added to the matrices to highlight their dependence on the
transformed system.

then the replay attack will not be detected for t ∈ [Ta +
kT, Ta + (k + 1)T ). We, therefore, must characterize the so-
lution of estimation error ε[j,i](Ta + kT ) as k → ∞. To do so,
we note that the solution to the state estimate under replay attack
for time t ∈ T � {t|t = Ta + kT,∀k ∈ N} is

x̂[j,i](Ta + kT ) = eFjkT z[j,i](Ta) +Hjy
c
[j,i](Ta + kT )

+

∫ Ta+kT

Ta

eFj(Ta+kT−τ)K̂jy
c
[j,i](τ)dτ

= eFjkT z[j,i](Ta) +Hjy[j](Ta − T )

+

k−1∑
s=0

esTFj

∫ Ta

Ta−T

eFj(Ta−τ)K̂jy[j](τ)dτ.

(64)

Given that Fj is Hurwitz by design, the series∑k−1
s=0 e

sTFj
∫ Ta

Ta−T eFj(Ta−τ)K̂jy[j](τ)dτ converges. Hence,
εr[j,i](Ta + kT ) can be expressed as

εr[j,i](Ta + kT ) = εr[j,i](Ta) + (I− eFjkT )z[j,i](Ta)

−
k−1∑
s=0

esTFj

∫ Ta

Ta−T

eFj(Ta−τ)K̂jy[j](τ)dτ

= εr[j,i](Ta) + Δε[j,i](k).

Given the convergence of the series, it is possible to bound the
estimation error under attack by∣∣∣εr[j,i](Ta + kT )

∣∣∣ ≤ ∣∣∣εr[j,i](Ta) +Mj,i

∣∣∣ (65)

where Mj,i ≥ 0 is such that∣∣Δε[j,i](k)
∣∣ ≤ Mj,i ∀k ∈ N0.

Hence, Mj,i can be defined as Mj,i � supk∈N0 |Δε[j,i](k)|.
Given the monotonicity of the LHS of the previous, Mj,i is
an upper bound on |Δε[j,i](k)| for all k ∈ N, implying

|εr[j,i](Ta + kT ) +Hjρ[j](Ta − T )|

≤
∣∣∣εr[j,i](Ta) +Mj,i +Hjρ[j](Ta − T )

∣∣∣ . (66)

Finally, to complete the proof, note that ε̄[j,i](t) is monotonic.
We define a variable

Δε̄[j,i](Ta) � max
(
0, lim

t→∞
ε̄[j,i](Ta)− ε̄[j,i](t)

)
which is 0 if ε̄[j,i](t) monotonically increasing, and greater
than 0 otherwise. This definition allows us to state that
ε̄[j,i](Ta + kT ) ≥ ε̄[j,i](Ta)−Δε̄[j,i](Ta), ∀k ∈ N0.

Therefore, recalling Σj ≥ I, if (36) is satisfied, (63) also
holds, as ∣∣∣εr[j,i](Ta + kT )

∣∣∣− |Hj |ρ̄[j]

≤ Σj

∣∣∣εr[j,i](Ta + kT ) +Hjρ[j](Ta − T )
∣∣∣

≤ ε̄[j,i](Ta)−Δε̄[j,i](Ta)− |Hj |ρ̄[j]

≤ ε̄[j,i](Ta + kT )− |Hj |ρ̄[j] ∀k ∈ N0.

Consequently, |εr[j,i](t)| ≤ ε̄[j,i](t) will hold for all t ≥ Ta. �
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