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Event-triggered Control With Self-triggered Sampling
for Discrete-time Uncertain Systems

Masako Kishida , Member, IEEE

Abstract—This paper proposes a resource-aware control ap-
proach for discrete-time linear uncertain systems. The approach
uses a self-trigger condition to determine the sampling time to guar-
antee that the system is uniformly ultimately bounded and an event-
trigger condition to determine control updates. The self-trigger con-
dition is constructed using the skewed structured singular value to
treat uncertainties in the prediction, and the event-trigger condition
is constructed by considering the costs of sampling and control up-
dates. A numerical example is provided to illustrate the approach.

Index Terms—Event-triggered control, self-triggered control,
uncertain systems.

I. INTRODUCTION

Many recent control systems are connected via networks. Using a
network for communication among controllers, sensors, and actuators
reduces the deployment cost and increases flexibility compared with
conventional control systems. This allows control systems to grow in
size and complexity, and increases the ability to perform a wide variety
of tasks. Thus, networked control systems are now widespread in our
daily lives from power systems [1] to robotics [2] and health care
systems [3].

Networked control systems are often required to perform control
tasks with limited resources. This is may be because the communication
band is shared with other tasks, or possibly because the devices use
batteries. In such situations, using conventional periodic sampling [4]
is not ideal because it is not designed to minimize resource usage, and
thus performs nonessential communications and/or consumes energy
unnecessarily. Motivated by this fact, aperiodic resource-aware control
approaches, such as event- and self-triggered controls, have attracted
many researchers (see [5]–[7], and references therein).

An event-triggered control samples the plant state continuously and
updates the control signal when specified conditions are met [8], [9]. By
contrast, a self-triggered control determines the next execution time of
both the sampling and control update online using predictions based on
the plant model and previously received sampled data. Recent studies
have proposed several improvements to these event- and self-triggered
controls. For example, the use of periodic sampling for event-triggered
control [10], [11] and continuous sampling only after a specific min-
imum time since the last event [12] has been proposed to mitigate
the continuous monitoring of the event-triggered control. The use of
different asynchronized trigger conditions with different subsystems
[13] and two event-trigger conditions for sampling and control input
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computation [9], [14] has also been considered. Self- and event-trigger
conditions are both used in a model to schedule data transmissions and
control action updates [15].

The main contribution of this paper is to present a resource-aware
control approach that minimizes the “cost density” (see Definition 9)
by using self-triggered sampling for event-triggered control in discrete-
time linear systems subject to parametric uncertainties and distur-
bances. This idea of combining self- and event-triggered controls was
initially introduced by the author and colleagues for continuous-time
systems [16], [17]. This paper develops a discrete-time resource-aware
control with the idea of [16] and [17]. For this purpose, as in [18], where
self-triggered control for discrete-time linear uncertain systems is con-
sidered, we use the skewed structured singular value for predictions
[19] to determine the sampling time and linear programming [20]–[22]
to determine the control inputs. This allows us not only to optimize the
overall control cost, but also to reduce the conservativeness because
of uncertainties in the frequency of control updates. Note that unlike
[15], this paper applies the event-trigger condition to the sampled data,
instead of the output of the continuous-time plant model.

The remainder of this paper is organized as follows. Section II pro-
vides mathematical notations as well as definitions and lemmas that
are used throughout this paper. Section III presents the mathemati-
cal model and problem setup. Section IV prepares mathematical tools
for the proposed algorithms in the later sections. Section V presents
a self-trigger algorithm to determine the sampling time instances.
Section VI presents an event-trigger algorithm to determine the in-
stances of the control input updates on top of the self-trigger sampling.
Finally, a small numerical example given in Section VII is followed by
the conclusion in Section VIII.

II. PRELIMINARIES

A. Notation

For a vector x ∈ Rn , ‖x‖1 is the l1 norm and ‖x‖∞ is the maximum
norm of x. For two vectors x, y ∈ Rn , the equality and inequalities are
used to indicate the following:
1) x = y, iff xi = yi for all i = 1, . . . , n;
2) x < y, iff xi < yi for all i = 1, . . . , n; and
3) x ≤ y, iff xi ≤ yi for all i = 1, . . . , n.

For a matrix M ∈ Rn×m , ‖M‖2 is the spectral norm and ‖M‖∞ =
maxi

∑n
j=1 |Mij | is the maximum absolute row sum norm of M ,

where Mij indicates the ijth element of the matrix M . For a natural
number n, In is the identity matrix of size n, ei is the ith column of
In , and 1n is the vector of ones whose length is n. The subscripts n
are dropped when the size is clear. For matrices M and N , M ⊗ N is
the Kronecker product.

B. Treatment of Uncertainty

Uncertainties in this paper are assumed to be unknown but bounded
and structured. They are described using the following notation.
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Let three nonnegative integers mr , mc , and mC specify the num-
ber of independent uncertainties, and ki ∈ Nm i , i = r, c, C . Then, a
matrix block structure is defined by

K(kr ; kc ; kC ) := (kr
1 , . . . , kr

m r
; kc

1 , . . . , k
c
m c

; kC
1 , . . . , kC

m C
)

where ki = ∅ if mi = 0. The sets of structured uncertainties for a
given K(kr ; kc ; kC ) are defined by

ΔK :=
{

diag[δr
1 Ik r

1
, . . . , δr

m r
Ik r

m r
, δc

1 Ik c
1
, . . . , δc

m c
Ik c

m c
,

Δ1 , . . . , Δm C
] : δr

i ∈ R, δc
i ∈ C, Δi ∈ Ck C

i
×k C

i

}

BΔK :={Δ∈ΔK :‖Δ‖2 ≤1}
kBΔK :={Δ∈ΔK :‖Δ‖2 ≤k}.

With the aforementioned notation, the skewed structured singular value
is defined as follows.

Definition 1 (Skewed structured singular value ν [23]): For a ma-
trix M ∈ Rm ×m , and two block structures K1 and K2 , the skewed
structured singular value ν is defined by

νK1 ,K2 (M ) :=
1

min
{

k ≥ 0 : Δ1 ∈ BΔK1 , Δ2 ∈ kBΔK2 ,
Δ=diag[Δ1 , Δ2 ], s.t.det(I − MΔ)=0

}

unless no k exists for Δ2 ∈ kBΔK2 that makes I − MΔ singular, in
which case νK1 ,K2 (M ) = 0.

A scalar, vector, or matrix that is a rational function (i.e., a function
that is a ratio of polynomials) of uncertain parameters can be expressed
using the following linear fractional transform (LFT).

Definition 2 (LFT [24]): For matrices

M =
[

M11 M12

M21 M22

]

and Δ of compatible dimensions, an LFT is defined by

Fu (M, Δ) := M22 + M21Δ(I − M11Δ)−1M12 .

If an LFT is scalar and Δ ∈ BΔK is uncertain, its maximum absolute
value can be expressed using the skewed structured singular value as
follows.

Lemma 1 (Bound on the absolute value of a scalar LFT [19]):
For a scalar LFT Fu (M, Δ) ∈ R with Δ ∈ BΔK, it holds that

max
Δ∈BΔK

|Fu (M, Δ)| = νK,K′(M ), K′ = (∅; ∅; 1).

This K′ = (∅; ∅; 1) will be used throughout this paper.
Lemma 1 allows us to find both the maximum and minimum.
Corollary 1 (Bound on a scalar LFT [25]): For a scalar LFT

Fu (M, Δ) ∈ R with Δ ∈ BΔK, it holds that

max
Δ∈BΔK

Fu (M, Δ) = νK,K′(M̄ ) − c

min
Δ∈BΔK

Fu (M, Δ) = −νK,K′(M ) + c

where c > νK,K′(M ), M̄ is the same as M except that the M22 block
is replaced by M22 + c, and M is the same as M except that the M22

block is replaced by M22 − c.
Here, note that M22 is scalar because Fu (M, Δ) is scalar.
The two-norm of an LFT can also be expressed using the skewed

structured singular value as follows.
Lemma 2 (Bound on the two-norm of an LFT [19]): For an LFT

Fu (M, Δ) ∈ Rn×m with Δ ∈ BΔK, it holds that

max
Δ∈BΔK

‖Fu (M, Δ)‖2 = νK,K′′(M ), K′′ = (∅; ∅; n).

III. PROBLEM SETUP

This section provides an overview of the problem setup by presenting
the system model along with definitions used in the proposed algorithm.

We consider the uncertain linear discrete-time system of the form

x[t + 1] = Fu (A, Δ)x[t] + Bu[t] + Ew[t] (1)

where x[t] ∈ Rn is the system state, u[t] ∈ Rn u is the control in-
put, and w[t] ∈ W := {w ∈ Rn w : ‖w‖∞ ≤ 1} is the unknown but
bounded disturbance for each time instance t, and Fu (A, Δ) is a con-
stant but uncertain LFT for matrices A (known) and Δ ∈ BΔK (un-
known), K = K(kr ; ∅; ∅), of compatible dimensions, B ∈ Rn×n u is
a constant matrix, and E ∈ Rn×n w is a constant matrix.

Remark 1: Extending the proposed approach to a case in which the
matrix E is also uncertain and in the form of an LFT is straight-
forward. In fact, if we let E = Fu (Ē, ΔE ), then we can express
Ew[t] = Fu (W̄ , Δw ). Replace ‖E‖∞ by maxΔ E

‖Fu (Ē, ΔE )‖∞,
and similarly for ‖Ew[t]‖∞ and ‖eT

l E‖∞ throughout the paper.
Because the system (1) contains uncertainties, one natural control

problem formulation is to consider a performance specification that
requires the state to enter and remain in a set around the origin. This
motivates us to use the following definitions.

Definition 3 (C-set [22]): A set S is said to be a C-set if it is a
convex and compact set containing the origin in its interior.

Definition 4 (Uniform ultimate boundedness [20]): The system (1)
is said to be uniformly ultimately bounded (UUB) in the C-set S if for
every initial condition x(0) = x0 ∈ Rn , T (x0 ) exists such that for
t ≥ T (x0 ), x(t) ∈ S.

Remark 2: W is a C-set.
We construct an approach to guaranteeing UUB for the system (1)

in a box C-set

Sp :=
{

x :
(

In ⊗
[

1
−1

])

x ≤ 12n

}

(2)

while reducing the frequency of sampling and control updates, using
the following structure [26]:

{
tk+1 = tk + T (xk ),
u[t] = uk ∈ U(xk ), t = tk , tk + 1, . . . , tk+1 − 1 (3)

where tk is the sampling time, xk is the sampled state at time tk , and
uk is the control input at time tk . We assume that t0 = 0. T : Rn →
{1, . . . , T̄ }, T̄ ∈ N, and T (x) denotes the time between two samplings.
The integer T̄ is a predefined upper bound on the intersampling time,
which can be taken arbitrarily large as long as it is finite.

Definition 5 (Event-triggered control update): At each sampling
time tk , an algorithm of event-triggered control update performs the
following:
1) finds a candidate for the next control input unew;
2) determines if the control input is held the same as the previous

control input uk = uk−1 or is updated to the new control input
uk = unew; and

3) updates the control input if uk = unew.
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Fig. 1. Structure of the considered approach.

Definition 6 (Self-triggered sampling): At each sampling time tk ,
an algorithm of self-triggered sampling determines the following.
1) The next sampling time tk+1 using the sampled data xk and the

control input uk along with (1).
Therefore, the problem we consider is defined as follows.
Problem 1: Design an event-triggered control update algorithm

with a self-triggered sampling algorithm that guarantees that the system
(1) is UUB in the target C-set Sp defined in (2).

The overall approach is summarized in Fig. 1.

IV. PREPARATIONS FOR ALGORITHM CONSTRUCTION

This section presents a collection of building blocks for constructing
solution approaches to the problem described in the previous section.

Let us first introduce the following definitions [20].
Definition 7 (Gauge function): A function Ψ : Rn → R is said to

be a gauge function, if the following conditions hold
1) Ψ(x) ≥ 0 and Ψ(x) = 0 ⇔ x = 0;
2) Ψ(x + y) ≤ Ψ(x) + Ψ(y) for all x, y ∈ Rn ; and
3) Ψ(λx) = λΨ(x) for λ > 0.

Definition 8 (Minkowski functional of S): A gauge function ΨS(x)
induced by a C-set S is said to be Minkowski functional of S and given
by ΨS(x) = inf{λ > 0 : x ∈ λS}.

Thus, Definition 8 implies that x ∈ S if and only if ΨS(x) ≤ 1.
Note that for the target set Sp in (2), the corresponding Minkowski

functional is [22]

ΨSp (x) = ‖x‖∞. (4)

A. Conditions for the Existence of Control Input to
Guarantee UUB

We use the Minkowski functional for Sp , ΨSp (x), as a control
Lyapunov function outside Sp .

Theorem 1: Consider the system (1) with a target set Sp (2). The
system is UUB if the following are satisfied.
1) For any x[t] ∈ Sp

ΨSp (x[t + 1]) ≤ 1. (5)

2) For any x[t] /∈ Sp , there exist λ ∈ [0, 1) and τ (x[t]) ∈ [1, T̄ ], such
that

ΨSp (x[t + τ ]) ≤ max{λτ ΨSp (x[t]), 1}. (6)

Here, the integer T̄ is independent of x[t] and can be taken arbi-
trarily large (this is the same T̄ for (3)).

Proof: Directly from Definition 4. �
To guarantee the existence of a control input that achieves UUB, we

impose the following conditions.

Assumption 1: The system (1) satisfies all of the following
conditions.
a) There exists ε1 ∈ [0, 1) such that

max
Δ∈BΔK ,‖δ ‖∞≤1

‖A21Δ(I − A11Δ)−1A12δ‖∞≤ε1 , δ ∈ Rn .

b) There exists ε2 ∈ [0, 1 − ε1 ) such that ‖E‖∞ ≤ ε2 .
c) There exists ε0 ∈ (0, 1 − ε1 − ε2 ) such that the following linear

program is feasible with respect to the variable
[
k̂T λ̂T

]T
for

ε3 = 1 − ε0 − ε1 − ε2 :

⎡

⎢
⎢
⎣

Ê1 b · · · ÊL b −H

−Ê1 b · · · −ÊL b −H
0 · · · 0 −In

0 · · · 0 1T
n

⎤

⎥
⎥
⎦

[
k̂

λ̂

]

≤

⎡

⎢
⎢
⎣

−a
a
0

ε3

⎤

⎥
⎥
⎦ (7)

where

a =

⎡

⎢
⎣

aT
1
...

aT
n

⎤

⎥
⎦ , b =

⎡

⎢
⎣

bT
1
...

bT
n

⎤

⎥
⎦ , H = 1n ⊗ In

and ai is the ith row of matrix A22 , bi is the ith row of matrix
B, and Êl ∈ Rn×n u , l = 1, . . . , L = n · nu , are n × nu matrices
that form a basis for n × nu vector space. Thus, k̂ ∈ Rn ·n u and
λ̂ ∈ Rn .

Assumption 1 provides restrictions on the allowable uncertainties in
the state matrix A and the allowable effect of disturbances through the
disturbance coefficient matrix E , relative to the elements of A22 and
B that define the nominal system.

Remark 3: Assumption 1-a) is equivalent to

max
Δ∈BΔK ,‖δ ‖∞≤1

∣
∣
∣
∣
∣
∣
Fu

⎛

⎝

⎡

⎣
A11 A12 0
0 0 1

eT
l A21 0 0

⎤

⎦, diag[Δ, δ1 , . . . , δn ]

⎞

⎠

∣
∣
∣
∣
∣
∣
≤ ε1

for all l = 1, . . . , n. Satisfaction of this constraint can be checked
using Lemma 1.

Remark 4: Assumption 1-a) can be replaced by the following.
a’) There exists ε1 ∈ [0, 1) such that

max
Δ∈BΔK

‖A21Δ(I − A11Δ)−1A12‖2 ≤ 1√
n

ε1 .

Satisfaction of this assumption can be checked using Lemma 2, which
is easier to check. However, this could be more conservative than
Assumption 1-a).

Theorem 2: For the system (1) with a target setSp (2), Assumption 1
guarantees the existence of a control input u[t] = u∗ with some
λ∗ ∈ [0, 1) such that if x[t] ∈ Sp , then

ΨSp (x[t + 1]) ≤ λ∗ (8)

for all Δ ∈ BΔK, w[t] ∈ W . Furthermore,

u∗ = Kx[t] =

⎡

⎢
⎢
⎣

k̂1 · · · k̂n

...
...

...
k̂L−n +1 · · · k̂L

⎤

⎥
⎥
⎦ x[t]

λ∗ = 1 − ε0 < 1

where k̂ (and λ̂) are feasible solutions to (7).



1276 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 64, NO. 3, MARCH 2019

Proof: The inequality (7) is equivalent to
⎧
⎪⎨

⎪⎩

−H λ̂ ≤ a +
∑L

l=1 kl Êl b ≤ H λ̂

0 ≤ λ̂

1T
n λ̂ ≤ ε3

⇔

⎧
⎪⎨

⎪⎩

−λ̂ ≤ aT
i + KT bT

i ≤ λ̂, ∀i = 1, . . . , n

0 ≤ λ̂

1T
n λ̂ ≤ ε3

.

This implies that
∥
∥aT

i + KT bT
i

∥
∥

1 ≤ 1T
n λ̂ ≤ ε3 , ∀i = 1, . . . , n.

Thus

‖A22 + BK‖∞ ≤ 1T
n λ̂ ≤ ε3 .

Therefore

‖Fu (A, Δ)x[t] + Bu[t] + Ew[t]‖∞
≤ ‖A22x[t] + A21Δ(I − A11Δ)−1A12x[t] + BKx[t]‖∞

+ ‖Ew[t]‖∞
≤ ‖(A22 + BK)x[t]‖∞ + ‖A21Δ(I − A11Δ)−1A12x[t]‖∞

+ ‖Ew[t]‖∞
≤ ‖A22 + BK‖∞‖x[t]‖∞

+ ‖A21Δ(I − A11Δ)−1A12δ‖∞ + ‖E‖∞‖w[t]‖∞
≤ ‖A22 + BK‖∞ + ‖A21Δ(I − A11Δ)−1A12δ‖∞ + ‖E‖∞
≤ ε3 + ε1 + ε2 = 1 − ε0 = λ∗ ∈ [0, 1). �

Corollary 2: Under Assumption 1, the existence of a control input
u = u∗ that satisfies Condition 1) in Theorem 1 is guaranteed.

Proof:

‖Fu (A, Δ)x[t] + Bu∗ + Ew[t]‖∞ = ‖x[t + 1]‖∞ ≤ λ∗ < 1

which implies (5). �
Corollary 3: Under Assumption 1, the existence of a control in-

put u = u∗ that satisfies Condition 2) with τ = 1 in Theorem 1 is
guaranteed.

Proof:

ΨSp (x[t + 1]) ≤ λ ∀x[t] ∈ Sp

for some λ ∈ (0, 1] implies that [22]

ΨSp (x[t + 1]) ≤ λΨSp (x[t]) ∀x[t] /∈ Sp . �

Thus, Corollaries 2 and 3 provide a sufficient condition to guarantee
the existence of a control input that maintains the system (1) to be
UUB.

B. Cost Optimization

Later in Section VI, we construct an event-trigger condition using
“cost density,” which is the cost associated with the sampling and
control update per unit time, to minimize the overall cost for control.

Definition 9 (Cost density [16]): The cost density from time tk to
tk+1 is defined by

ρk+1 :=
cost used during tk to tk+1

tk+1 − tk

.

Here, the “cost used during tk to tk+1 ” is the sum of the cost of
sampling and control update. The cost for sampling is the cost for one

sampling multiplied by the number of samplings in [tk , tk+1 ), and the
cost for control update is the cost for one control update multiplied by
the number of control updates in [tk , tk+1 ).

In particular, if the ratio r of the cost for one control update and for
one sampling is defined by

r :=
cost for one control update

cost for one sampling

then the normalized cost density (cost density normalized by sampling)
is given by

ρ̄k+1 =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

r + 1
tk+1 − tk

, if there is exactly one control update

in [tk , tk+1 )
1

tk+1 − tk

, if there is no control update

in [tk , tk+1 ).

(9)

Remark 5: Extending the presented results to the case in which the
cost for control update and/or for sampling is time-varying is straight-
forward.

In practice, the cost for one sampling includes the sensing cost
(power consumed by sensors to take one sampling) and the communi-
cation cost (cost to send the sampled data to the controller). The cost
for one control update includes the communication cost (cost to send
the actuation command to the actuator) and the actuator power cost
(power consumed by actuators to actuate the plant, which may depend
on the actuation signal). The use of cost density would considerably
reduce the overall cost if the cost for sampling and for control update
is very different. For example, if the control objective is to move heavy
machinery in construction then, we would prefer not to move a machine
very often because the cost for actuation would be much greater than
the sensing cost.

V. SELF-TRIGGER CONDITION FOR SAMPLING

Using the building blocks described in the previous Section IV, this
section presents a theorem that summarizes a resource-aware sampling
method and discusses the implementation of the theorem in control
algorithms.

At every sampling time tk , we determine the next sampling time tk+1

using Theorem 1 along with the sampled data xk and control input uk

that is determined using the event-trigger condition (discussed in the
next section).

Theorem 3: The following sampling strategy is sufficient to design
control inputs that guarantee that the system (1) will be UUB with a
target set Sp (2).

At every sampling time tk , choose the next sampling time t =
tk+1 = tk + T (xk ) such that the following conditions hold:
1) if xk ∈ Sp , then T (xk ) is the largest T ∈ [1, T̄ ] that satisfies

max
Δ∈BΔK ,w [tk ], . . . ,w [tk + i−1]∈W

ΨSp (x[tk + i]) ≤ 1 (10)

for all i = 1, . . . , T ; and
2) if xk /∈ Sp , then T (xk ) is the largest T ∈ [1, T̄ ] that satisfies

max
Δ∈BΔK ,w [tk ], . . . ,w [tk + i−1]∈W

ΨSp (x[tk + i])

≤ max{λiΨSp (xk ), 1} (11)

but not necessarily for all i = 1, . . . , T − 1.
Proof: Clearly, (10) guarantees (5), and (11) guarantees (6). �

In both cases, the values of the right-hand sides of (10) and (11) are
clear for each i for a given xk .
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However, finding the values of the left-hand sides of (10) and (11)
is a nontrivial task.

Let x̄[tk + 1] and x[tk + 1] be vectors whose elements are defined
as follows.

x̄l [tk + 1] := max
Δ∈BΔK ,w [tk ]∈W

eT
l (Fu (A, Δ)xk + Buk + Ew[tk ])

= max
Δ∈BΔK

eT
l Fu (A, Δ)xk + eT

l Buk + ‖eT
l E‖∞

xl [tk + 1] := min
Δ∈BΔK ,w [tk ]∈W

eT
l (Fu (A, Δ)xk + Buk + Ew[tk ])

= min
Δ∈BΔK

eT
l Fu (A, Δ)xk + eT

l Buk − ‖eT
l E‖∞.

Then,

max
Δ∈BΔK ,w [tk ]∈W

ΨSp (x[tk + 1])

= max
l

(

max
Δ∈BΔK ,w [tk ]∈W

|eT
l x[tk + 1]|

)

=
∥
∥
∥
∥

[
x̄[tk + 1]
x[tk + 1]

]∥
∥
∥
∥
∞

.

For i > 1, three approaches to computing bounds on x[tk + i] were
discussed in [19]: a cheap but conservative approach, a less conservative
but expensive approach, and a balanced approach somewhere between
the two. In this paper, we adopt the cheapest approach [18].

For each time instance tk + i, i = 1, 2, . . ., let define the nominal
vector xnom and weight matrix W by

xnom[tk + i] :=
1
2

(x̄[tk + i] + x[tk + i])

W [tk + i] :=
1
2

diag [x̄[tk + i] − x[tk + i]]

then the state x can be expressed in the form of LFT by

x[tk + i] = Fu

(
Atk + i , Δx

)

where

Atk + i =
[

0 1
W [tk + i] xnom[tk + i]

]

Δx ∈ BΔKx , Kx = (1, . . . , 1
︸ ︷︷ ︸

n

; ∅; ∅).

Similar to i = 1, for i = 2, 3, . . ., let x̄[tk + i] and x[tk + i] be vectors
whose elements are defined by

x̄l [tk + i] := max
Δ∈BΔK ,w [tk ], . . . ,w [tk + i−1]∈W

eT
l (Fu (A, Δ)x[tk + i − 1]

+Buk + Ew[tk + i − 1])

= max
Δ∈BΔKaug

Fu (Âtk + i−1 , Δaug) + eT
l Buk + ‖eT

l E‖∞

xl [tk + i] := min
Δ∈BΔK ,w [tk ], . . . ,w [tk + i−1]∈W

eT
l (Fu (A, Δ)x[tk + i − 1]

+Buk + Ew[tk + i − 1])

= min
Δ∈BΔKaug

Fu (Âtk + i−1 , Δaug) + eT
l Buk − ‖eT

l E‖∞

where

Âtk + i =

⎡

⎢
⎣

A11 A12W [tk + i] A12xnom[tk + i]
0 0 1

eT
l A21 eT

l A22W [tk + i] eT
l A22xnom[tk + i]

⎤

⎥
⎦

Kaug = (kr , 1, . . . , 1
︸ ︷︷ ︸

n

; ∅; ∅)

for l = 1, . . . , n. Therefore

max
Δ∈BΔK ,w [tk ], . . . ,w [tk + i−1]∈W

ΨSp (x[tk + i]) =
∥
∥
∥
∥

[
x̄[tk + i]
x[tk + i]

]∥
∥
∥
∥
∞

.

(12)

Because (12) holds whether xk ∈ Sp or xk /∈ Sp , we can replace the
left-hand sides of (10) and (11) by (12).

VI. EVENT-TRIGGER CONDITION FOR CONTROL UPDATE

In conjunction with self-triggered sampling described in Section V,
this section presents approaches to determining control inputs and con-
trol updates using the results given in Section IV.

A. Choosing a Candidate for the Control Input

At every sampling time tk , a candidate for the control input unew is
chosen by attempting to have the maximum contraction index λ = λ̂

for the state be at the next time instance.
Thus, unew is determined by solving linear programming as in [18],

[20]–[22]

min
u

λ̂

s.t. max
Δ∈BΔK ,w [t ]∈W

Sp (x[t + 1]) ≤ λ̂, λ̂ ≥ 0.

Equivalently, the above linear programming can be expressed by

min
u , λ̂

[
0
1

]T [
u

λ̂

]

s.t.

⎡

⎣
B −1n

−B −1n

0 −1

⎤

⎦
[

u

λ̂

]

≤
⎡

⎣
−A22xk − bm ax

A22xk + bm in

0

⎤

⎦

(13)

where

bm ax =

⎡

⎢
⎣

maxΔ∈BΔK eT
1 Fu (A0 , Δ) − ‖eT

1 E‖∞
...

maxΔ∈BΔK eT
n Fu (A0 , Δ) − ‖eT

n E‖∞

⎤

⎥
⎦

bm in =

⎡

⎢
⎣

minΔ∈BΔK eT
1 Fu (A0 , Δ) − ‖eT

1 E‖∞
...

minΔ∈BΔK eT
n Fu (A0 , Δ) − ‖eT

n E‖∞

⎤

⎥
⎦

A0 =
[

A11 A12xk

A21 0

]

.

Remark 6: This unew is optimized for the time at tk + 1. Thus, it
may happen that u[tk−1 ] yields a longer T in (10) and/or (11).

B. Determining if the Control is to be Updated or Not

To minimize the overall cost, we use the normalized cost density
(9) to design an event-trigger condition for control updates. This is
a greedy approach that minimizes each “block” of duration between



1278 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 64, NO. 3, MARCH 2019

samplings, and there is no guarantee to minimize the cost over long
time horizons.

For this purpose, we compare the costs for two scenarios:
a) the control is updated at tk ; and
b) the control is not updated at tk .

For the case of a), first, the new control input unew is computed using
(13). With unew and the sampled data xk , we determine the duration
until the next sampling T update(xk ) according to (10) and (11) as de-
scribed in the previous section. Then, the normalized cost density (9) is
given by

ρ̄update
k+1 =

r + 1
T update(xk )

.

For the case of b), the control input is kept the same as uk−1 . As
previously, with uk−1 and the sampled data xk , we determine the
duration until the next sampling T hold(xk ) according to (10) and (11).
Then, the normalized cost density (9) is given by

ρ̄hold
k+1 =

1
T hold(xk )

.

Thus, we let the event-trigger condition

ρ̄update
k+1 < ρ̄hold

k+1 (14)

and update the control input if (14) is satisfied.
Remark 7: When implementing the proposed algorithm, we first

check the event-trigger condition and determine the next control input
uk . We do not need to compute T (xk ) again to find the next sampling
time but can use T update(xk ) and T hold(xk ) that were already computed

tk+1 =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

tk + T update(xk )
if the event-trigger condition is satisfied

tk + T hold(xk )
if the event-trigger condition is not satisfied.

VII. NUMERICAL EXAMPLE

To illustrate the proposed approach, numerical simulations were
conducted for the system model (1).

Consider the uncertain state matrix

Fu (A, Δ) =
[

0 p1

p2 (p1 − 1)p2

]

which can be stable or unstable.
As a stable example,

1) p1 = 1.2 ± 0.03, p2 = 0.5 ± 0.02, and the actual system
(unknown)

Atrue =

[
0 1.1920

0.5270 0.1012

]

are used, and as an unstable example,
2) p1 = 1.3 ± 0.03, p2 = 0.6 ± 0.02, and the actual system

(unknown)

Atrue =
[

0 1.319
0.6294 0.2009

]

are used.
For other parameters, the matrices

B =
[

1
0

]T

E =
[

0.07 0
0 −0.06

]

are used along with the initial condition

x[0] = x[t0 ] = [12, −10]T

Fig. 2. Control inputs for three different values of r (red: control input,
blue vertical dots: time instances of sampling, cyan vertical solid line: time
instances of control updates). (a) Stable system. (b) Unstable system.

and uniformly distributed disturbance w[t] such that ‖w[t]‖∞ ≤ 1.
Fig. 2 compares the control inputs along with sampling time and

control update time for three values of r for both stable and unstable
systems. For an extreme case of r = 0 (i.e., the control update does not
incur any cost), the control input is updated nearly every time when
sampled in both stable and unstable systems. This is because updating
the control generally increases the duration until the next sampling.
However, it can be observed that near time 30, the control input was not
updated at the time of sampling in the stable system. This is explained
in Remark 6. We can also observe that as the values of r increase, the
control updates occur less frequently and the sampling occurs more
frequently in the stable system. This is because as r increases, the
cost of the control update increases and the controller tries to avoid
control updates. As a result, the state can approach the boundary of the
performance condition it must satisfy, thus requiring frequent sampling.
However, as could have been imagined, an unstable system requires
frequent control updates for any value of r. Nevertheless, the frequency
of the update reduces compared to the frequency of sampling as r
increases.

Fig. 3 presents typical state trajectories as a function of time for
r = 1 for the stable system. As the state approaches the boundary
(±1), the control is updated.
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Fig. 3. State trajectories (r = 1) (orange: x1 , green dashed–dot: x2 ,
blue vertical dots: time instances of sampling, cyan vertical solid line:
time instances of control updates, red horizontal lines at ±1: the desired
bounds).

Fig. 4. Phase plane plot (r = 1) (red box: target set Sp , blue squares:
time instances of sampling, cyan circles: time instances of control
updates).

Fig. 4 shows a typical state trajectory for r = 1 for the stable system.
It can be observed that the state goes into the target set Sp and remains
there. Note that the trajectory enters Sp and leaves Sp once before
staying in Sp . This is allowed because no sampling occurs in Sp before
it leaves Sp .

Little difference was observed for the unstable system corresponding
to Figs. 3 and 4, and omitted.

To compute the values of ν , the SMAC Toolbox [27] was used.

VIII. CONCLUSION

With a focus on reducing the number of sampling and control up-
dates, this paper proposed a resource-aware control approach to achieve
UUB for an uncertain linear system expressed in the form of an LFT.
This is accomplished by combining self-trigger sampling with event-
triggered control updates. The results of the numerical example indicate
satisfactory performance of the proposed approach.
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