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Asymptotic Security using Bayesian Defense
Mechanism with Application to Cyber Deception

Hampei Sasahara, Member, IEEE , Henrik Sandberg, Senior Member, IEEE

Abstract— This paper addresses the question whether
model knowledge can guide a defender to appropriate
decisions, or not, when an attacker intrudes into control
systems. The model-based defense scheme considered in
this study, namely Bayesian defense mechanism, chooses
reasonable reactions through observation of the system’s
behavior using models of the system’s stochastic dynam-
ics, the vulnerability to be exploited, and the attacker’s ob-
jective. On the other hand, rational attackers take deceptive
strategies for misleading the defender into making inap-
propriate decisions. In this paper, their dynamic decision
making is formulated as a stochastic signaling game. It is
shown that the belief of the true scenario has a limit in
a stochastic sense at an equilibrium based on martingale
analysis. This fact implies that there are only two possible
cases: the defender asymptotically detects the attack with
a firm belief, or the attacker takes actions such that the
system’s behavior becomes nominal after a finite number
of time steps. Consequently, if different scenarios result in
different stochastic behaviors, the Bayesian defense mech-
anism guarantees the system to be secure in an asymptotic
manner provided that effective countermeasures are imple-
mented. As an application of the finding, a defensive de-
ception utilizing asymmetric recognition of vulnerabilities
exploited by the attacker is analyzed. It is shown that the
attacker possibly withdraws even if the defender is unaware
of the exploited vulnerabilities, as long as the defender’s
unawareness is concealed by the defensive deception.

Index Terms— Bayesian methods, game theory, intrusion
detection, security, stochastic systems.

I. INTRODUCTION

SOCIETAL monetary loss from cyber crime is estimated to
be about a thousand billion USD per year presently, and

even worse, a rising trend can be observed [1]. Another trend
is that not only information systems but also control systems,
which are typically governed by physical laws, are exposed
to cyber threats as demonstrated by recent incidents [2]–
[5]. Deception is a key notion to predict the consequence of
incidents. Rational attackers take deceptive strategies, i.e., the
attacker tries to conceal her existence and even mislead the
defender into taking inappropriate decisions. An example of
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deception is replay attacks, which hijacks sensors of the plant,
eavesdrops the nominal data transmitted when the system is
operated under normal conditions, and replays the observed
nominal data during the execution of another damaging attack.
A replay attack was executed in the Stuxnet incident, and
it was an essential factor leading to serious damage in the
targeted plant [6]. The incident suggests that prevention of
deception is a fundamental requirement for secure system
design.

Assuming the situation where an attacker might intrude into
a control system where a defense mechanism is implemented,
this paper addresses the following question: Can model knowl-
edge guide the defender to appropriate decisions against
attacker’s deceptive strategies? Specifically, we consider the
case where the stochastic model of the control system, the
vulnerability to be exploited, and the objective of the attacker
are known. The setting naturally leads to Bayesian defense
mechanisms, which monitor the system’s behavior and form
a belief on the existence of the attacker using the model. If
the system’s behavior is inconsistent with the nominal one, the
belief increases owing to Bayes’ rule. When the belief is strong
enough, the Bayesian defense mechanism proactively carries
out a proper reaction. On the other hand, we also suppose
a powerful attacker who knows the model and the defense
scheme to be implemented. The attacker aims at achieving
her objective while avoiding being detected by deceiving the
defender.

For mathematical analysis, we formulate the decision mak-
ing as a dynamic game with incomplete information. More
specifically, we refer to the game as a stochastic signaling
game, because it is a stochastic game [7] in the sense that
the system’s dynamics is given as a Markov decision process
(MDP) governed by two players and it is also a signaling
game [8] in the sense that one player’s type is unknown to
the opponent. In this game, the attacker strategically chooses
harmful actions while avoiding being detected, while the
defender, namely, the Bayesian defense mechanism, chooses
appropriate counteractions according to her belief.

Based on the game-theoretic formulation, we find that model
knowledge can always lead the defender to appropriate deci-
sions in an asymptotic sense as long as the system’s dynamics
admits no stealthy attacks. More specifically, there are only
two possible cases: one is that the defender asymptotically
forms a firm belief on the existence of an attacker and the other
is that the attacker takes harmless actions after finite time such
that the system converges to nominal behavior. This finding
leads to the conclusion that the Bayesian defense mechanism
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guarantees the system to be secure in an asymptotic manner.
The analysis means that the defender always wins in an

asymptotic manner when the stochastic model of the system
is available and the vulnerability exploited for the intrusion
is known and modeled. However, in practice, it is hard to be
aware of all possible vulnerabilities in advance. As an appli-
cation of the finding above, we consider defensive deception
using bluffing that utilizes asymmetric recognitions between
the attacker and the defender. Specifically, we suppose that,
the defender is unaware of the exploited vulnerability but the
attacker is unaware of the defender’s unawareness. If the state
of the system does not possess any information about the
defender’s recognition on the vulnerability, the attacker cannot
identify whether the defender is aware of the vulnerability,
or not. The result obtained in the former part suggests that
the attacker may possibly withdraw if the defender’s reactions
affect only the attacker’s utility without influence to the sys-
tem’s behavior. The difficulty of the analysis is that standard
incomplete information games, which assume common prior,
cannot describe this situation. The common prior implicitly as-
sumes that the attacker is aware of the defender’s unawareness.
To overcome the difficulty, we employ the Mertens-Zamir
model, which can represent incomplete information games
without common prior assumption, using the notion of belief
hierarchy [9], [10]. Based on this setting, we show, in a formal
manner, that the defensive deception effectively works when
the attacker strongly believes that the defender is aware of the
vulnerability.

Related Work

Model-based security analysis helps the system designer
to prioritize security investments [11]. Attack graphs [12]
and attack trees [13] are basic models of vulnerabilities,
attacks, and consequences. Incorporating defensive actions
into the graphical representation induces defense trees [14].
For dynamic models, attack countermeasure trees, partially
observable MDP, and Bayesian network model have been
used [15]–[17]. Those probabilistic models naturally lead to
Bayesian defense mechanisms, such as Bayesian intrusion
detection [18], [19], Bayesian intrusion response [20], and
Bayesian security risk management [21]. Meanwhile, the
model of the dynamical system to be protected is also used for
control system security [22], [23]. For example, identifying
existence of stealthy attacks and removing the vulnerability
require the dynamical model [24], [25], and attack detection
performance can be enhanced by model knowledge [26].
Our Bayesian defense mechanisms can be interpreted as a
generalization of those approaches. This work reveals a funda-
mental property of such commonly used model-based defense
schemes.

Game theory is a standard approach to modeling the deci-
sion making in cyber security, where there inevitably arises a
need to address strategic interactions between the attacker and
the defender [27], [28]. In particular, games with incomplete
information play a crucial role in deceptive situations [29]–
[32]. The modeling in this study follows the signaling game
framework in [33], [34]. Our main concern is especially on

asymptotic phenomena in the dynamic deception and effec-
tiveness of model knowledge.

Our finding is based on analysis of an asymptotic behavior
of Bayesian inference. The convergence property of Bayesian
inference on the true parameter is referred to as Bayesian
consistency, which has been investigated mainly in the con-
text of statistics [35], [36]. However, those existing results
are basically applicable only to independent and identically
distributed (i.i.d.) samples because the discussion mostly relies
on the strong law of large numbers (SLLN). Although there
is an extension to Markov chains [37], the observable variable
in our work is not Markov. Indeed, sophisticated attackers can
choose strategies such that the states at all steps are correlated
with the entire previous trajectory. Thus, existing results for
Bayesian consistency cannot be applied to our problem in a
straightforward manner.

Preliminary versions of this work have been presented
in [38], [39], but they made the claim of Theorem 2 as
an assumption rather than proving it. Moreover, they did
not include rigorous proofs of the claims in Section III and
analysis of the bluffing proposed in Section IV.

Organization and Preliminaries

In Section II, we present a motivating example of water
supply networks, and subsequently, formulate the decision
making as a stochastic signaling game. Section III analyzes
the consequence of the formulated game and shows that
Bayesian defense mechanisms can achieve asymptotic security
of the system to be protected. In Section IV, we analyze a
defensive deception that utilizes asymmetric recognition as
an application of the finding of Section III. The game of
interest is reformulated using the Mertens-Zamir model. It is
shown that the attacker possibly stops the execution even if
the defender is unaware of the exploited vulnerabilities, as
long as the defender’s belief is concealed. Section V verifies
the theoretical results through numerical simulation. Finally,
Section VI concludes and summarizes the paper.

Let N, Z+, and R be the sets of natural numbers, non-
negative integers, and real numbers, respectively. The k-ary
Cartesian power of the set X is denoted by X k. The tuple
(x0, . . . , xk) is denoted by x0:k. The cardinality of a set X is
denoted by |X |. For a set X , the Kronecker delta denoted by
δ : X × X → {0, 1} is defined by δ(x, y) = 1 if x = y and
δ(x, y) = 0 otherwise. The σ-algebra generated by a random
variable X is denoted by σ(X). For a sequence of events Ek

for k ∈ N, the supremum set ∩∞
N=1∪∞

k=NEk, namely, the event
where Ek occurs infinitely often, is denoted by {Ek i.o.}.
Jensen’s inequality, which is often applied in this paper, is
given as follows: For a real convex function φ and a finite set
X , the inequality∑

x∈X p(x)φ(a(x)) ≥ φ
(∑

x∈X p(x)a(x)
)

(1)

holds where a : X → R and p : X → [0, 1] that satisfies
the equation

∑
x∈X p(x) = 1. The inequality is reversed if φ

is concave. The generalized Borel-Cantelli’s second lemma is
given as follows [40, Theorem 4.3.4]: Let Fk for k ∈ Z+ be
a filtration of a probability space (Ω,F ,P) with F0 := {∅,Ω}
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Fig. 1. Motivating example: water tank system connected to a reservoir
within a water distribution network. The programmable logic controller
(PLC) transmits on/off control signals to the pump and the valve monitor-
ing the state, the water level of the tank. In the scenario, an adversarial
software possibly intrudes into the PLC and then the infected PLC tries
to cause overflow by sending inappropriate control signals without being
detected. A Bayesian defense mechanism, which utilizes the data of the
monitored state and forms her belief on existence of the attacker based
on the system model, is also equipped to deal with the attack.

and let Ek for k ∈ Z+ be a sequence of events with Ek ∈
Fk+1. Then

{Ek i.o.} = {ω ∈ Ω :
∑∞

k=0 P(Ek|Fk)(ω) = ∞} . (2)

The appendix contains the proofs of the claims made in the
paper.

II. MODELING USING STOCHASTIC SIGNALING GAMES

A. Motivating Example

As a motivating example, we consider water distribution
networks (WDNs), which supply drinking water of suitable
quality to customers. Because of their indispensability to our
life, WDNs are an attractive target for adversaries and expose
their architecture to cyber-physical attacks [41]. In particular,
we treat the water tank system illustrated by Fig. 1, where a
tank is connected to a reservoir within a WDN. The amount
of the water in the tank varies due to usage for drinking
and flow between the external network. Thus the tank system
is needed to be properly controlled through actuation of the
pump and the valve to keep the water amount within a desired
range [42]. A programmable logic controller (PLC) transmits
on/off control signals to the pump and the valve monitoring
the state, namely, the water level of the tank. The dynamics
is modeled as a MDP, where the state space and the action
space are given by quantized water levels and finite control
actions. Interaction to the external network is modeled as the
randomness in the process.

We here suppose an attack scenario considered in [43].
The adversary succeeds to hijack the PLC and can directly
manipulate its control logic. Such an intrusion can be carried
out by stealthy and evasive maneuvers in advanced persistent
threats [44]. The objective of the attack is to damage the sys-
tem by causing water overflow through inappropriate control
signals without being detected. To deal with this attack, we
consider a Bayesian defense mechanism, which utilizes the
data of the monitored state and forms her belief on existence of
the attacker based on the system model. The Bayesian defense

mechanism chooses a proper reaction by identifying if the
system is under attack through an observation of the state. If
the system’s behavior is highly suspicious, for example, the
defense mechanism takes an aggressive reaction such as log
analysis, dispatch of operators, or emergency shutdown.

The defender’s belief on the existence of an attacker plays
a key role to analyze the consequence of the threat. When
the attacker naively executes an attack, the system’s behavior
becomes different from the one of the normal operation
and accordingly the belief increases. On the other hand, if
the attacker chooses sophisticated attacks that deceive the
defender, the belief may decrease. Our main interest in this
study is to investigate the defense capability achieved by the
Bayesian defense mechanism.

B. Modeling using Stochastic Signaling Game
We introduce the general description based on dynamic

games with incomplete information. In particular, we refer to
the game as a stochastic signaling game where the system’s
dynamics is given as an MDP and the type of a player is
unknown to the opponent.

The system to be protected with a Bayesian defense mech-
anism is depicted in Fig. 2. The system is modeled by a finite
MDP governed by two players as in standard stochastic games.
Formally, the MDP considered in this paper is given by the
tuple M := (X ,A,R, P, P0) where X is a finite state space,
A and R are finite action spaces, P : X×X×A×R → [0, 1] is
a transition probability, and P0 : X → [0, 1] is the probability
distribution of the initial state. The state at the kth step is
denoted by xk ∈ X . There is an agent who can alter the system
through an action ak ∈ A for k ∈ Z+. We refer to the agent as
sender as in standard signaling games. Based on the measured
output, the Bayesian defense mechanism, called a receiver,
chooses an action rk ∈ R at each time step. We henceforth
refer to rk as a reaction for emphasizing that rk denotes a
counteraction against potentially malicious attacks. The system
dynamics is given by P , where the transition probability from
x to x′ with a and r is denoted by P (x′|x, a, r). To eliminate
the possibility of trivial stealthy attacks, we assume that the
system’s behavior varies in a stochastic sense when different
actions are taken.

Assumption 1 For any x ∈ X and r ∈ R, there exists x′ ∈ X
such that

P (x′|x, a, r) ̸= P (x′|x, a′, r) (3)

for different actions a ̸= a′.

Next, we determine the class of the decision rules. Let
θ ∈ Θ denote the type of the sender. For simplicity, the type
is assumed to be binary, i.e., Θ = {θb, θm}, where θb and
θm correspond to benign and malicious senders, respectively.
The types θb and θm describe the situations where there does
not and does exist an adversary, respectively. The true type
θ is known to the sender, but unknown to the receiver. Let
s̄s := (s̄sk)k∈Z+

and s̄r := (s̄rk)k∈Z+
denote the sender’s and

receiver’s pure strategy, respectively. It is assumed that the
receiver’s available information about the sender type is only
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Fig. 2. Block diagram of the system to be protected using the Bayesian
defense mechanism. The system is governed by actions and reactions,
which are decided by the sender and the receiver, respectively. The
sender type θb means that the system is normally operated. The other
type θm means that there exists an attacker who executes malicious
actions. The receiver is the Bayesian defense mechanism that forms
her belief on the existence of an attacker utilizing the measured data
and chooses reactions based on the belief.

the state, i.e., she cannot observe her instantaneous utility,
defined below, nor the sender’s action. Similarly, it is assumed
that the sender can observe only the state and her action. The
strategies at the kth step with the available information are
given by s̄sk : Θ×Hs

k → A, and s̄rk : Hr
k → R where hs

k ∈ Hs
k

and hr
k ∈ Hr

k are histories at the kth step given by hs
k =

(x0:k, a0:k−1) and hr
k = (x0:k, r0:k−1). Note that the resulting

state trajectory is not Markov since the strategies depend
on the entire history. Because we consider pure strategies,
it suffices to consider the state-history dependent strategies
ssk : Θ×X k+1 → A and srk : X k+1 → R, recursively defined
by

ssk(θ, x0:k) := s̄sk(θ, x0:k, s
s
0:k−1(x0:k−1)),

srk(x0:k) := s̄rk(x0:k, s
r
0:k−1(x0:k−1)).

(4)

The strategy profile is denoted by s := (ss, sr). The sender’s
and receiver’s admissible strategy sets are denoted by Ss and
Sr, respectively. The set of admissible strategy profiles is
denoted by S := Ss × Sr. Note that, although we do not
specify S here, it can be taken to be any set of state-history
dependent strategies. While we consider a general strategy set
in Sec. III, we impose a constraint on S in Sec. IV.

Once a strategy profile is fixed, the stochastic property of
the system is induced. Construct the canonical measurable
space (Ω,F) of the MDP with the sender type where Ω :=
Θ × Π∞

k=0(X × A ×R) and F is its product σ-algebra [45,
Chapter 2]. We denote ω = (θ, (x0, a0, r0), (x1, a1, r1), . . .) ∈
Ω. The random variables Θ, Xk, Ak, and Rk are defined on
the measurable space (Ω,F) by the projections of ω such that
Θ(ω) := θ,Xk(ω) := xk, Ak(ω) := ak, Rk(ω) := rk. The
probability measure on (Ω,F), induced by s, is denoted by
Ps, which satisfies

Ps(X0 = x0) = P0(x0),
Ps(Ak = ak|Θ = θ,X0:k = x0:k) = δ(ak, s

s
k(θ, x0:k)),

Ps(Rk = rk|X0:k = x0:k) = δ(rk, s
r
k(x0:k)),

Ps(Xk+1 = xk+1|X0:k = x0:k, Ak = ak, Rk = rk)
= P (xk+1|xk, ak, rk),

Ps(Θ = θ) = π0(θ)
(5)

for any k ∈ Z+ with the initial distribution of the sender
type π0 : Θ → [0, 1]. We denote the conditional probability
Ps(·|Θ = θ) by Ps

θ. To simplify the notation, we denote the

conditional probability mass function with type θ by

psθ(xk+1|x0:k) := Ps
θ(Xk+1 = xk+1|X0 = x0, . . . , Xk = xk).

(6)
The expectation with respect to Ps is denoted by Es.

We introduce each player’s belief on the uncertain variables
next. The receiver’s belief at the kth step is given by

πr
k(θ, a0:k−1|x0:k, r0:k−1)

:= Ps(Θ = θ,A0:k−1 = a0:k−1|X0:k = x0:k, R0:k−1 = r0:k−1)
(7)

for k ∈ Z+. The belief can be recursively computed by Bayes’
rule

πr
k+1(θ, a0:k|x0:k+1, r0:k) = δ(ak, s

s
k(θ, x0:k))

× P (xk+1|xk, s
s
k(θ, x0:k), rk)π

r
k(θ, a0:k−1|x0:k, r0:k−1)∑

ϕ∈Θ P (xk+1|xk, ssk(ϕ, x0:k), rk)πr
k(ϕ, a0:k−1|x0:k, r0:k−1)

(8)
when the denominator is nonzero. To simplify notation, we
introduce the receiver’s belief only of the sender type:

πr
k(θ|x0:k) := πr

k(θ, s
s
0:k−1(θ, x0:k−1)|x0:k, s

r
0:k−1(x0:k−1)),

(9)
which follows Bayes’ rule

πr
k+1(θ|x0:k+1)

=
P (xk+1|xk, s

s
k(θ, x0:k), s

r
k(x0:k))π

r
k(θ|x0:k)∑

ϕ∈Θ P (xk+1|xk, ssk(ϕ, x0:k), srk(x0:k))πr
k(ϕ|x0:k)

.

(10)
The sender’s belief can similarly be defined and is denoted by
πs
k(r0:k−1|θ, x0:k, a0:k−1).
In Sec. III, the initial beliefs are assumed to be known to

both players, i.e., we make the common prior assumption.
Since we consider pure strategies, r0:k−1 is uniquely deter-
mined by x0:k−1 once the strategy is fixed. Hence, the sender’s
belief does not appear explicitly in Sec. III. On the other hand,
in Sec. IV, we consider the case where the initial belief is
unknown to the sender, modeling the possibility of bluffing.

Let U s : Θ×X ×A×R → R be the sender’s instantaneous
utility. For a given strategy profile s ∈ S and type θ ∈ Θ ,
the sender’s expected average utility at the kth step with the
horizon length T is given by

Ū s
k,T (sk:k+T |θ, x0:k)

:= Es

[
1

T + 1

k+T∑
τ=k

U s(Θ, Xτ , s
s
τ (Θ, X0:τ ), s

r
τ (X0:τ ))

∣∣∣∣∣ θ, x0:k

]
.

(11)
Similarly, with the receiver’s instantaneous utility given by
U r : Θ × X × A × R → R, the receiver’s expected average
utility at the kth step with the horizon length T is given by

Ū r
k,T (sk:k+T |x0:k)

:= Es

[
1

T + 1

k+T∑
τ=k

U r(Θ, Xτ , s
s
τ (Θ, X0:τ ), s

r
τ (X0:τ ))

∣∣∣∣∣x0:k

]
.

(12)
We denote the limits by (Ū s

k, Ū
r
k) := limT→∞(Ū s

k,T , Ū
r
k,T )

assuming they exist. Under this notation, the strategy profile
s = (ss, sr) is said to be a perfect Bayesian equilibrium (PBE)
if {

ssk:∞ ∈ BRs
k(s

r
r:∞|θ, x0:k), ∀θ ∈ Θ ,

srk:∞ ∈ BRr
k(s

s
k:∞|x0:k)

(13)
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for any k ∈ Z+ and x0:k ∈ X k+1 where BRs
k and BRr

k are
best responses defined by

BRs
k(s

r
k:∞|θ, x0:k) := argmax

s̃sk:∞∈Ss
k:∞

Ū s
k((s̃

s
k:∞, srk:∞)|θ, x0:k),

BRr
k(s

s
k:∞|x0:k) := argmax

s̃rk:∞∈Sr
k:∞

Ū r
k((s

s
k:∞, s̃rk:∞)|x0:k).

(14)
Note that, our analysis can be extended to the case of general
objective functions rather than expected average utilities as
long as the adversary with the utilities avoids being detected,
which is formally stated in Definition 1 below.

We define the game formulated above by

G1 := (M,S, U,Θ , π0), (15)

where the initial belief is common information. This game
belongs to the class of incomplete, imperfect, and asymmetric
information stochastic games. Owing to the existence of the
type θ, which is unknown to the receiver, the information
is incomplete. Because the actions taken by each player are
unobservable to the opponent, the information is imperfect and
asymmetric. Although investigating existence and computing
equilibria of the game are challenging, we discuss properties of
equilibria on the premise that they exist and are given because
our interest here lies in the consequences for the threat.

III. ANALYSIS: ASYMPTOTIC SECURITY

In this section, we analyze asymptotic behaviors of beliefs
and actions when the adversary avoids being detected. It
is shown that the system is guaranteed to be secure in an
asymptotic manner as long as the defender possesses an
effective counteraction.

A. Belief’s Asymptotic Behavior
The random variable of the belief on the type θ ∈ Θ at the

kth step πθ
k : Ω → [0, 1] is given by

πθ
k(ω) := πr

k(θ|X0:k(ω)). (16)

Recall that πθ
k represents the defender’s confidence on exis-

tence of an attacker. If the belief is low in spite of existence
of malicious signals, this means that the Bayesian defense
mechanism is deceived. Because we are interested in whether
the Bayesian defense mechanism is permanently deceived, or
not, we examine asymptotic behavior of the belief.

We first investigate increment of the belief sequence. The
following lemma is key to our analysis.

Lemma 1 Consider the game G1. The belief of the true type
πθ
k is a submartingale with respect to the probability Ps

θ and
the filtration σ(X0:k) for any type θ and strategy profile s.

Lemma 1 roughly implies that the expectation of the belief
on the true type is non-decreasing. As a direct conclusion of
this lemma, the following theorem holds.

Theorem 1 Consider the game G1. There exists an integrable
random variable πθ

∞ : Ω → [0, 1] such that

lim
k→∞

πθ
k = πθ

∞ Ps
θ−a.s. (17)

Fig. 3. Distributions of the belief sequence when there exists an
attacker. Lemma 1 and Theorem 1 claim that its expectation is non-
decreasing over time and the belief has a limit. When the adversary
stops the attack, the belief is invariant.

for any type θ and strategy profile s.

Theorem 1 implies that the belief has a limit even if an
intermittent attack is executed. Fig. 3 depicts the distributions
of the belief sequence when there exists an attacker. Owing
to the model knowledge, if the adversary stops the attack at
some time step then the belief is invariant, which is illustrated
as the transition of the belief at k = 1 in Fig. 3. Moreover,
the expectation of the belief is non-decreasing over time as
claimed by Lemma 1. Thus, there exists a limit πθm

∞ as shown
at the right of Fig. 3.

We next investigate the limit. An undesirable limit is πθ
∞ =

0, which means that the defender is completely deceived. We
show that this does not happen as long as the initial belief is
nonzero. The following lemma holds.

Lemma 2 Consider the game G1. If πθ
0 > 0 for any type θ,

then log(πθ
k) with any basis converges Ps

θ-almost surely to an
integrable random variable as k → ∞ for any type θ and
strategy profile s.

Lemma 2 leads to the following theorem.

Theorem 2 Consider the game G1. If πθ
0 > 0 then

πθ
∞ > 0 Ps

θ−a.s. (18)

for any type θ and strategy profile s.

Theorem 2 implies that the complete deception described by
πθ
∞ = 0 does not occur.
Remark: Theorems 1 and 2 can heuristically be justified

from an information-theoretic perspective as follows. Suppose
that the state sequence x0:k is observed at the kth step. Then
the belief is given by

πk(θ|x0:k)=
π0(θ)∑

ϕ̸=θ

ps
ϕ(x0:k)

ps
θ(x0:k)

π0(ϕ) + π0(θ)

=
π0(θ)∑

ϕ̸=θ exp(kS
ϕ
k (x0:k))π0(ϕ) + π0(θ)

(19)

where psθ(x0:k) and psϕ(x0:k) are the joint probability mass
functions of x0:k with respect to Ps

θ and Ps
ϕ, respectively, and

Sϕ
k (x0:k) :=

1

k

k∑
i=1

log
psϕ(xi|x0:i−1)

psθ(xi|x0:i−1)
. (20)
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Assuming that psθ(xk|x0:k−1) approaches a stationary distri-
bution psθ(x) on X and SLLN can be applied, we have

lim
k→∞

Sϕ
k = Ex∼ps

θ

[
log psϕ(x)/p

s
θ(x)

]
= −DKL(p

s
θ||psϕ) (21)

where DKL denotes the Kullback-Leibler divergence. Since
DKL is nonnegative for any pair of distributions, Sϕ

k converges
to a nonpositive number, which results in convergence of πθ

k. If
psθ ̸= psϕ for any ϕ ∈ Θ\{θ}, the limit of Sϕ

k becomes negative,
and hence limk→∞ exp(kSϕ

k (x0:k)) = 0, which leads to

lim
k→∞

πk(θ|x0:k)=
π0(θ)∑

ϕ̸=θ

lim
k→∞

exp(kSϕ
k (x0:k))π0(ϕ) + π0(θ)

= 1.
(22)

Thus, the belief of the true type converges to one. Such
a convergence property of the Bayesian estimator on the
true parameter, referred to as Bayesian consistency, has been
investigated mainly in the context of statistics [35], [36]. In
this sense, Theorems 1 and 2 can be regarded as another
representation of Bayesian consistency. However, note again
that this discussion is not a rigorous proof but a heuristic
justification because the state is essentially non-i.i.d. and even
non-ergodic in our game-theoretic formulation.

B. Asymptotic Security

It has turned out that the belief has a positive limit. To
clarify our interest, we define the notion of detection-averse
utilities.

Definition 1 (Detection-averse Utilities) A pair (U s, U r) in
the game G1 are detection-averse utilities when

πθm
∞ < 1 Ps

θm−a.s. (23)

for any PBE s.

Definition 1 characterizes utilities where the malicious sender
avoids having the defender form a firm belief on the existence
of an attacker. An example of detection-averse utilities is given
in Appendix I. Naturally, strategies reasonable for the attacker
should be detection-averse as long as the defender possesses
an effective counteraction. If the utilities of interest are not
detection-averse, this means that the defense mechanism can-
not cope with the attack because the attacker is not afraid
to reveal herself. For protecting such systems, appropriate
counteractions should be implemented beforehand.

Suppose that there is an effective countermeasure, and hence
the utilities are detection-averse. A simple malicious sender’s
strategy that satisfies (23) is to imitate the benign sender’s
strategy after a finite number of time steps. We give a formal
definition of such strategies.

Definition 2 (Asymptotically Benign Strategy) A strategy
profile s in the game G1 is asymptotically benign when

lim
k→∞

δ
(
Aθm

k , Aθb
k

)
= 1 Ps

θm−a.s. (24)

where Aθ
k is the action taken by the sender with the type θ

defined by Aθ
k := ssk(θ,X0:k).

The objective of this subsection is to show that Bayesian
defense mechanisms can restrict all reasonable strategies to be
asymptotically benign as long as an effective countermeasure
is implemented.

As a preparation for proving our main claim, we investigate
the asymptotic behavior of state transition. From Theorems 1
and 2, we can expect that the state eventually loses information
on the type, which is justified by the following lemma.

Lemma 3 Consider the game G1 with detection-averse utili-
ties. If πθm

0 > 0, then

lim
k→∞

∣∣psθm(Xk+1|X0:k)− psθb(Xk+1|X0:k)
∣∣ = 0 Ps

θm−a.s.

(25)
for any PBE s.

Under Assumption 1, which eliminates the possibility of
stealthy attacks, Lemma 3 implies that the actions themselves
must be identical. This fact yields the following theorem, one
of the main results in this paper.

Theorem 3 Consider the game G1 with detection-averse utili-
ties. Let Assumption 1 hold and assume πθm

0 > 0. Then, every
PBE of G1 is asymptotically benign.

Theorem 3 implies that the malicious sender’s action con-
verges to the benign action. Equivalently, an attacker neces-
sarily behaves as a benign sender after a finite number time
steps. Therefore, the system is guaranteed to be secure in an
asymptotic manner, i.e., Bayesian defense mechanisms can
prevent deception in an asymptotic sense. This result indicates
the powerful defense capability achieved by model knowledge.

IV. APPLICATION: ANALYSIS OF DEFENSIVE DECEPTION
UTILIZING ASYMMETRIC RECOGNITION

A. Idea of Defensive Deception using Bluffing

The result in Section III claims that the defender, namely,
the Bayesian defense mechanism, always wins in an asymp-
totic manner when the stochastic model of the system is
available and the vulnerability to be exploited for intrusion
is known and modeled. The latter condition is quantitatively
described by the condition π0(θm) > 0. Although the derived
result proves a quite powerful defense capability, it is also
true that it is almost impossible to be aware of all possible
vulnerabilities in advance. Moreover, it is also challenging to
implement effective countermeasures for all scenarios and to
compute the equilibrium of the dynamic game.

In this section, as an application of the finding in the pre-
vious section, we consider defensive deception using bluffing
that utilizes asymmetric recognitions between the attacker and
the defender. Suppose that an attacker exploits a vulnerability
of which the defender is unaware but the attacker is unaware
of the defender’s unawareness. Then their recognition becomes
asymmetric in the sense that the attacker does not correctly
recognize the defender’s recognition of the vulnerability. This
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Fig. 4. The attacker’s belief of the defender’s belief with symmetric
recognition, which is the case of the game G1. The attacker is aware of
the fact that the defender is unaware of the vulnerability. Moreover, the
defender is aware of the attacker’s awareness.

situation naturally arises in practice because the defender’s
recognition is private information. By utilizing the asymmetric
recognition, the defender can possibly deceive the attacker
such that the attacker believes that the defender might be aware
of the vulnerability and carrying out effective counteractions.
Specifically, we consider the bluffing strategies where the sys-
tem’s state does not possess information about the defender’s
belief. For instance, if the defender chooses the reactions
that affect only the players’ utilities without influence to the
system, the state is independent of the reaction. By concealing
the defender’s unawareness, the defender’s recognition, which
is quantified by her belief, is completely unknown to the
attacker over time.

The defensive deception is possibly able to force the attacker
to withdraw even if the defender is actually unaware of the
exploited vulnerability. For instance, consider the example in
Sec. II-A and suppose that emergency shutdown of the system
can be carried out by the defender. Suppose also that the
attacker wants to keep administrative privileges of the PLC.
In this case, the attacker may rationally terminate her evasive
maneuvers after a finite number of time steps due to the risk
of sudden shutdown. The objective of this section is to show
that the hypothesis is true in a formal manner.

B. Reformulation using Type Structure

The situation of interest in this section is that the defender
is unaware of the vulnerability to be exploited but the attacker
is not necessarily aware of this unawareness. To address the
uncertainty on defender’s recognition, the attacker forms her
belief on the defender’s belief. Fig. 4 illustrates the attacker’s
belief on the defender’s belief with the common prior assump-
tion, i.e., the initial defender’s belief is known to the attacker,
which has been made in the previous section. In this case,
the attacker has a firm belief that the defender is unaware
of the vulnerability. On the other hand, Fig. 5 illustrates
the attacker’s belief without the common prior assumption.
Then the attacker’s belief is no longer firm as depicted by
the figure. In addition, because of the lack of the common
prior assumption, the defender also forms another belief on
the attacker’s belief on the defender’s belief on the existence
of an attacker. This procedure repeats indefinitely and induces
infinitely many beliefs.

The notion of belief hierarchy has been proposed to handle
the infinitely many beliefs [9], [10], [46]. A belief hierarchy
is formed as follows. Let ∆(·) denote the set of probability
measures over a set. The first-order initial belief is given as
π1
0 ∈ ∆(Θ), which describes the defender’s initial belief on

Fig. 5. The attacker’s belief of the defender’s belief with asymmetric
recognition. Because the defender’s true belief is unknown to the
attacker, the attacker forms a belief on both cases that the defender
is aware or unaware of the vulnerability. Moreover, the defender forms a
belief on the attacker’s belief. This process induces the notion of belief
hierarchy.

existence of the attacker. The second-order initial belief is
given as π2

0 ∈ ∆(∆(Θ)), which describes the attacker’s initial
belief on the defender’s first-order belief. In a similar manner,
the belief at any level is given, and the tuple of beliefs at all
levels is referred to as a belief hierarchy.

To handle belief hierarchies, the Mertens-Zamir model has
been introduced [9], [10], [46]. The model considers type
structure, in which a belief hierarchy is embedded. A type
structure consists of players, sets of types, and initial beliefs.
In particular, a type structure for our situation of interest can
be given by

T = ((s, r), (Θs,Θ r), (πs
0, π

r
0)) (26)

where (s, r) represents the sender and the receiver, Θs and
Θ r represent the sets of player types, and πs

0 : Θ r × Θs →
[0, 1] and πr

0 : Θs × Θ r → [0, 1] represent the initial beliefs.
The value πs

0(θ
r|θs) denotes the sender’s initial belief of the

receiver type θr when the sender type is θs, and πr
0(θ

s|θr)
denotes the corresponding receiver’s initial belief. The first-
order initial belief is given by π1

0(θ
s) = πr

0(θ
s|θr) for the true

receiver type θr ∈ Θ r, and the second-order initial belief is
given by π2

0(π
r(·|θr)|θs) = πs

0(θ
r|θs) for the true sender type

θs ∈ Θs. By repeating it, the belief at any level of the belief
hierarchy can be derived from the type structure. Importantly,
for any reasonable belief hierarchy there exists a type structure
that can generate the belief hierarchy of interest. For a formal
discussion, see [9], [10], [46].

We model the situation of interest by using the binary type
sets:

Θs = {θsb, θsm}, Θ r = {θru, θra}. (27)

While θsb and θsm represent benign and malicious senders,
respectively, θru and θra represent receivers being unaware and
aware of the vulnerability, respectively. The receiver’s initial
beliefs are set to

πr
0(θ

s
b|θru) = 1, πr

0(θ
s
m|θru) = 0 (28)

and
πr
0(θ

s
b|θra) = α, πr

0(θ
s
m|θra) = 1− α (29)

with α ∈ [0, 1). The initial beliefs mean that, the receiver θru
is unaware of the vulnerability and firmly believes that the
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TABLE I
INITIAL BELIEFS ON OPPONENT TYPE

θsb θsm
πr
0(·|θru) 1 0

πr
0(·|θra) α 1− α

θru θra
πs
0(·|θsb) 1 0

πs
0(·|θsm) β 1− β

system is normally operated, while the receiver θra is aware
of the vulnerability and suspects existence of an attacker with
probability 1− α. The sender’s initial beliefs are assumed to
be given by

πs
0(θ

r
u|θsb) = 1, πs

0(θ
r
a|θsb) = 0, (30)

and
πs
0(θ

r
u|θsm) = β, πs

0(θ
r
a|θsm) = 1− β (31)

with β ∈ [0, 1]. The malicious sender does not know the
true receiver type, i.e., whether the sender is aware of the
vulnerability or not. The given initial beliefs are summarized
in Table I.

In accordance with the introduction of the type structure, the
definition of strategies and the solution concept are needed
to be slightly modified. The contrasting ingredients of the
game with symmetric recognition and the one with asymmetric
recognition are listed in Table II, where those with asymmet-
ric recognition can analogically be defined. The conditional
probability Ps(·|Θs = θs,Θr = θr), which is the probability
measure induced by ss(θs, ·) and sr(θr, ·), is denoted by Ps

θs,θr .
The sender’s expected average utility at the kth step with the
horizon length T is given by

Ū s
k,T (sk:k+T |θs, x0:k) :=

1

T + 1

×Es

[
k+T∑
τ=k

U s(Θs, Xτ , s
s
τ (Θ

s, X0:τ ), s
r
τ (Θ

r, X0:τ ))

∣∣∣∣∣ θs, x0:k

]
.

(32)
The receiver’s expected average utility at the kth step with the
horizon length T is given by

Ū r
k,T (sk:k+T |θr, x0:k) :=

1

T + 1

×Es

[
k+T∑
τ=k

U r(Θs, Xτ , s
s
τ (Θ

s, X0:τ ), s
r
τ (Θ

r, X0:τ ))

∣∣∣∣∣ θr, x0:k

]
.

(33)
A strategy s is said to be a PBE when the limit of the utilities
(Ū s

k, Ū
r
k) satisfies{

ssr:∞ ∈ BRs
k(s

r
r:∞|θs, x0:k), ∀θs ∈ Θs,

srk:∞ ∈ BRr
k(s

s
k:∞|θr, x0:k), ∀θr ∈ Θ r,

(34)

for any k ∈ Z+ and x0:k ∈ X k+1 where

BRs
k(s

r
k:∞|θs, x0:k) := argmax

s̃sk:∞∈Ss
k:∞

Ū s
k((s̃

s
k:∞, srk:∞)|θs, x0:k),

BRr
k(s

s
k:∞|θr, x0:k) := argmax

s̃rk:∞∈Sr
k:∞

Ū r
k((s

s
k:∞, s̃rk:∞)|θr, x0:k).

(35)
We define the game formulated above by

G2 := (M,S, U, (Θs,Θ r), (πs
0, π

r
0)), (36)

where the defender’s initial belief is not common information
in contrast to G1.

TABLE II
CONTRASTING INGREDIENTS OF THE GAMES WITH SYMMETRIC AND

ASYMMETRIC RECOGNITIONS

symmetric recognition asymmetric recognition
receiver’s strategy srk(x0:k) srk(θ

r, x0:k)
sender’s belief N/A πs(θr|θs)

receiver’s belief πr(θ) πr(θs|θr)
sender’s utility Ūs(s, θ) Ūs(s, θs)

receiver’s utility Ūr(s) Ūr(s, θr)

In the following discussion, we analyze G2 through G1. To
clarify their relationship, we describe the game G1 using the
modified formulation. Define another game

Ĝ2 := (M,S, U, (Θs,Θ r), (π̂s
0, π

r
0)), (37)

where
π̂s
0(θ

r
a|θsm) = 1. (38)

The initial belief means that the adversary believes that the
defender is aware of the vulnerability. The situation of Ĝ2 is the
same as that of G1 if the defender is aware of the vulnerability.
Thus, these games lead to the same consequence when the true
types are θsm and θra. The following lemma holds.

Lemma 4 Consider the games G1 and Ĝ2. For a strategy
profile ŝ2 = (ŝs2, ŝ

r
2) in Ĝ2, let s1 = (ss1, s

r
1) be a strategy

profile in G1 such that

ss1 := ŝs2, sr1 := ŝr2|θr=θr
a

(39)

where ŝr2|θr=θr
a

is the restriction of ŝr2 with θr = θra. Then the
probability measures induced by s1 and ŝ2 are equal when
θs = θsm and θr = θra, i.e.,

Ps1
θs
m
= Pŝ2

θs
m,θr

a
. (40)

Also, if ŝs2,k:∞ ∈ BRs
k(ŝ

r
2,k:∞|θsm, x0:k) then ss1,k:∞ ∈

BRs
k(s

r
1,k:∞|θm, x0:k).

We extend the notions of detection-averse utilities and
asymptotically benign strategies to G2. Our objective is to
investigate the effectiveness of the proposed defensive decep-
tion. It is possible to define detection-averse utilities directly
using the game G2 as utilities where the resulting equilibrium
leads the adversary to avoid being detected. However, this
definition immediately means that the defensive deception
works well, and any results from the definition cannot show its
effectiveness. Instead, we say that utilities in G2 are detection-
averse when the adversary avoids being detected if she is
certain that the defender is aware of the vulnerability.

Definition 3 (Detection-averse Utilities in G2) A pair of
utilities (U s, U r) in the game G2 are detection-averse utilities
when

lim
k→∞

πr
k(θ

s
m|θra) < 1 Ps

θs
m,θr

a
−a.s. (41)

for any PBE s of Ĝ2.

Note that Definition 3 is a necessary requirement to make
the game interesting, because the adversary is not afraid of
being detected at all without this condition.
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Next, we define desirable strategies that should be achieved
by Bayesian defense mechanisms. We say a strategy in G2 to
be asymptotically benign when it becomes benign regardless
of the defender’s awareness.

Definition 4 (Asymptotically Benign Strategies in G2) A
strategy profile s in the game G2 is asymptotically benign
when

lim
k→∞

δ
(
Aθm

k , Aθb
k

)
= 1 Ps

θs
m,θr−a.s. (42)

for any θr ∈ Θ r.

Note that Definition 4 requires the strategy to be asymptot-
ically benign for any θr ∈ Θ r. In other words, the strategy
is needed to be asymptotically benign even if the defender is
unaware of the vulnerability.

C. Passively Bluffing Strategies
We expect that there exists a chance of preventing attacks

that exploit unnoticed vulnerabilities if the state does not pos-
sess information about the defender’s recognition. To formally
verify this expectation, we define passively bluffing strategies.

Definition 5 (Passively Bluffing Strategies) A strategy pro-
file s in G2 is a passively bluffing strategy profile when the
sender’s belief satisfies

πs
k(θ

r|X0:k, θ
s) = πs

0(θ
r|θs) Ps

θs,θr−a.s. (43)

for any θs ∈ Θs, θr ∈ Θ r, and k ∈ Z+. A strategy profile
set S in G2 is a passively bluffing strategy set when its all
elements are passively bluffing.

Definition 5 requires the sender’s belief to be invariant
over time. If the strategy is passively bluffing, the adversary
cannot identify whether the defender is aware of the exploited
vulnerability or not even in an asymptotic sense. Note that
the introduced passively bluffing strategies can be regarded
as a commitment. It is well known that restricting feasible
strategies, referred to as commitment, can be beneficial in a
game [47], [48]. In what follows, we investigate the effective-
ness of the specific commitment.

Passively bluffing strategies can relax the condition for
asymptotically benign strategies. The following lemma holds.

Lemma 5 Consider the game G2. If a passively bluffing
strategy profile s satisfies

lim
k→∞

δ
(
Aθm

k , Aθb
k

)
= 1 Ps

θs
m,θr

a
−a.s. (44)

then s is asymptotically benign.

The difference between (42) and (44) is the required receiver
type. Lemma 5 implies that if a passively bluffing strategy pro-
file is asymptotically benign when the receiver is aware of the
vulnerability then the strategy is needed to be asymptotically
benign even when the receiver is unaware of the vulnerability.

Remark: Although Definition 5 depends not only on the re-
ceiver’s strategy but also on the sender’s strategy for generality,
the bluffing should be realized only by the defender in practice.

A simple defender’s approach to achieving the bluffing is to
choose reactions that do not influence the system’s behavior.
Let Rpb ⊂ R be the set of reactions such that the system’s
dynamics is independent of the reaction, i.e., the transition
probability satisfies

P (x′|x, a, r) = P (x′|x, a, r′) (45)

for any x′ ∈ X , x ∈ X , a ∈ A, r ∈ Rpb, r′ ∈ Rpb. If the
receiver’s strategy takes only reactions in Rpb, every strategy
profile is passively bluffing. Indeed, because the transition
probability is independent of r ∈ Rpb, the probability dis-
tribution of the state is independent of θr. Thus, from Bayes’
rule, we have

πs
k(θ

r|x0:k, θ
s)=

psθs,θr(x0:k)π
s
0(θ

r|θs)∑
ϕr∈Θr psθs,ϕr(x0:k)πs

0(ϕ
r|θs)

=
psθs(x0:k)π

s
0(θ

r|θs)∑
ϕr∈Θr psθs(x0:k)πs

0(ϕ
r|θs)

=
πs
0(θ

r|θs)∑
ϕr∈Θr πs

0(ϕ
r|θs)

= πs
0(θ

r|θs)

(46)

when psθs,θr(x0:k) ̸= 0. An example of such reactions is just
analyzing the network log and raising an alarm inside the
operation room without applying control on the system itself.
Note that the reaction still affects the players’ decision making
through their utility functions, even if (45) holds.

D. Analysis
Our expectation can be described in a quantitative form

based on the definition of passively bluffing strategies, which
lead to a simple representation of the sender’s utility. If s is
passively bluffing, the sender’s belief is invariant over time.
Hence, the sender’s utility with infinite horizon is given by

Ū s
k(sk:∞|θsm, x0:k) =

∑
θr∈Θr

Ū s
k,θr(sk:∞|θsm, x0:k)π

s
0(θ

r|θsm)

(47)
where

Ū s
k,θr(sk:∞|θsm, x0:k) := limT→∞

1

T + 1

×Es
θr

[
k+T∑
τ=k

U s(θsm, Xτ , s
s
τ (θ

s
m, X0:τ ), s

r
τ (θ

r, X0:τ ))

∣∣∣∣∣x0:k

]
.

(48)
Note that Ū s

k,θr
a

and Ū s
k,θr

u
denote the sender’s utilities of the

two cases where the defender is aware and unaware of the
vulnerability, respectively. Thus (47) implies that the sender’s
utility is simply given as a sum weighted by her initial beliefs
when the strategy is passively bluffing. Therefore, we can
expect that the sender possibly stops the execution in the
middle of the attack if πs

0(θ
r
a|θsm) is sufficiently large. We

show the existence of such sender’s initial belief. Note that
πs
0(θ

r
a|θsm) = 1 is the trivial case, and thus we assume that

sender’s initial beliefs that are strictly less than one.
First, we rephrase the result in Sec. III. Let Snab denote

the set of non-asymptotically-benign strategies in G2. Our aim
here is to show that the set of PBE of G2 does not overlap with
Snab when the attacker strongly believes that the defender is
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aware of the vulnerability. It suffices to show that there is no
overlap between the set of PBE of G2 and S∗

nab := Snab ∩S∗

where

S∗ := {(ss, sr) ∈ S : ssk:∞ ∈ BRr
k(s

r
k:∞|θsb, x0:k),

srk:∞ ∈ BRr
k(s

s
k:∞|θr, x0:k),∀θr ∈ Θ r, k ∈ Z+, x0:k ∈ X k+1},

(49)
where the benign sender and the receiver with any type take
their best response strategies. Note that, Snab and S∗ of the
games G2 and Ĝ2 are identical because the sets are independent
of the malicious sender’s belief. The following lemma is
another description of the claim of Theorem 3 with respect
to Ū s

θr
a

and S∗
nab.

Lemma 6 Consider the game Ĝ2 with detection-averse util-
ities. Let Assumption 1 hold. For any strategy profile s =
(ss, sr) in S∗

nab, there exists s̃s ∈ Ss such that

Dθr
a
(s, s̃s) > 0 (50)

holds where

Dθr(s, s̃s) := Ū s
θr((s̃s, sr), θsm)− Ū s

θr(s, θsm). (51)

Lemma 6 implies the existence of a function

g : S∗
nab → Ss s.t. Dθr

a
(s, g(s)) > 0 (52)

for any s ∈ S∗
nab. Thus we have γ ≥ 0 where

γ := inf
s∈S∗

nab

Dθr
a
(s, g(s)). (53)

We here make an assumption that Dθr
a
(s, g(s)) is uniformly

lower bounded by a positive value.

Assumption 2 For the game Ĝ2, there exists g in (52) such
that the infimum (53) is positive, i.e., γ > 0.

Assumption 2 eliminates the case where the difference
between the sender’s utilities achievable by asymptotically
benign strategies and non-asymptotically-benign strategies is
infinitesimally small.

The following theorem, the main result of this section,
holds.

Theorem 4 Consider the game G2 with detection-averse util-
ities and a passively bluffing strategy set. Let Assump-
tions 1 and 2 hold. Then, there exists a sender’s initial belief
πs
0(θ

r
a|θsm) < 1 such that every PBE of G2 is asymptotically

benign.

Theorem 4 implies that the system can possibly be protected
by passively bluffing strategies if the attacker strongly believes
that the defender is aware of the vulnerability. The result sug-
gests the importance of concealing the defender’s recognition
and the effectiveness of defensive deception.

V. SIMULATION

In this section, we confirm the theoretical results through
numerical simulation.

TABLE III
TRANSITION PROBABILITIES FROM THE ABNORMAL STATE TO

ABNORMAL STATE.

P (xa|xa, a, r) rb rm rbm
ab 0.5 0.3 0.5
am 0.6 0.4 0.6

Fig. 6. State transition diagram of the numerical example.

A. Fundamental Setup

We assume the state space and the action space to be binary,
i.e., X = {xn, xa} and A = {ab, am}. The states xn and xa

represent the normal and abnormal states, respectively, and ab
and am represent benign and malicious actions, respectively.
The benign and malicious actions correspond to nominal and
malicious control signals, respectively. The reaction set is
given by R = {rb, rm, rbm}. The state transition diagram is
depicted in Fig. 6. The initial state is set to xn. The transition
probability is given as follows. Set the transition probability
from xn to be given by

P (xa|xn, a, r) =

{
0.2 if a = ab,
0.3 if a = am

(54)

for any r ∈ R, which means that the probability from the
normal state to the abnormal state is increased by the malicious
action and it is independent of the reaction. The transition
probability from xa to xa is given by Table III. The probability
from the abnormal state to the abnormal state is increased by
the malicious action and it is decreased by the reaction rm.
The reaction rbm corresponds to bluffing since it induces the
same transition probability as rb.

The utilities are given as follows. The benign sender’s utility
is

U s(θb, x, a, r) =

{
1 if x = xn,
0 otherwise

(55)

for any a ∈ A and r ∈ R, which means that the benign sender
prefers the nominal state regardless of other variables. The
malicious sender’s utility is given by Table IV. The benign
action ab is a risk-free action, which always induces zero
utility, while the malicious action am is a risky action. If the
reaction is rb, the malicious sender obtains positive utility,
where the abnormal state xa is more preferred than xn. On
the other hand, if the reaction is rm, the malicious sender
incurs loss. The receiver’s utility is set to be independent
on a ∈ A and given by Table V, where a is omitted. The
receiver obtains utility only when she takes an appropriate
reaction depending on the sender type. When an appropriate
reaction is chosen, the normal state is more preferred than
the abnormal state. Note that rbm induces the same utilities as
those with rm but it increases the probability of the abnormal
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TABLE IV
MALICIOUS SENDER’S UTILITY

Us(θm, x, ab, r) rb rm rbm
xn 0 0 0
xa 0 0 0

Us(θm, x, am, r) rb rm rbm
xn 1 -3 -3
xa 2 -3 -3

TABLE V
RECEIVER’S UTILITY

Ur(θb, x, r) rb rm rbm
xn 5 0 0
xa 1 0 0

Ur(θm, x, r) rb rm rbm
xn 0 5 5
xa 0 1 1

state. Therefore, there is no motivation to choose rbm when the
defender’s recognition is known to the attacker.

Since it is difficult to compute an exact equilibrium for
the infinite time horizon problem, we treat a sequence of
equilibria for a finite time horizon problem as a tractable
approximation [49]. Letting (ssk, s

r
k, . . . , s

s
k+T−1, s

r
k+T−1) be

the resulting equilibrium of the finite time horizon game,
we use ssk and srk as the kth strategies as with receding
horizon control. The equilibrium is obtained through brute-
force search. For the game G2, the strategies in the simulation
are given in a similar manner. The horizon length is set to
T = 2. In the numerical examples, the equilibrium is uniquely
determined.

B. Simulation: Asymptotic Security

In the first scenario, we consider the case where the vul-
nerability is known, and thus this situation corresponds to the
game G1 in (15). The initial belief is given by πr

0(θm) = 0.01,
which is known to the sender. The true sender type is given
by θs = θsm.

Under the setting, sample paths of the belief on the mali-
cious sender, the state, the action, and the reaction with θ = θm
are depicted in Fig. 7. The belief converges to a nonzero
value over time as claimed by Theorems 1 and 2. The action
converges to the benign action as claimed by Theorem 3. The
graphs evidence asymptotic security achieved by the Bayesian
defense mechanism. In more detail, it can be observed that
the malicious sender takes the malicious action am while the
receiver takes the reaction rb until about the time step k = 50.
This is because the receiver’s belief on the malicious sender
is low during the beginning of the game. On the other hand,
between the time steps k = 50 and k = 100, ab and rm
sporadically appear because the belief is increased. Finally,
after the time step k = 100, the belief exceeds a threshold,
which results in the fixed actions a = ab and r = rm. It is
notable that rbm is not chosen at all since there is no reason
for it, as explained above.

C. Simulation: Defensive Deception using Bluffing

In the second scenario, we consider the case where the
defender is unaware of the vulnerability and the attacker is
unaware of the defender’s unawareness. Then this situation

Fig. 7. Sample paths of the belief on the malicious sender, state,
action, and reactions with θ = θm. The belief converges to a nonzero
value over time as claimed by Theorems 1 and 2. The action converges
to the benign action as claimed by Theorem 3. The results evidence
asymptotic security achieved by the Bayesian defense mechanism.

corresponds to the game G2 in (36). The initial beliefs are
given by πr

0(θ
s
m|θra) = 0.3 and πs

0(θ
r
a|θsm) = 0.8. The true

types are given by θs = θsm and θr = θru. Note that
πr
0(θ

s
m|θru) = 0 and hence the defender is completely unaware

of the attack while the game is proceeding.
We first consider the case where the strategy is not passively

bluffing. The same transition probability as that used in
the previous simulation, where it depends on the receiver’s
reaction. As a result, the state possesses information about the
receiver type.

Fig. 8 depicts sample paths of the receiver’s belief on the
malicious sender if the receiver were aware of the vulner-
ability, the sender’s belief on the receiver being aware, the
actual state, the actual action, and reactions that would be
taken by the receiver being aware. It can be observed that
the sender’s belief converges to zero, i.e., the sender notices
that the receiver is unaware of the vulnerability. As a result,
malicious actions are constantly taken after a sufficiently large
number of time steps. The result indicates that the defense
mechanism fails to defend the system in this case.

We next consider the bluffing case. As a commitment for
passively bluffing strategy, we restrict the reaction set to R =
{rb, rbm}. Then the transition probability is independent of the
reaction, and hence any strategy becomes passively bluffing.

Fig. 9 depicts sample paths of those depicted in Fig. 8
under the bluffing setting. The sender’s belief is invariant over
time because the state does not possess information about the
receiver type. Thus, the malicious sender remains cautious
about being detected. As a result, the benign action is contin-
uously taken after a sufficiently large number of time steps in
contrast to Fig. 8. The result indicates that asymptotic security
is achieved by the bluffing even if the defender is unaware
of the vulnerability. The simulation suggests importance of
concealing the defender’s belief even if it degrades control
performance.
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Fig. 8. Sample paths of the receiver’s belief on the malicious sender
when the receiver is aware, the sender’s belief on the receiver being
aware, state, action, and reactions that would be taken when the
receiver were aware, where the strategy is not passively bluffing. The
sender’s belief converges to zero, i.e., the attacker notices that the
defender is unaware of the vulnerability. As a result, the malicious action
is continuously taken after a sufficiently large number of time steps.

VI. CONCLUSION

This study has analyzed defense capability achieved by
Bayesian defense mechanisms. It has been shown that the
system to be protected can be guaranteed to be secure by
Bayesian defense mechanisms provided that effective coun-
termeasures are implemented. This fact implies that model
knowledge can prevent the defender from being deceived
in an asymptotic sense. As a defensive deception utilizing
the derived asymptotic security, bluffing utilizing asymmetric
recognition has been considered. It has also been shown that
the attacker possibly stops the execution in the middle of
the attack in a rational manner when she strongly believes
the defender to be aware of the vulnerability, even if the
vulnerability is unnoticed.

Important future work includes an extension to infinite state
spaces because the state space in control systems typically is
a subset of the Euclidean space. For this purpose, existing
Bayesian consistency analysis for general sample space should
be useful [36]. Moreover, although it is assumed that the state
is observable in this framework, a generalization to partially
observable setting is a more practical setting. We expect that
the key properties such as Lemma 1 still holds if the system
requirement, such as Assumption 1, can be appropriately
modified. Another direction is to extend the results to non-
binary types. Finally, finding a general condition for detection-
averse utilities is an important issue. For this purpose, the

Fig. 9. Sample paths of the receiver’s belief on the malicious sender
when the receiver is aware, the sender’s belief on the receiver being
aware, state, action, and reactions that would be taken when the re-
ceiver were aware, where the strategy is passively bluffing. The sender’s
belief is invariant over time because the state does not possess informa-
tion about the receiver type. Thus, the attacker keeps to be cautious
about being detected. As a result, the benign action is continuously
taken after a sufficiently large number of time steps in contrast to Fig. 8.

example in Appendix I should be helpful.

APPENDIX I
EXAMPLE OF DETECTION-AVERSE UTILITIES

Consider an MDP with binary spaces X = {xn, xa},A =
{ab, am}, and R = {rb, rm}. The initial state is xn and it
goes to xa with probability p > 0 when a = am and stays
at xm otherwise. The objective of the receiver is to detect the
true state, which is modeled by

U r(θ, x, a, r) =

{
1 if (θ, r) = (θb, rb) or (θm, rm),
0 otherwise.

(56)
The malicious sender’s utility is given by

U s(θm, x, a, rb) =

{
1 if a = am,
0 otherwise,

U s(θm, x, a, rm) = −1,

(57)
which means that the adversary wants to avoid being detected.
The benign sender is assumed to choose rb anytime. The initial
belief satisfies πr

0(θm) < 1/2. Let (ss, sr) be a strategy such
that πθm

∞ = 1 with probability q > 0. Take such x0:∞ and
then there exists N ∈ Z+ such that πr

k(θm|x0:k) = 1 for any
k > N since

πr
k(θm|x0:k) =

{
πr
0(θm) if xτ = xn ∀τ ∈ {0, . . . , k},

1 otherwise.
(58)
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The receiver’s best response at x0:k is to take rm, which leads
to the sender’s average utility at x0:k equal −1. Thus, the
sender’s average utility at the initial state is −q < 0. However,
if the sender takes the strategy such that ak = ab for any
k ∈ Z+, then the sender’s average utility at the initial state is
0. Thus, ss is not a best response to sr, which means that the
utilities are detection-averse.

APPENDIX II
PROOFS OF PROPOSITIONS

In the proofs, we omit the symbol s in the notation for
simplicity when no confusion arises.

Proof of Lemma 1: It is clear that πθ
k is adapted to the

filtration σ(X0:k). It is also clear that πθ
k is integrable with

respect to Pθ since it is bounded. Thus, it suffices to show

E
[
πθ
k+1|σ(X0:k)

]
≥ πθ

k Pθ−a.s. (59)

for the claim. For a fixed outcome ω ∈ Ω with which
X0:k(ω) = x0:k, the inequality is equivalent to∑

xk+1∈X
pθ(xk+1|x0:k)πk+1(θ|x0:k+1) ≥ πr

k(θ|x0:k). (60)

Thus it suffices to show (60) for any k ∈ N and x0:k ∈ X k+1.
First, we reduce the index of the summation in (60). When

πr
k(θ|x0:k) = 0, the inequality (60) always holds. Thus we

assume πr
k(θ|x0:k) > 0 in the following. Define

X 0
k :=

xk+1 ∈ X :
∑
ϕ∈Θ

pϕ(xk+1|x0:k)π
r
k(ϕ|x0:k) = 0

 .

(61)
Because πr

k(ϕ|x0:k) is positive for any ϕ ∈ Θ , if xk+1 belongs
to X 0

k then pθ(xk+1|x0:k) = 0. Hence (60) is equivalent to∑
xk+1∈X+

k

pθ(xk+1|x0:k)π
r
k+1(θ|x0:k+1) ≥ πr

k(θ|x0:k) (62)

where X+
k := X \ X 0

k .
To simplify notation, we define

π(θ) := πr
k(θ|x0:k), pϕ(x) := pϕ(x|x0:k), X+ := X+

k (63)

for fixed k and x0:k. Then the inequality (62) is equivalent to∑
x∈X+

pθ(x)
pθ(x)π(θ)∑

ϕ∈Θ pϕ(x)π(ϕ)
≥ π(θ). (64)

Because π(θ) > 0, this inequality is equivalent to∑
x∈X+

pθ(x)
pθ(x)∑

ϕ∈Θ pϕ(x)π(ϕ)︸ ︷︷ ︸
=:G(θ)

≥ 1. (65)

By rewriting G(θ), we have

G(θ)=
∑

x∈X+

pθ(x)
1∑

ϕ∈Θ
pϕ(x)
pθ(x)

π(ϕ)
. (66)

By applying Jensen’s inequality in (1) with the functions
p(x) := pθ(x), a(x) :=

∑
ϕ∈Θ

pϕ(x)
pθ(x)

π(ϕ), and φ(ξ) := 1/ξ,
we have

G(θ)≥ φ
(∑

x∈X+ pθ(x)
∑

ϕ∈Θ
pϕ(x)
pθ(x)

π(ϕ)
)

= φ
(∑

x∈X+

∑
ϕ∈Θ pϕ(x)π(ϕ)

)
= φ

(∑
ϕ∈Θ

(∑
x∈X+ pϕ(x)

)
π(ϕ)

)
= φ

(∑
ϕ∈Θ π(ϕ)

)
= φ(1)
= 1,

(67)

which leads to the claim.
Proof of Theorem 1: Because the belief is uniformly

bounded over time, we have supk∈N Eθ

[
πθ
k

]
< ∞. From

Lemma 1 and Doob’s convergence theorem [50, Theo-
rem 4.4.1], the claim holds.

Proof of Lemma 2: Since πθ
0 > 0, we have πθ

k > 0 Pθ-
almost surely for any k ∈ N. Thus log(πθ

k) is well-defined. We
first show that log(πθ

k) is a submartingale with respect to the
probability measure Pθ and the filtration σ(X0:k). It is clear
that log(πθ

k) is adapted to the filtration σ(X0:k). Because the
number of elements in the support of log(πθ

k) is finite, log(πθ
k)

is integrable for any k ∈ N. Thus it suffices to show that

Eθ

[
log(πθ

k+1)|σ(X0:k)
]
≥ log(πθ

k) Pθ−a.s. (68)

As in the proof of Lemma 1, this inequality is equivalent to∑
xk+1∈X+

k

pθ(xk+1|x0:k) log(π
r
k+1(θ|x0:k+1)) ≥ log(πr

k(θ|x0:k))

(69)
for any x0:k ∈ X k+1. With the notation (63), this is equivalent
to ∑

x∈X+

pθ(x) log

(
pθ(x)π(θ)∑

ϕ∈Θ pϕ(x)π(ϕ)

)
≥ log(π(θ)). (70)

Because the left-hand side can be rewritten by

∑
x∈X+

pθ(x) log

(
pθ(x)π(θ)∑

ϕ∈Θ pϕ(x)π(ϕ)

)

=
∑

x∈X+

pθ(x)

{
log

(
pθ(x)∑

ϕ∈Θ pϕ(x)π(ϕ)

)
+ log(π(θ))

}

=
∑

x∈X+

pθ(x) log

(
pθ(x)∑

ϕ∈Θ pϕ(x)π(ϕ)

)
+ log(π(θ)),

(71)
the inequality (70) is equivalent to

∑
x∈X+

pθ(x) log

(
pθ(x)∑

ϕ∈Θ pϕ(x)π(ϕ)

)
≥ 0, (72)

which is also equivalent to∑
x∈X+

pθ(x) log

(∑
ϕ∈Θ pϕ(x)π(ϕ)

pθ(x)

)
︸ ︷︷ ︸

H(θ)

≤ 0. (73)
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By applying Jensen’s inequality for a concave function with
p(x) := pθ(x), a(x) :=

∑
ϕ∈Θ pϕ(x)π(ϕ)

pθ(x)
, and φ(ξ) := log(ξ),

we have

H(θ)≤ log
(∑

x∈X+ pθ(x)
∑

ϕ∈Θ pϕ(x)π(ϕ)

pθ(x)

)
= log

(∑
x∈X+

∑
ϕ∈Θ pϕ(x)π(ϕ)

)
= log(1)
= 0,

(74)

which implies that log(πθ
k) is a submartingale.

From Doob’s convergence theorem [50, Theorem 4.4.1], it
suffices to show that the expectation of the nonnegative part of
log(πθ

k) is uniformly bounded. Because πθ
k ∈ (0, 1], log(πθ

k) is
nonpositive for any k ∈ N, and hence the uniform boundedness
holds.

Proof of Theorem 2: We prove the claim by contradiction.
Define E as the inverse image of {0} for πθ

∞. Assume that
Pθ(E) > 0. For any ω ∈ E, πθ

k(ω) → 0 as k → ∞. Hence,
from the continuity of logarithm functions, it turns out that
log(πθ

k(ω)) → −∞ as k → ∞. This means that log(πθ
k(ω))

diverges for ω ∈ E. However, Lemma 2 states that log(πθ
k)

converges Pθ-almost surely. This is a contradiction.
Proof of Lemma 3: We first show that the coefficient of

Bayes’ rule converges to one, i.e.,

lim
k→∞

fk(θm, X0:k) = 1 Pθm−a.s. (75)

where fk+1(θ, x0:k) := πθ
k+1/π

θ
k. Because πθm

∞ is nonzero
Pθm -almost surely from Theorem 2, we have

lim
k→∞

fk+1(θm, X0:k)= lim
k→∞

(
πθm
k+1/π

θm
k

)
= πθm

∞ /πθm
∞

= 1

(76)

Pθm -almost surely. Thus (75) holds.
It is observed that fk can be calculated by

fs
k(θ, x0:k) =

psθ(xk|x0:k−1)∑
ϕ∈Θ psϕ(xk|x0:k−1)πr

k−1(ϕ|x0:k−1)
(77)

from (10). Define

fN,k+1(ω) := pθm(Xk+1(ω)|X0:k(ω)),

fD,k+1(ω) :=
∑

ϕ∈Θ pϕ(Xk+1(ω)|X0:k(ω))π
ϕ
k (ω),

(78)

which denote the numerator and the denominator of the
coefficient fk+1(θm, X0:k+1(ω)), respectively. Since πθm

0 > 0,
we have 0 < fD,k+1 ≤ 1 for any ω ∈ Ω, k ∈ Z+. Thus

0 ≤ fD,k+1|fk+1 − 1| ≤ |fk+1 − 1| Pθm−a.s. (79)

for any k ∈ Z+. Because limk→∞ |fk+1 − 1| = 0 Pθm−a.s.
from (75), the squeeze theorem for (79) yields

lim
k→∞

fD,k+1|fθm,s
k+1 − 1| = 0 Pθm−a.s. (80)

Now we have

fD,k+1|fθm,s
k+1 − 1|

= |fN,k+1 − fD,k+1|
= |pθm(Xk+1|X0:k)−

∑
ϕ∈Θ pθ(Xk+1|X0:k)π

θ
k|

= |pθm(Xk+1|X0:k)(1− πθm
k )− pθb(Xk+1|X0:k)π

θb
k |

= |pθm(Xk+1|X0:k)− pθb(Xk+1|X0:k)|(1− πθm
k ).

(81)

Since s is a PBE with detection-averse utilities, limk→∞(1−
πθm
k ) ̸= 0 Pθm−a.s. Therefore, (80) leads to the claim.

Proof of Theorem 3: From the definition of the condi-
tional probability mass function, we have

pθ(Xk+1|X0:k) = P (Xk+1|Xk, s
s
k(θ,X0:k), s

r
k(X0:k)).

(82)
Thus the claim of Lemma 3 can be rewritten by

|P (Xk+1|Xk, A
θm
k , srk(X0:k))− P (Xk+1|Xk, A

θb
k , srk(X0:k))|

→ 0
(83)

Pθm -almost surely as k → ∞. From finiteness of the MDP,
the condition (83) is equivalent to

Pθm({Ek i.o.}) = 0 (84)

where

Ek :=
{
P (Xk+1|Xk, A

θm
k , Rk) ̸= P (Xk+1|Xk, A

θb
k , Rk)

}
.

(85)
By applying the generalized Borel-Cantelli’s second lemma
in (2) with Fk := σ(X0:k), we have

Pθm(E) = 0 (86)

where

E := {ω ∈ Ω :
∑∞

k=0 Pθm (Ek|σ(X0:k)) (ω) = ∞} . (87)

We derive a simpler description of the event E. For any
ω ∈ Ω, the set of nonnegative integers Z+ can be divided into
two disjoint subsets Ẑ+(ω) and Z+ \ Ẑ+(ω) such that{

Aθm
k (ω) ̸= Aθb

k (ω), ∀k ∈ Ẑ+(ω),

Aθm
k (ω) = Aθb

k (ω), ∀k ∈ Z+ \ Ẑ+(ω).
(88)

For a fixed ω ∈ Ω, Pθm(Ek|σ(X0:k))(ω) = 0 for k ∈ Z+ \
Ẑ+(ω). Thus we have
∞∑
k=0

Pθm (Ek|σ(X0:k)) (ω) =
∑

k∈Ẑ+(ω)

Pθm (Ek|σ(X0:k)) (ω).

(89)
Moreover, for any k ∈ Z+ and ω ∈ Ω, we have

Pθm (Ek|σ(X0:k)) (ω) =
∑

xk+1∈Xk+1(ω)

P (xk+1|xk, a
θm
k , rk)

(90)
where

Xk+1(ω) := {x ∈ X : P (x|xk, a
θm
k , rk) ̸= P (x|xk, a

θb
k , rk)}

(91)
with x0:k := X0:k(ω), a

θ
k := Aθ

k(ω), and rk := Rk(ω). Thus,
the condition in the definition of E can be rewritten by∑

k∈Ẑ+(ω)

∑
xk+1∈Xk+1(ω)

P (xk+1|xk, a
θm
k , rk) = ∞. (92)

Now we define F := {Aθm
k ̸= Aθb

k i.o.}. We show
the claim by contradiction. Assume Pθm(F ) > 0. Then
Pθm(E|F ) is well-defined. From (86), we have Pθm(E∩F ) =
Pθm(E|F )Pθm(F ) = 0. Because Pθm(F ) is assumed to be
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nonzero, this equation implies Pθm(E|F ) = 0. We now
calculate Pθm(E|F ) from its definition. Let

γ(ω) := inf
k∈Ẑ+(ω)

∑
xk+1∈Xk+1(ω)

P (xk+1|xk, a
θm
k , rk). (93)

For any ω ∈ Ω, the set Xk+1(ω) is nonempty for k ∈ Ẑ+(ω)
from Assumption 1. This fact and the finiteness of the MDP
lead to that γ(ω) > 0. The infimum leads to the inequality∑
k∈Ẑ+(ω)

∑
xk+1∈Xk+1(ω)

P (xk+1|xk, a
θm
k , rk) ≥

∣∣∣Ẑ+(ω)
∣∣∣ γ(ω).

(94)
If ω ∈ F , then Ẑ+(ω) has infinite elements and hence
|Ẑ+(ω)|γ(ω) = ∞. Thus, for any ω ∈ F , from the inequal-
ity (94), the condition (92) holds. Therefore, Pθm(E|F ) = 1,
which is a contradiction. Hence Pθm(F ) = 0 holds.

Proof of Lemma 4: The former claim is obvious since
the probability measures are independent of the strategies with
θsb and θru. Assume ŝs2,k:∞ ∈ BRs

k(ŝ
r
2,k:∞|θsm, x0:k) for any

k ∈ Z+ and x0:k ∈ X k+1. Because π̂s
k(θ

r
a|θsm) = 1 and

π̂s
k(θ

r
u|θsm) = 0 for k ∈ Z+, the malicious sender’s expected

average utility in Ĝ2 is given by

Ū s
k,T (ŝ2,k:k+T |θsm, x0:k) :=

1

T + 1

×Es

[
k+T∑
τ=k

U s(θsm, Xk, ŝ
s
2,τ (θ

s
m, X0:τ ), ŝ

r
2,τ (θ

r
a, X0:τ ))

∣∣∣∣∣x0:k

]
.

(95)
which is the malicious sender’s utility in G1. Thus,
BRs

k(ŝ
r
2,k:∞|θsm, x0:k) in Ĝ2 is equal to BRs

k(s
r
1,k:∞|θm, x0:k)

in G1. Hence, ss1,k:∞ ∈ BRs
k(s

r
1,k:∞|θm, x0:k).

Proof of Lemma 5: If s is a passively bluffing strategy,
then the distribution of Hs

k is independent of the receiver type.
Thus the distribution of δ

(
Aθm

k , Aθb
k

)
is also independent of

the receiver type. Hence, if (44) holds, the same condition
holds for θru as well.

Proof of Lemma 6: Take s = (ss, sr) ∈ S∗
nab. Consider

G1 corresponding to Ĝ2. Let s1 = (ss1, s
r
1) be a strategy profile

in G1 given by (39). From Lemma 4, we have

Ps1
θs
m

(
δ(Aθm

k , Aθb
k ) = 0

)
= Pŝ2

θs
m,θr

a

(
δ(Aθm

k , Aθb
k ) = 0

)
.

(96)
From the contraposition of Lemma 5, this equation implies
that s1 is not asymptotically benign in the sense of the game
G1 since s ∈ Snab. Thus, s1 is not a PBE of G1 from
Theorem 3. This means that ss1 contains a strategy that is
not a best response. Because s ∈ S∗, this means ss1,k:∞ ̸∈
BRs

k(s
r
1,k:∞|θm, x0:k) for some k. From the contraposition of

Lemma 4, ssk:∞ ̸∈ BRs
k(s

r
k:∞|θsm, x0:k), which is equivalent

to (50).
Proof of Theorem 4: We prove the existence of

πs
0(θ

r
a|θsm) < 1 such that the contraposition of the condition

holds, i.e., if s is not asymptotically benign then s is not a
PBE. Let s ∈ Snab. If s ̸∈ S∗, s is not a PBE. Thus we suppose
s ∈ S∗

nab. It suffices to show that there exists πs
0(θ

r
a|θsm) < 1

such that
inf

s∈S∗
nab

D(s, g(s)) > 0 (97)

where D(s, s̃s) := Ū s((s̃s, sr), θsm, π
s) − Ū s(s, θsm, π

s) and g
is given in (52).

From (47), we have D(s, s̃s) =
∑

θr∈Θr πs
0(θ

r|θsm). From
the definition of γ in (53), we have

D(s, g(s))≥ Dθr
u
(s, g(s))πs

0(θ
r
u|θsm) + γπs

0(θ
r
a|θsm)

= γ + (Dθr
u
(s, g(s))− γ)πs

0(θ
r
u|θsm)

(98)

Consider the case where Dθr
u
(s, g(s)) − γ ≥ 0 for any

s ∈ S∗
nab. Then (98) implies that D(s, g(s)) ≥ γ for any

πs
0(θ

r
a|θsm) < 1. From Assumption 2, this inequality leads to

infs∈S∗
nab

D(s, g(s)) ≥ γ > 0, which implies (97).
Next, consider the case where Dθr

u
(s, g(s)) − γ < 0 for

some s ∈ S∗
nab. By taking an initial belief πs

0(θ
r
u|θsm) > 0

such that

πs
0(θ

r
u|θsm) < inf

s∈T

−γ

Dθr
u
(s, g(s))− γ

(99)

where T := {s ∈ S∗
nab : Dθr

u
(s, g(s))− γ < 0}, we have (97)

from (98). From the definition of Dθr
u

in (51), Dθr
u
(s, g(s)) is

bounded in T because Ū s
θr is bounded for any strategy. Thus

we have
inf
s∈T

−γ

Dθr
u
(s, g(s))− γ

> 0. (100)

Thus a nonzero initial belief that satisfies (99) exists.
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