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Distributed Supervision Strategies for
Cyber-Physical Systems With Varying

Network Topology
Francesco Tedesco , Senior Member, IEEE, and Alessandro Casavola

Abstract—This article presents a novel distributed con-
strained monitoring strategy for cyber-physical systems
that focuses on enforcing point-in-time set-membership co-
ordination constraints among the subsystem evolutions.
The proposed scheme extends previous solutions by allow-
ing the handling of time-varying dynamic interconnections,
including the online addition/removal of subsystems (plug-
and-play) during normal system operations. This approach
ensures global coordination of the subsystems while effec-
tively handling corresponding changes in the underlying
constraint topology. The coordination is achieved by de-
termining a distributed feasible set-point for each subsys-
tem when the nominal set-point becomes unfeasible due to
topological changes in the system, resulting in constraints
violation. In order to address this challenge, this article
generalizes the distributed command governor (CG) theory
to handle online requests for structural changes in the
system and/or in the coordination constraints. An add-on
module is provided for each local CG to process the coordi-
nation constraints and appropriately schedule the topology
changes when certain formal conditions are satisfied. This
ensures that the coordination constraints are satisfied even
during the topological changes. Case studies are presented
by evaluating the proposed strategy on the coordination
of a formation of moving vehicles and a water distribution
network. These simulations are used to evaluate the effec-
tiveness and performance of the approach.

Index Terms—Cyber physical systems, command gover-
nor, distributed reference management, plug and play con-
trol, varying network topology.

NOMENCLATURE

N Number of interconnected subsystems in the CPS.
A Set of subsystems {1, . . . , N}.
Σi ith subsystem model.
xi(t) State vector of ith subsystem Σi.
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Φii Dynamic matrix in Σi.
Gi Input map in Σi.
gi(t) CG reference for ith Σi.
Φij Coupling matrix Σi and Σj .
yi(t) Output vector of Σi.
ci(t) Constrained output of Σi.
Σ Aggregate system collecting all Σis.
x(t) State vector of Σ.
g(t) Reference vector of Σ.
y(t) Output vector of Σ.
c(t) Constrained vector of Σ.
Φ Dynamic matrix of Σ.
G Input map of Σ.
Hy Output map of Σ.
Hc Constrained output map of Σ.
L Input–output map of Σ.
C Compact and convex set describing the constraints

for Σ.
Z Output admissible set related to the set C.
fi(·) Inequality function defining the output admissible

set Z .
T Turn, a subset of nonneighboring nodes.
x[i] Vector collecting the local states of the ith subsystem

and its neighbors.
g[i] Vector collecting the local reference vectors of the ith

subsystem and its neighbors.
x̃i Vector collecting the states of the neighbors of the ith

agent.
g̃i Vector collecting the reference vectors of the neighbors

of the ith agent.
f[i](·) Constraint function involving agent i and its neighbors.
Z[i] Output admissible set related to the local constraints of

agent i and its neighbors.
Φnew New matrix representing the modified system dynamics.
Znew

[i] New output admissible set related to the modified local
constraints of agent i and its neighbors.

N new
i Set of new neighbors of agent i after the modification.

I. INTRODUCTION

IN LAST years, the control and coordination of multiagent
networked systems has emerged as a topic of increasing

interest in the control community [1], [2], [3], [4], [5]. This
surge in interest can be attributed in part to the diverse array of
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applications currently under investigation, such as unmanned
air/ground/underwater vehicles, automated highway systems,
power grids, telecommunication systems, water distribution sys-
tems, and more.

A recent appellation used by experts for these multiagent
paradigms is cyber-physical systems (CPSs) [6], [7]. The name
CPSs reflects the dynamic interactions between computers, net-
working media/resources, and physical systems, necessitating
multidisciplinary methodologies and technologies (embedded
systems, computers, communications, and controls) to collabo-
rate and accomplish the prescribed mission [8].

In view of this, the development of distributed control and
supervision techniques is typically preferred over centralized
approaches, as the latter often become impractical for large-scale
spatially distributed systems due to unrealistic computational
and communication requirements. While modern control and
supervision schemes offer advantages, such as scalability and
modularity, their design is generally more challenging than their
centralized counterparts. In fact, they require specific protocols
to coordinate the actions of multiple local computing units,
referred to as agents, that interact within a shared environment
to achieve a local/common goal. The complexity increases when
dealing with dynamically interconnected subsystems, as the
control problems to be locally solved by agents often exhibit
appreciable coupling among them. Consequently, agents in-
volved in a coupled control or supervision problem are typically
designated as neighbors and require special attention.

In the case of large-scale CPS, managing potential variations
in the dynamical coupling structure of the system becomes
essential when subsystems are added or removed. This scenario
frequently arises in vast infrastructures of interacting subsys-
tems, each composed of complex systems, such as transportation
or distribution networks, and sometimes referred to as system-
of-systems [9]. In such cases, the supervision of these agents
must possess the capability to reconfigure their behavior in
response to changing requirements.

A. Literature Review

Traditional distributed control approaches (e.g., [10], [11])
often lack the necessary flexibility to adapt to system changes
and typically necessitate a complete redesign of the control
system. Specifically, as demonstrated in the second example in
Section VI, sudden modifications in the plant structure without a
proper reconfiguration in the control logic can lead to constraints
violation and instability in the worst case.

On the other hand, replanning the control system from scratch
can be impractical due to the associated costs related to system
shutdown and startup processes. In order to tackle this challenge,
several contributions in the literature have focused on handling
time-varying couplings within distributed control and supervi-
sion frameworks. Notably, distributed model predictive control
(MPC) approaches [12], [13], [14], [15], [16], [17] have been of
interest for our purposes.

Particularly, some computational demanding hierarchical
schemes [13] (limited to dynamically decoupled systems), [14],
and iterative methods [12] have been introduced to enhance the

Fig. 1. CPS multiagent architecture based on CG strategy: Dynamic
couplings (black lines), constraints couplings (white lines).

control performance by addressing the problem of the online
modification of either the priority of command update among the
agents or the communication links. However, these methods do
not allow for the modification of constraints, especially online.

In contrast, none of the cited papers address the concept of
plug-and-play (PnP) control, which aims at automatically recon-
figuring the controller when system components are plugged in
or removed. The problem of PnP control has been addressed
in [15], [16], [17], where noniterative distributed MPC ap-
proaches have been carefully designed to accommodate changes
in the system arising from the addition or removal of one or more
subsystems during closed-loop operations.

B. Contribution

In this study, we investigate the technical issues, mentioned
previously, within the class of distributed CPSs depicted in
Fig. 1. The physical layer of these systems comprises dynam-
ically coupled systems equipped with decentralized controllers
that ensure the asymptotic stability of the entire network. In that
Figure, the generic ith agent in the cyber domain is responsible
for modifying the nominal reference signal ri(t) to its best
feasible approximation gi(t) whenever direct application of ri
to the ith subsystem would result in constraints violation. This
modification is based on xi(t) and other available information
about the neighborhoods. Subsequently, the local supervised
subsystem Σi is fed by the feasible reference gi(t), and this
process is repeated at each time instant for all agents.

This approach is inspired by the well-known command gov-
ernor (CG) approach [18], [19]. However, our study aims to
generalize its action to manage requests for variations in the
subsystems’ topology and/or constraints’ structure during the
online operations. To address these scenarios, we have designed
agents in the cyber domain by using a novel bilevel supervision
architecture, where the lower level implements a noniterative,
noncooperative distributed CG algorithm, grouping agents with
different constraints into particular sets (turns) [11]. These
agents update their control actions simultaneously based on
local information only. On the other hand, the higher level is
responsible for two main tasks: the distributed reconfiguration of
the local CGs and the redetermination of the turns configuration
in response to requests for topological variation.
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This new proposed architecture presents differences, original
points and new insight with respect to [18] and the existing
literature on distributed MPC. In particular, the following three
main contributions are worth being mentioned.

1) A novel distributed supervision scheme able to deal with
time-varying constraints and PnP operations at the same
time and in a rigorous way.

2) Guarantees on the accomplishment of finite-time topo-
logical modifications during the normal online operations
while preserving the stability of the entire network and
the constraints fulfillment.

3) A modular stack layered architecture for modeling the
CPS under investigation.

Point 1) requires a generalization of the standard CG theory in
order to address the distributed reference management problem
in the presence of time-varying subsystem interconnections and
constraint variations that may occur during the normal opera-
tions. Existing contributions in this area have primarily focused
on the centralized case and specific applications (e.g., [23]).
However, the distributed case poses more significant challenges
to be faced. In contrast to the previously cited works [12], [13],
[14], [15], [16], [17], which focus on distributed MPC schemes,
our distributed CG-based approach is distinctive as it does not
require conveying future state trajectories or control sequences.
Instead, it only needs the exchange of current local state xi(t)
and applied command gi(t) among neighbors. Moreover, none
of the above-mentioned papers simultaneously addresses both
global constraints modifications and PnP operations. PnP prob-
lems differ from other important cases, such as changes in the lo-
cal structure or interconnections of subsystems, or modifications
of existing dynamical couplings. In this article, we demonstrate
that PnP operations can be effectively addressed as a specific
case of constraints modification.

Point 2) addresses a significant technical challenge concern-
ing PnP operations, which involves ensuring that a PnP request
can always be satisfied within a finite time. Generally, successful
completion of a PnP operation relies on certain conditions being
met, which are necessary to guarantee stability and constraints
fulfillment based on the current states of the involved subsys-
tems. Existing approaches [15], [16], [17] envisage a denial
of PnP requests if these conditions do not hold true. In such
cases, the PnP request is renewed after a random number of
steps, without any assurance that the operation will eventually
succeed in the future. In contrast, this article proposes an iterative
distributed procedure running among agents to possibly bypass
such denials. This procedure temporarily modifies the nominal
reference signals for a minimal number of agents, creating a
safe environment for a topological change. To achieve this, we
determine formal conditions crucial for preserving the feasi-
bility of the entire network during configuration switchings. In
addition, we devise procedures inspired by graph-colorability
concepts [31] to redetermine the turns after a topological change.
These investigations constitute key aspects of our study.

Finally, while the primary contribution of this article does not
directly focus on the foundational theory or modeling of CPSs, as
explored in [20], [21], Point 3) can be regarded as a novel attempt
to address a distributed reference management problem within

the CPS domain. In recent years, there has been a proliferation
of modeling approaches and tools dedicated to handling the
inherent heterogeneity in CPSs and capturing domain-specific
concepts and requirements [22]. In this context, the stack lay-
ered structure presented in this article offers novelty and seems
well-suited for representing a distributed CPS when dealing with
reference management issues. The design flexibility of the stack
architecture, especially its topology layer, allows for modular
inclusion of features without necessitating a complete redesign
of existing control architectures implementing the distributed
CGs.

C. Outline

The rest of this article is organized as follows. A preliminary
section reports some notations, definitions on distributed opti-
mization and graph theory. In Section III, the problem of interest
is stated after presenting the physical modeling of the CPS under
investigation. Section IV is devoted to describe the proposed
supervision architecture of the distributed CPS. In Section V,
the main properties of the proposed scheme have been presented.
They include the recursive feasibility and stability properties that
are formally proved. Hence, two illustrative examples focused
respectively on dynamically decoupled and coupled systems
are presented in Section VI for assessment purposes. Finally,
Section VI concludes this article.

Preliminary versions of this work have been presented in [24],
where the above-mentioned problem has been considered for the
simpler case of decoupled systems, and in [25] where dynamical
coupling amongst the physical subsystems is allowed. Anyway,
this article represents a significant added value because of the
following aspects.

1) The problem to be solved is introduced in a more for-
mal and comprehensive way by introducing several as-
sumptions (A2, A3, A4) and notions before the problem
statement.

2) Relevant details are revealed about each stage of the
working logic of the proposed supervision architecture
in algorithmic form (Algorithms 2 and 3) and by means
of specific state automata.

3) The stability of the whole system under dynamic topology
switching occurrences have been analyzed in Theorem 2
within Section V.

4) All the theoretical results contained in lemmas, proposi-
tions, and theorems are here endowed with formal proofs
and have been presented in a more comprehensive fash-
ion.

5) The simulation section has been enriched with an example
involving a significant large scale system.

II. NOTATIONS AND PRELIMINARIES

IR, IR+, and ZZ+ denote the real, nonnegative real, and non-
negative integer numbers, respectively. The Euclidean norm
of a vector x ∈ IRn is denoted by ‖x‖ =

√
x2
1 + · · ·+ x2

n

whereas ‖x‖2Ψ,Ψ = ΨT > 0, denotes the quadratic formxTΨx.
For given sets A, E ⊂ IRn, A∼ E := {a : a+ e ∈ A, ∀e ∈ E}
is the Pontryagin set difference, while A⊕ E := {z = a+ e :



TEDESCO AND CASAVOLA: DISTRIBUTED SUPERVISION STRATEGIES FOR CYBER-PHYSICAL SYSTEMS 5411

∀a ∈ A, ∀e ∈ E} denotes the Minkowski sum. Given a set S ⊆
X × Y ⊆ IRn× IRm, the projection of S onto X is defined as
ProjX(S) := {x ∈ X | ∃y ∈ Y s.t. (x, y) ∈ S}.

Given a matrix A ∈ IRn×n, let λ1, . . . , λn be the eigenvalues
of A. Then, A is Schur if maxi |λi| < 1.

Definition 1. [Pareto optimal (PO) solution]: Consider the
following multiobjective problem:

min
g

[f1(g1), f2(g2) . . . , fN (gN )]

subject to g=[gT1 , . . . ,g
T
i , . . . , g

T
N ]T∈S.

The vector g∗p ∈ S is a PO solution if there exist no other g ∈ S
such that: fi(gi) ≤ fi(g

∗p
i ), i = 1, . . . , N for which there exists

a j such that fj(gj) < fj(g
∗p
j ).

Definition 2. (Admissible direction): Let S ⊂ IRm be a con-
vex set and consider an arbitrary point g ∈ S . The vector v ∈
IRm represents an admissible direction for g ∈ S if there exists
a positive scalar λ̄ > 0 such that (g + λv) ∈ S, λ ∈ [0, λ̄].

Definition 3. (Decision set of agent i) [28]: The decision
set VSi (g) of the ith agent at a point g ∈ S is the set of
all admissible directions along which it can move, under the
assumption that all other agents are maintaining unchanged their
commands, in updating its action viz. VSi (g) := {v ∈ IRmi :
[0T1 , . . . , 0

T
i−1, v

T , 0Ti+1, . . . , 0
T
N ]T is an admissible directionfor

g ∈ S}.
Definition 4. (Viability property) [28]: A point g ∈ S is “vi-

able” if, for any admissible direction v = [vT1 , . . . , v
T
N ]T ∈ IRm,

vi ∈ IRmi with
∑N

i=1 mi = m, there exists at least one agent i
such that the subvector vi �= 0 belongs to its decision set, i.e.,
vi ∈ VSi (g).

Definition 5. (Graph): A graph is an ordered pair Γ(A, E),
such that:

� A is the set of nodes;
� E is a subset of pairs of A known as the set of edges

connecting two nodes, i.e., E ⊂ A×A.
Definition 6. (Degree of a node): Given a graph Γ(A, E),

Δi(Γ) : A → ZZ+ is the number of edges incident to a node.
Definition 7. (Degree of a graph): Given a graph Γ(A, E),

Δ(Γ) := maxv∈AΔv(Γ) is the degree of the graph.
Definition 8. (Neighborhood of the ith node): The neighbor-

hood Ni of the ith node in Γ(A, E) consists of all its adjacent
nodes i.e.,

Ni = {i} ∪ {j ∈ A : (i, j) ∈ E}. (1)

III. SYSTEM DESCRIPTION AND PROBLEM FORMULATION

The physical component of the CPS under investigation
is composed by a set of N interconnected subsystems A =
{1, . . . , N}. Each ith subsystem is modeled by means of the
following difference equations:

Σi:

⎧⎪⎪⎨
⎪⎪⎩
xi(t+1) = Φiixi(t)+Gigi(t)+

∑
j∈A\{i}

Φijxj(t)

yi(t) = Hy
i xi(t)

ci(t) = Hc
i xi(t) + Ligi(t)

(2)

where t ∈ ZZ+, xi ∈ IRni is the state vector (which includes
the controller state under dynamic regulation), ri ∈ IRmi is the
nominal reference vector, gi ∈ IRmi a feasible reference vector
provided by the CG that, if no constraints (and no CG) were
present, would coincide with the desired reference ri ∈ IRmi ,
and yi ∈ IRmi is the output vector related to the tracking perfor-
mance (yi(t) ≈ ri(t)). Furthermore, ci ∈ IRni

c is the constrained
vector that collects all constrained local variables. From a global
point of view, the entire physical part of the CPS to be designed
can be described by the following aggregate system Σ having
the form:

Σ :

⎧⎪⎨
⎪⎩
x(t+1) = Φx(t)+Gg(t)

y(t) = Hyx(t)

c(t) = Hcx(t) + Lg(t)

(3)

with x(t) = [xT
1 (t), . . . , x

T
N (t)]T , g(t) = [gT1 (t), . . . , g

T
N (t)]T ,

y(t) = [yT1 (t), . . . , y
T
N (t)]T , c(t) = [cT1 (t) . . . , c

T
N (t)]T ,Φ =

[Φij ]i,j=1,...,N , G = diag(G1, . . . , GN ), Hy = diag(Hy
1 , . . . ,

Hy
N ), Hc = diag(Hc

1 , . . . , H
c
N ), L = diag(L1, . . . , LN ). It

is assumed that each subsystem Σi represents a closed-loop
dynamic regulated by a decentralized local controller in a way
that the aggregated system Σ is asymptotically stable, in other
words it is assumed that:

(A1) Φ is Schur.
In this context, the cyber layer of the CPS under analysis,

to be designed in the next section, is devoted to deal with the
following distributed CG design problem

Problem 1: Given systems (2), locally determine, at each time
instant t and for each agent i ∈ A, a suitable reference signal
gi(t) that is the “best approximation” (to be better specified later)
of ri(t) (according to a selection index specified in the follow-
ing) and such that its application does not produce constraints
violation, i.e.,

c(t) ∈ C, ∀t ∈ ZZ+ (4)

with C being a compact and convex set described by a list of qc
inequalities, i.e.,

C := {c ∈ IRnc : lh(c) ≤ 0, h = 1, . . . , qc}

where nc :=
∑N

i=1 n
i
c. Note that C, besides local constraints,

can also describe global constraints arising among the variables
of all subsystems.

A. Constraints Structure

In this section, some definitions are introduced to deal with
the constraints arising in the context of distributed CG-based
supervision strategies. More in detail, let

xg := (I − Φ)−1Gg

yg := Hy(I − Φ)−1Gg

cg := Hc(I − Φ)−1Gg (5)
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represent the steady-state solutions of the system to a constant
g (3) while

c(k, x, g) := Hc

(
Φkx+

k−1∑
τ=0

Φk−τ−1Gg

)
+ Lg (6)

are the virtual predictions of the constrained vector c over the
virtual time k when a constant command sequence g(k) ≡ g∀k,
is applied to Σ starting from the initial aggregate state x(0) = x.

Then, the notion of output admissible set (OAS) related to the
set C is of interest

Z :=

{
(x, g)∈ IRn×m

∣∣∣∣ cg∈ C∼Bδ,c(k, x, g) ∈ C, ∀k ∈ ZZ+

}
(7)

where Bδ := {x ∈ IRnc : ‖x‖ ≤ δ} is a generic ball centered in
0x of IRnc . It can be proved, see e.g., ([32]), that i) the constraints
(4) are always satisfied if

(x(t), g(t)) ∈ Z, ∀t ∈ ZZ+ (8)

and ii) the above-mentioned setZ is finitely determined and can
be formulated by nq inequalities fi : IR

n×m → IR, i.e.,

Z :=
{
(x, g) ∈ IRn×m |fh(x, g) ≤ 0, h = 1, . . . , nq

}
(9)

with nq ≥ n+
∑N

k=1 n
i
c.

In the previous definition, it is worth noting that in some cases
each function fh inZ involves only a restricted subset of agents.
This makes sense when the subsystems are characterized by
weak dynamic interactions and few coupling constraints. In view
of this, it is convenient to relate the structure of the constraints
(9) to an indirectly connected graphΓ(A, E), whose set of nodes
coincides with the set of agentsA, and where E ⊂ A×A is the
set of edges connecting the agents (nodes) whose subsystem
evolutions are jointly constrained in (9), i.e.,

E :={(i, j) : both i and j appears in at least one fh in (9)}.
(10)

Then, the definition of turn can be introduced.
Definition 9. (Turn): A turn T ⊂ A is a subset of nonneigh-

boring nodes, i.e., ∀i, j ∈ T such that i �= j, j /∈ Ni (none of
them is a neighbor of the others).

The above-mentioned definition is equivalent to the well-
known notion of independent set in graph theory [29]. From
the perspective of the ith agent, the following vector becomes
relevant:

x[i] := [xi1 , xi2 , . . . , xih , . . . , xiNi
] ∈ IRn[i] (11)

with n[i] :=
∑

i∈Ni
ni. The vector x[i] collects the local states

xh,∀h ∈ Ni, of the ith subsystem and of all its neighbors. Please
notice that vectors g[i] ∈ IRm[i] and xg[i] can be analogously
defined, while vectors x̃i ∈ IRn[i]−ni , g̃i ∈ IRm[i]−mi and x̃g̃[i]

collect, respectively, all states, references, and equilibria of the
neighbors of the ith agent. In a similar way, let us recast each
function fh in (9) involving agent i and its neighbors only as

fh(x, g) := fh
[i](x[i], g[i]) + [01, . . . , 0n]

Tx+ [01, . . . , 0m]T g
(12)

with fh
[i] : IR

n[i]×m[i] → IR representing the actual constraints.
Within this perspective, fh(x, g) can be seen as the augmented

version of fh
[i](x[i], g[i]) in the extended space IRn+m. Then, if

for each agent i, we collect the related f[i]s in the following set:

Z[i] :=
{
(x[i], g[i])∈IRn[i]×m[i] :fh

[i](x[i], g[i])≤0, h=1, . . . , nqi

}
⊆ IRm[i]×n[i] (13)

with nqi ≤ nq , the set (9) can be recast as an intersection of |A|
sets, that is

Z :=
⋂
i∈A

(
Z[i] × IR(n−n[i])×(m−m[i])

)
. (14)

B. Time-Varying Constraints and Problem Formulation

In this section, the previous basic distributed CG setup is
generalized in order to consider possible requests for variation
of the structure of the constraints, which are issued at a certain
time ts > 0 by an unspecified entity, which can be internal or
external, to the agents of the network. In particular, this request
is presented in advance to a single agent i according to the
following scenarios.

Scenario 1. (Modification of system dynamic): One agent i ∈
A requires to modify either its local dynamic, i.e., Φii ← Φnew

ii

or the existing dynamic coupling with another agent j ∈ A, i.e.,
Φij ← Φnew

ij .
Scenario 2. (Modification of constraints structure): One

agent i ∈ A requires to modify some inequalities describing C
involving its local constrained vector ci(t), i.e., C ← Cnew with
Cnew being a convex and compact set as well.

Furthermore, in Scenario 1 it is worth remarking that the new
aggregate dynamic represented by the matrix Φnew is assumed
to be Schur as the original matrix Φ, more formally:

(A2) Φnew is Schur.
Moreover, before stating the problem to be solved in a formal

way it is important to assume that:
(A3) Both Scenarios 1 and 2 translate into the request of

changing the local set Z[i] and, at most, the sets Z[j] for some
j ∈ Ni ∪Ni

new, i.e., Z[i] ← Znew
[i] ⇒Z[j] ← Znew

[j] for some j ∈
N new

i .
Such an assumption naturally implies that the global set

Z and the graph topology Γ must be modified to satisfy the
request given in Scenarios 1 or 2. Conversely, it suggests that
all relevant information about removing or adding inequalities
in Z is contained in Znew

[i] . Consequently, the ith agent directly
involved in this modification will be referred to as the changing
agent throughout this article.

Finally, as far as the communication facilities are concerned,
the following assumption is in order.

(A4) Each agent has a direct communication link with its
neighbors in Ni with whom it shares its current state xi(t) and
command gi(t). Moreover, before accomplishing the operations
requested in either Scenarios 1 or 2, each agent first establishes
the communications with the possibly new neighbors that will
belong to the setN new

i once those operations will be completed.
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Then, the above-mentioned considerations lead to the defi-
nition of this further Problem 2 to be solved within the cyber
domain described in the next section.

Problem 2: Given the constrained system (2), determine
a turn-based (TB) supervisory strategy able to deal with
Problem 1 and, whenever either Scenarios 1 or 2 occur, capa-
ble of determining local references gi(t) that guarantee a safe
transition from Z to Znew in a finite time.

A viable solution to Problem 2 requires the design of a
supervision scheme that adheres to the following principles.

1) Each individual agent uses only local data and data com-
ing from its neighbors when updating its commands.

2) In the case of either Scenarios 1 or 2 taking place, a
systematic procedure can be implemented that includes
the following tasks. i) Assessing whether the operation
affects the overall system constraint fulfillment. If so, the
affected agents are automatically reconfigured through a
process called the constraint reconfiguration (CR) task. ii)
Accomplishing the online redetermination of the turns in
response to possible changes in the constraint topology
that may be induced on the graph Γ, as a result of the
operation. This procedure is hereafter referred to as the
online turn determination (OTD) task.

Remark 1: Please note that Scenario 1 can also involve PnP
operations related to the addition or removal of a subsystem Σi.
Specifically, a plug-in operation refers to the situation where a
subsystem Σi, initially having no dynamic couplings with other
subsystems and no conflicting constraints [it is essentially a new
node i with an empty neighborhood in Γ(A, E)], is required
to join some other subsystems by incorporating new dynamic
coupling terms of the form Φijxj(t) for certain j ∈ A \ i. This
necessitates the replacement of the current OAS Z with a new
one containing additional inequalities, leading to the addition of
new edges inΓ. Conversely, in a plug-out operation, a subsystem
Σi requests the removal of coupling terms Φijxj(t) for all j ∈
Ni from its dynamics. In this case, certain inequalities inZ may
disappear or require modification, resulting in the removal of all
edges associated with i from Γ.

Remark 2: Note that the origin of a constraint modifica-
tion request is strictly dependent on the type of application.
For example, in a network of decoupled systems, such as au-
tonomous vehicles, constraints modification (e.g., formation
switching) may be activated by an internal self-request from
a specific changing agent. On the other hand, external re-
quests may come from agents belonging to other networks,
or from human users in the case of dynamically coupled sys-
tems where constraint modification involves human interven-
tion in the physical layer of the system. In all these cases,
we assume that the changing agent receiving the modification
request will be provided with the new Znew

[i] . After that, all
procedures aimed at solving Problem 2 can start. However,
specific details about the computation ofZnew

[i] have been omitted
because it would require distinguishing among several possible
coupling configurations that the new set introduces. Therefore,
it is not possible to determine a priori which information is
required, as it strongly depends on the number of agents involved
in Znew

[i] .

C. Conditions for Switching Among Time-Varying
Constraints

This section contains part of the main contribution of this
work because it presents local conditions to guarantee a safe
transition among two global OASs Z and Z′. To this end, the
notion of switchable state is in order.

Definition 10: Let x ∈ IRn be a state related to system
Σ and Z,Z′ two different OASs. Then, the state x is said
(Z,Z′)− switchable if there exists a command g ∈ IRm such
that the pair (x, g) ∈ Z ∩ Z′. In this case, the pair (Z,Z′) is
said replaceable.

The latter definition is related to global quantities. However,
both Scenarios 1 and 2 operations affect the constraints structure
of at most one agent i and its neighbors. In view of this, it is
convenient, for the successive developments, to point out that
Znew arises from an intersection between Z and a set involving
Znew

[i] , i.e.,

Znew ⊇ Z ∩
(
Znew

[i] × IR
(n−nnew

[i]
)×

(
m−mnew

[i]

))
. (15)

Then, the following local conditions for the switchability of a
state can be provided.

Theorem 1: LetZ andZnew be two replaceable sets satisfying
(15) for a certain agent i involved in either Scenarios 1 or 2 with
related set Znew

[i] and let (x, g) be a generic pair belonging to Z .
Then, the state x is (Z,Znew)− switchable iff

(xnew
[i] , gnew[i] ) ∈ Znew

[i] . (16)

Proof: For the sufficiency of (16) please notice that it implies
(x, g) ∈ Znew

[i] × IR(n−nnew
[i]

)×(m−mnew
[i]

). Hence, since (x, g) ∈
Z , then (x, g) ∈ Z ∩ (Znew

[i] × IR(n−nnew
[i]

)×(m−mnew
[i]

)) and, in
turn, (x, g) ∈ Znew because of (15). Concerning the necessity
of (16), it is trivial to observe that switchability of x means
(x, g) ∈ Z ∩ Znew for some g. This observation directly implies
(16) through definition (14) applied to Znew. �

IV. SUPERVISION ARCHITECTURE

The novel supervision architecture, represented by the lay-
ered structure in Fig. 2, is introduced to address Problems 1
and 2. In this figure, each layer serves the layers below it
and operates within the same communication network. The
two lower layers, namely the decentralized control level and
the plant level, represent the physical precompensated system
Σi.

In this context, we focus on the design of the cyber part
of the architecture shown in Fig. 2. Unlike the physical part,
components within the cyber layer include signals from both the
physical domain, such as those generated by sensors and those
provided to actuators, and the cyber domain, such as messages
exchanged between agents. Specifically, a supervision layer is
responsible for implementing the local CG task, while a topology
layer handles both the CR task and the OTD task.

It is important to note that within the cyber part, the two tasks
in the topology layer are represented as connected by a horizontal
link (see Fig. 2) because they require interagent communication
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Fig. 2. Multilayer supervision architecture.

for a successful execution. In order to simplify the notation, we
assume hereafter that the communication graph coincides with
the constraints graph Γ.

Furthermore, while a new local CG task is started and
completed at each time step, the task associated with the
topology layer is assumed to run in the background and can
be completed even after several time steps. For this reason,
the local CG task is implemented using a noniterative proce-
dure, while the tasks within the topology layer can execute
iterative routines that return partial solutions at each itera-
tion. These solutions are gradually refined before the task is
completed.

A. Supervision Layer

The main goal of the coordinated action of all supervision
levels of the agents is to select at each time instant, in a distributed
way through the local CG task, an aggregated set-point g(t)
such that the pair (x(t), g(t)) belongs to Z . This is achieved by
resorting to the turn-based CG (TB-CG) noniterative noncoop-
erative policy presented in [11], where the setA is assumed to be
partitioned into q turns T1, T2, . . . , Tq such that

⋃q
i=1 Ti = A.

At time t, only the agents belonging to a certain Turn, say
Th such that h = t mod q, are allowed to update their local
commands gi(t) while all others agents inA \ Th keep applying
the same local command already used at time t− 1. Within this
policy, each agent in Th receives from its neighbors the values
of their states and of their previously applied commands, i.e.,
x[i](t) = [xT

i (t), x̃
T
i (t)]

T and g̃[i](t− 1). Then, the following
condition:

(x[i](t), [g
T
i , g̃

T
i (t− 1)]T ) ∈ Z[i] (17)

can be used to characterize the class of all gi (a slack variable
here) that are feasible because the membership to Z is
always satisfied. Finally, a unique suitable command gi(t)
can be selected, e.g., by solving the optimization problem
(18). This idea can be formalized as in Algorithm 1 where
Ψi = ΨT

i > 0 ∀i ∈ Ai.
Remark 3: In general, the communication graph could be

sparser than Γ at a price of introducing a certain degree of

Algorithm 1: TB-CG - Agent i at time t [11].

INPUT: Th, h ∈ {1, . . . , q}, Z[i] and r̂i(t) � from
the Topology Level
x̃i(t), g̃i(t− 1) � from the neighbors
OUTPUT: gi(t)

1: if h = t mod q then
2: solve

gi(t) = argmin
gi
||gi − ri(t)||2Ψi

(18)

subject to (17)

3: else
4: set gi(t) = gi(t− 1)
5: end if
6: transmit gi(t) and xi(t) to the

neighboring agents
7: return gi(t)
8: set t← t+ 1
9: go to 1

conservativeness in solving Problem (17) ([26]) or robustifying
the computation of the local sets Z[i] ([27]) to decouple the
structure of the constraints.

B. OTD Task Within the Topology Layer

This task is designed to deal with the online distributed
reconfiguration of the existing turns sequence S := {Tk}qk=1

in response to a request of modification of the topology. The
latter can arise whenever a generic changing agent ī, asking for
modification of the setZ[̄i], needs to possibly modify its current
neighborhood. Depending on the constraints introduced byZ[̄i],
also some agents i belonging toNī may require modification of
their sets Z[i]. More formally the following operations could be
necessary.

� Edges addition on agent i ∈ Nī: Ni ← N new
i := Ni ∪

{some j ∈ A \ Ni}.
� Edges removal on agent i ∈ Nī: Nī ← N new

i := Ni \
{j ∈ Ni}.

In this respect, it is worth recalling the general requirements
to be guaranteed for a sequence of turns S .

1) All agents of the network are periodically selected, i.e.,
∪i=1,..,qTi = A..

2) In order to guarantee good tracking performance, the
number of turns q should be as small as possible.

In [10], [11], it has been highlighted that determining a
minimal and admissible sequence of turns that cover the entire
Γ(A, E) is equivalent to solve the minimal vertex coloring
problem ([31]) for the graph Γ(A, E).

In our case, such a problem cannot be solved in a centralized
way as the OTD task works by means of neighbor-to-neighbor
data exchange. On the other hand, to the best of our knowledge,
no distributed algorithms are available for solving minimal
vertex coloring problems [30]. Then, the OTD task can be only
designed to guarantee that the number of used colors does not
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Algorithm 2: OTD task - of agent i ∈ N new
ī

(edges addition).

1: asks for φ(j) to all j ∈ N new
i

2: find

p� = argmin
k

k

s.t. pk ∈ L
pk �= φ(j), ∀j ∈ N new

i (19)

3: if (19) has not solution then
4: set L ← L ∪ {pl+1}
5: notify new color set L to the

neighbors
6: set φ(̄i)← pl+1

7: else
8: set φ(̄i)← p�

9: end if

exceed the upper bound provided by the Brooks’ theorem, that
is Δ(Γ) + 1 ([31]).

In view of this, it is worth introducing an ordered set of
colors L := {p1, p2 . . . , pl}, such that |L| ≤ Δ(Γ) + 1 and the
coloring operator φ : A → L. In the case of edges addition,
the OTD task intervention can be mandatory as the current
turns configuration S can result unfeasible. In this scenario, the
changing agent ī and/or its neighbors start seeking for the first
available color inL, by means of Algorithm 2 to be sequentially
performed by each agent in N new

ī
.

The latter algorithm enjoys the following property.
Proposition 1: Consider a graph Γ(A, E) whose ver-

tices are properly colored by using the ordered color
list L := {p1, p2 . . . , pl}, |L| ≤ Δ(Γ) + 1, i.e., (i, j) ∈ E ⇒
φ(i) �= φ(j), with φ(i), φ(j) ∈ L, and a new graph Γ′(A, E′)
where E′ ← E ∪ {(i′, j), for some j ∈ A \ Ni′ , for some i′}.
Then, by applying Algorithm 2 to node i′, the number of
colors used for coloring Γ′ will not exceed Δ(Γ′) + 1, i.e.,
|L| ≤ Δ(Γ′) + 1.

Proof: Let us consider the worst case where |L| = Δ(Γ) + 1.
Two situations need to be analyzed as follows.

� Δi′(Γ
′) ≤ Δ(Γ). Then, L remains unchanged because

there exists a ph ∈ L such that ph �= φ(j), ∀j ∈ N ′
ī
.

� Δi′(Γ
′) > Δ(Γ) that is Δ(Γ′) = Δī(Γ

′). Then, in the
worst case the list L is filled with at most Δi′(Γ

′)−Δ(Γ)
colors. Therefore, |L| = Δ(Γ) + 1 +Δi′(Γ

′)−Δ(Γ) =
Δi′(Γ

′) + 1 = Δ(Γ′) + 1. �
Whenever an edges removal operation is performed, the cur-

rent turns configuration S always remains feasible. However,
a new turn configuration with a reduced number of colors
could be determined to improve network control performance.
This procedure can be designed according to the following
steps.

1) Upon completion of the edges removal operation, the
OTD tasks of the agents involved notify the other agents
in Γ of the completion.

2) A distributed recoloring procedure is activated with a
reduced number of colors.

3) When a new feasible color configuration is achieved, a
new sequence of turns, denoted as S′ := T ′k

q′

k=1, q
′ < q,

is used in Algorithm 1.
For the second step, the parallel iterative greedy algorithm

presented in [29] can be used, which guarantees a correct
coloring with at most Δ(Γ) + 1 colors. Since this algorithm
may require several time steps to complete, it is designed to
run in the background without affecting the activities at the
TB supervision level. Further implementation details of this
procedure are beyond the scope of this article. On the contrary,
a crucial aspect of the proposed supervision architecture has
been addressed: could the switching between two different turn
configurations S and S′ affect the feasibility of the scheme? The
following result clarifies this potential issue.

Proposition 2: Let Ttmod q ∈ S be the current active turn
sequence at time t > 0 in Algorithm 1. Then, any transition from
Ttmod q to any T ′(t+1)mod q′ ∈ S′ is always safe with respect to
the fulfillment of constraints (8).

Proof: The proof simply comes out by the turn Definition
9 and by the fact that in Algorithm 1 the previously applied
command gi(t− 1) is always feasible for all i ∈ A. In fact,
agents belonging to T ′(t+1)mod q′ have not constraints conflict
into the set Z , then, at time t+ 1, they can safely update their
commands while all agents not in T ′(t+1)mod q′ keep applying
their previously applied commands. Then, the overall constraints
(8) are never violated. �

Remark 4: Indeed, for sparse coupling graphs, q changes
are infrequent and occur when the degree of a certain node
exceeds the current degree of Γ. In this case, all agents in the
network must be resynchronized. Anyway, Proposition 2 has
been included to exclude possible feasibility issues.

C. CR Task Within the Topology Layer

This task is capable of determining, based on the conditions
introduced in Section III-C, when the replacement of the set Z
can occur during either Scenarios 1 or 2. It provides the super-
vision level with the desired reference and local CG parameters,
i.e., the set Z[i] in Algorithm 1, which may change in response
to a request for modification of the set Z .

Essentially, the CR task of a generic changing agent ī ∈ A,
requesting a modification of Z[̄i] at time t = ts, deals with
two possible situations depending on whether condition (16) is
satisfied or not. In the affirmative, the replacement operation can
be completed at time ts. On the contrary, local states of Σī and
its new neighbors need to be steered toward a switchable equi-
librium (xnew

r�
[̄i]

). Finding such an equilibrium is quite challenging

in a distributed context where agents follow noncooperative
policies in optimizing their commands gi.

Specifically, when no assumptions are made on the topology
of Γ, there is no guarantee that a feasible switchable equilib-
rium can be found by involving only the neighbors of agent
ī. The reason is that this procedure can be indirectly hindered
by some nonneighboring agents coupled with neighbors of ī
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Fig. 3. CR task: Finite-state automata.

that apply certain references incompatible with the new OAS
Znew. In the more general case, achieving a switchable global
equilibrium xr� requires partial cooperation from all agents.
They need to be instructed to track suitable references r�i for a
certain amount of time, rather than their local nominal references
ri(t).

Furthermore, the determination of r�i needs to be carried
out based on local data only, allowing for the solution of the
following multiobjective optimization problem:

min
g

[||g1 − g1(ts)||2Ψ1
, . . . , ||gN − gN (ts)||2ΨN

] (20)

s.t. (xg, g) ∈ Z ∼ Bδ (21)

(xg[̄i] , g[̄i]) ∈ Z
new
[̄i] ∼ Bīδ (22)

g=[gT1 , . . . , g
T
i , . . . , g

T
N ]T .

A number of distributed approaches exist to compute a solution
for the latter problem. Here, we adopt the procedure used in [33]
and here referred as ITERATIVE_OPTIMIZATION. There,
the agents compute their local feasible set-points in an iterative
way by exploiting neighbors’ information. Such an approach
guarantees that a Pareto optimum r� for (20)–(22) is reached in
a finite time.

The entire CR task can be implemented by means of a
finite-state automata consisting of three main logic modes: DE-
FAULT, SWITCH, REACH_EQ that are organized, as depicted
in Fig. 3. The variable si(t) ∈ {DEFAULT, SWITCH, REACH_EQ}
is used to store its current CR-task configuration while the
boolean variables SW_AGENT and OPT_ONGOING are used
as flags. In particular, the former denotes if the agent is a
changing agent (agent who is requesting the switch) while the
second is used to discriminate if the agent is involved in the
ITERATIVE_OPTIMIZATION procedure to allow constraints
modification. The three logic modes are hereafter detailed as
follows.

1) DEFAULT Mode—Agent i at Time t: In this mode, when
no switching are occurring, the CR-task basically conveys to the
supervision level the reference ri(t). When the switching among
two different constraint structures is ongoing, four possible
notifications could be processed as follows.

i) NEW_CONSTRAINTS: this notification is conveyed by
a not specified entity (perhaps the user supervising
Σi plant) that wants to modify the current constraints
configuration Z[i] into Znew

[i] ; in this case, if the inter-
nal flag OPT_ONGOING has the FALSE value, agent
i set a flag SW_agent to TRUE value and gathers
information from both its current and new (possible)
neighborhoods. In this way, it can first check out if
they are ready to replace Z[i]. Whenever the current
pair (xnew

[i] (t), g
new
[i] (t)) satisfies condition (16), the re-

placement operation can be completed. In that case,
it broadcasts a SWITCHABILITY_REACHED notifi-
cation and the SWITCH mode becomes active. In the
negative case, the ITERATIVE_OPTIMIZATION is
activated for solving problem (20) after having notified
a OPTIMIZATION_REQUEST to all its neighbors.

ii) OPTIMIZATION_REQUEST: this request can be re-
ceived from a neighboring agent requiring that Algo-
rithm 4 be activated in the background. Agents that acti-
vate such a procedure set the flag OPT_ONGOING to the
TRUE value. When theITERATIVE_OPTIMIZATION
is completed, the new computed reference r�i is received
in order for the subsystem state to approach the related
equilibrium in REACH_EQ mode.

iii) SWITCH_REQUEST: this notification is received by a
neighbor which has successfully checked the switchabil-
ity conditions (16) so that the constraints can be safely
modified by entering in the SWITCH mode.

2) SWITCH Mode—Agent i at Time t: In this mode Al-
gorithm 2 in the OTD Task is activated from the changing
agent. Once it is completed, all the operations required to
finalize the switch can be adopted. In particular, the sets Z[i]

can be replaced ← Znew
[i] . Moreover, if a dynamic structure

modification (Scenario 1) is ongoing a SWITCH_SUCCESS
notification is sent to the (possible) requesting user that can
properly update the parameters of the physical layer of each
involved subsystem. Then, the supervision level of involved
nodes inN new

i starts working with sets Znew
[i] while the original

local references r̂j ≡ rj(t) for all j ∈ A can be restored in the
local CG optimization problem (18).

3) REACH_EQ Mode: In this mode, the local supervision
level is instructed to use the reference r̂j ≡ r�j in place of
rj(t) in the optimization problem (18). This action is repeated
until the SWITCHABILITY_REACHED is received so that the
DEFAULT mode becomes active. In the case that agent i is the
changing agent, the next active mode is SWITCH.

The above-mentioned logic is described in Algorithm 3.
Remark 5: It is worth remarking that the scheme is designed

so as to satisfy the requests aroused from Scenarios 1 or 2 in the
minimum time. For the sake of clarity, we do not consider the
case of simultaneous requests although, in principle, the network
could process more than one request at a time depending on
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Algorithm 3: CR task - of agent i.
DEFAULT MODE
1: si(t)← DEFAULT
2: if NEW_CONSTRAINTS notification

arrives AND OPT_ONGOING = FALSE then
3: set SW_AGENT ← TRUE
4: transmit Znew

[i] to N new
i and Ni

5: receives x[̄i](t), x
new
[i] (t), g[i](t), g

new
[i] (t)

6: if (xnew[i] (t), gnew[i] (t)) satisfies (16)
then

7: notify SWITCHABILITY_REACHED to
Ni and N new

i and go to SWITCH MODE
8: else
9: notify OPTIMIZATION_REQUEST to Ni

10: activate ITERATIVE_OPT. in
background

11: end if
12: end if
13: if SWITCH_REQUEST notification

arrives from j ∈ Ni then
14: receives Znew

[i]

15: go to SWITCH MODE
16: end if
17: if OPTIMIZATION_REQUEST

notification arrives from some
j ∈ Ni then

18: OPT_ONGOING← TRUE
19: notify OPTIMIZATION_REQUEST to

Ni \ {j}
20: activate ITERATIVE_OPT. in

background
21: end if
22: if r�i is received from ITERATIVE_OPT.

instance then
23: OPT_ONGOING← FALSE
24: go to REACH_EQ MODE
25: end if
26: convey r̂i(t) = ri(t)
27: t← t+ 1
28: go to 1
SWITCH MODE
29: si(t)←SWITCH
30: if SW_AGENT=TRUE then
31: activate OTD Task and wait for

com-
pletion of possible addition/re-
moval edges operation

32: notify SWITCH_REQUEST to Ni and
N new

i

33: send Znew
[j] to each j ∈ Ni

34: SW_AGENT← FALSE
35: notify SWITCH_SUCCESS to the

requesting user � not mandatory
36: end if
37: set Z[i] ← Znew

[i]
38: go to DEFAULT MODE
REACH_EQ MODE

39: si(t)←REACH_EQ
40: convey r̂i(t)← r�i
41: if SW_AGENT=TRUE then
42: receives x[̄i](t), x

new
[i] (t), g[i](t), g

new
[i] (t)

43: if (xnew[i] (t), gnew[i] (t)) satisfies (16)
then

44: notify SWITCHABILITY_REACHED to
Ni and N new

i and go to SWITCH
MODE

45: end if
46: else
47: if SWITCHABILITY_REACHED

received then
48: go to DEFAULT MODE
49: end if
50:end if
51: t+ 1← t
52: go to 39

the existing couplings. Sparse networks can easily deal with
multiple requests, while if coupled subsystems receive separate
requests at the same time, a specific prioritization protocol can
be adopted to process the requests in a sequential way. In the
worst case (full connected topology), such an approach induces
the entire network to process one request at a time.

Remark 6: An interesting aspect of Algorithm 3 deserves
attention and is related to how much time agents spend in the
REACH_EQ mode during switching operations. In the worst
case, in order to reach a switchable state, all other agents need
to temporarily track a virtual reference r∗. In certain cases, this
would negatively influence or interrupt the normal operation of
these agents. However, it would be worth establishing what is
more negative for the entire network: i) to deny a constraint
topology modification (perhaps mandatory or anyway useful to
increase global performance)? ii) to allow such a modification at
the price of interrupting normal operations of some agents? The
answer is not trivial because it strongly depends on the type of ap-
plication. For instance, for sparse networks the influence of such
a procedure is low for not directly involved agents (please refer to
the first example in Section VI.). For dynamically coupled sub-
systems (power grids, water networks), a structural modification
could indeed influence the operations of the entire network. Any-
way, such operations are not frequent in this type of network and
are often performed when they become no longer postponable.

V. PROPERTIES

This section presents some interesting properties of the above-
mentioned supervision architecture. For the forthcoming analy-
sis, we need to introduce the following statement holding true
for generic linear systems (3) satisfying Assumption (A1).

P1. Let g(t) ≡ g, ∀t being applied to system Σ in (8). Then,
∀λ > 0 there exists a real β(λ) > 0 such that ‖x(0)− xg‖ ≤
β(λ)⇒ ‖x̂(t)− xg‖ ≤ λ, ∀t ≥ 0, ∀g ∈ IRm.
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Fig. 4. Planar moving objects. The red dashed edges indicates pres-
ence of coupling constraints between two ASVs according to (29).

Fig. 5. Moving objects(colored spots) with desired references (gray
lines): Left before plug-in operaton, right: After plug-in operation.

Fig. 6. Applied commands on x-axis related to some agents in the
network.

Fig. 7. Constrained variable between agent {1, 3} and {1, 4}.

Fig. 8. Fifteen cascaded two-tank system.

A first result about the finite time transitions among two
replaceable sets Z and Znew is given by the following Lemma.

Lemma 1: Consider subsystems (2) along with the distributed
supervision architecture depicted in Fig. 2. Then, any transition
among two replaceable sets Z and Znew, required by an agent
ī at time t = tstart

s , is performed in a finite time under the
assumption that Projg{Z} is viable according to Definition 4,
si(t)=DEFAULT, ∀i ∈ A and a pair (x(t), g(t)) ∈ Z exists.
This implies that there exists tend

s ∈ [tstart
s ,∞) at which the

operation Z[i] ← Znew
[i] (row 37 in Algorithm 3) is executed by

the CR tasks of agent ī and agents in Nī and N new
ī

.
Proof: Let us consider the worst case where x(tstart

s )
is not (Z,Znew)-switchable. In this case, as described in
Algorithm 3, the CR task of each agent activates the
ITERATIVE_OPTIMIZATION procedure of [33]. Therefore,
all agents are able to find in a finite time, say it τ , a switchable
equilibrium (xr� , r

�) solution of (20)–(22). Then, the CR-task
of each agent starts working in REACH_EQ mode. Please notice
that thanks to condition (15) and (22), one has

[xT
r� , (r

�)T ]T ∈ In{Z ∩ Znew}. (23)

By resorting to Theorem 1 of [11], it is guaranteed that by
applying Algorithm 1 with r̂i(t) ≡ r�i in place of ri(t), the
signals gi(t), ∀i ∈ A asymptotically converges to r�i , ∀i ∈ A.
As a consequence, thanks to property P1 and (23), we can state
that there exists an arbitrarily small ε > 0 such that

(xr� ⊕ Bε, (r�)) ⊂ Z ∩ Znew (24)

and a related t′ > tstart
s + τ such that

‖x(t)− xT
r�‖ ≤ ε ∀t ≥ t′. (25)

Hence, the switchability condition (16) is successfully checked
at time tend

s = t′ by agent ī (row 43 of Algorithm 3). Then, the
switching operation Z[i] ← Znew

[i] can be safely carried out by
all agents i ∈ Nī that successively enters into the DEFAULT
mode. �

Finally, the main properties of the above-mentioned supervi-
sion architecture can be summarized in the following Theorem.

Theorem 2: Consider subsystems (2) along with the dis-
tributed supervision architecture depicted in Fig. 2, and assume
that all agents in A, grouped in turns Ti, periodically perform
Algorithm 1. Then:
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1) (feasibility) the overall system (3) acted by agents imple-
menting Algorithm 1 under the inputs of local topology
layer never violates the constraints (8) also when a re-
placement Z ← Znew with (Z,Znew) being a replace-
able pair;

2) (stability) for any sequence Π := {Zk}v−1k=0 of OASs to
be consecutively replaced to Z because of Scenarios 1
or 2 requests, the state x(t) remains confined into the
set Ξ :=

⋃v
k=0 X k, with X k := Projx{Zk} and v > 0

a not specified large integer. Moreover Ξ is a compact
set if the pair (A,Ec), with A := [ Φ G

0m×n, In×m
] and

Ec := [Hc, L], remains completely observable in spite of
all possible replacements occurring on Φ;

3) (convergence) for any finite sequence Π := {Zk}v−1k=0

of OASs to be consecutively replaced to Z , under
the assumption that Projg{Zk} is viable for all k ∈
[0, v − 1] (see Definition 4) and r(t)≡[rT1 ,. . . ,rTN ]T , ∀t
is a constant set-point, the sequence of solutions g(t) =
[gT1 (t), . . . , g

T
N (t)]T asymptotically converges to a PO

stationary (constant) solution of the following multiob-
jective optimization problem:

min
g

[‖ g1−r1 ‖2Ψ1
,. . . ,‖ gi−ri ‖2Ψ2

,. . . ,‖ gN−rN ‖2ΨN
]

(xg, g) ∈ Z ≡ Zv−1. (26)

The solution is given by either r, whenever (xr, r) ∈ Z ,
or by any other PO solution r̂ such that (xr̂, r̂) ∈ Z
otherwise. Moreover

lim
t→∞

y(t) = r̂. (27)

Proof:
1) In normal conditions, when no constraint modifications

are required, the CR task of each agent works in DE-
FAULT mode. Therefore, the TB-CG policy is imple-
mented trough Algorithm 1 and the constraints are never
violated by construction of the set Z in (9). Even in
the case where a replacement operation between Z and
Znew is started at a certain time t = tstart

s and completed
at time t = tend

s , Algorithm 1 running under REACH_EQ
mode, guarantees (x(t), g(t)) ∈ Z, ∀t ∈ [tstart

s , tend
s ). Fi-

nally, when the replacement Z ← Znew occurs at time
t = tend

s , (x(tend
s ), g(tend

s )) is a (Z,Znew)-switchable pair,
hence, thanks to Theorem 1, (x(t), g(t))) ∈ Znew, ∀t ≥
tend
s . Then, the constraints (8) are never violated even

with the new set Znew. Also in the case that a different
turn configuration is adopted, constraints satisfaction is
guaranteed by Proposition 2.

2) From previous item, it directly follows that (x(t), g(t))
is confined into

⋃v
k=0Zk and, in turn, x(t) ∈ Ξ, ∀t > 0.

To prove that the Ξ set is compact it is enough to
prove that a generic Zk is compact. Because (A,Ec) is
an observable pair, the matrix ΘTΘ is nonsingular,
where Θ := [ET

c , (EcA)
T , . . . , (EcA

n+m−1)T ]T .
It follows that the linear map between (x, g) and
c admits the left inverse operator [xT , gT ]T =
(ΘTΘ)−1ΘT [cT (0, x, g), . . . , cT (n+m− 1, x, g)]T .

3) When the CR-task of each agent works in DEFAULT
mode the proposed scheme is equivalent to the TB-CG
scheme of [11] that has been proved to converge to a PO
for problem (26) whenever r(t) is a constant set-point.
Hence, condition (27) directly follows from Assumptions
A.1–A.2. In view of this, to prove this latter statement for
our purposes, it is enough to prove that, thanks to Lemma
1, each OAS replacement Zk ← Zk+1, Zk,Zk+1 ∈ Π
is completed in a finite time interval. As a consequence,
there exists a future finite time instant after which all
agents permanently will enter in the DEFAULT mode. �

VI. ILLUSTRATIVE EXAMPLES

A. Decoupled Systems

Let us consider a set of N decoupled objects moving in a
2-D space and depicted in Fig. 4. These objects can be seen
as autonomous surface vehicles (ASVs) that are devoted to the
patrolling of a certain water surface. The monitoring of extensive
water resources ([34], [35]) is usually performed for either
security or environmental reasons. In our specific application,
these vehicles are instructed to monitor some nonoverlapping
areas according to certain prespecified trajectories. Such a task
poses significant technical issues related to collision avoidance
and proximity constraints that require an effective coordination
among the vehicles.

To this end, in this section, a CPS is designed according to the
supervision architecture of Fig. 2 involving such vehicles. More
in details, the physical part concerning the generic object (i, j)
depicted in Fig. 4 can be modeled as

mẍi,j = F x
i,j

mÿi,j = F y
i,j (28)

where (xi,j , yi,j) are the cartesian coordinates of the (i, j)th
object position w.r.t a fixed Cartesian reference frame and
(F x

i,j , F
y
i,j), the components along the same reference frame

of the forces acting as inputs on the subsystems. The value
m = 1[Kg] will be assumed in the simulations. In order to
design the cyber part of this CPS, the models (28) have been
discretized with a sampling time of Tc = 0.1 [s] and an optimal
LQ state-feedback local controller is used as a precompensator
for each object.

All objects are subject to the following local and coordination
coupling constraints:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∣∣F p
i,j(t)

∣∣ ≤ 2 [N ]p = x, y

0.125[m] ≤ |xi,j+1(t)− xi,j(t)| ≤ 0.375[m]

0.125[m] ≤ |xi,j(t)− xi,j−1(t)| ≤ 0.375[m]

0.125[m] ≤ |yi+1,j(t)− yi,j(t)| ≤ 0.375[m]

0.125[m] ≤ |yi,j(t)− yi−1,j(t)| ≤ 0.375[m]

0.125[m] ≤ |xi+1,j+1(t)− xi,j(t)| ≤ 0.375[m]

0.125[m] ≤ |yi+1,j+1(t)− yi,j(t)| ≤ 0.375[m]

0.125[m] ≤ |xi,j(t)− xi−1,j−1(t)| ≤ 0.375[m]

0.125[m] ≤ |yi,j(t)− yi−1,j−1(t)| ≤ 0.375[m]

∀t ∈ ZZ+

(29)
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that can be modeled by means of the graph depicted in Fig. 4,
where each object represents a vertex while the red dashed edges
denote existence of constraints between certain pairs of assets.
In this case, agents are organized into three Turns identified by
green, blue, and red color, respectively (see Fig. 5). Moreover,
each vehicle has been instructed to track a “circular” reference
ri,j(t) depicted in gray line in Fig. 5.

Numerical experiments have been accomplished simulating
the following scenario, involving initially six ASVs, depicted in
Fig. 5(a).

Until time instant t = 14.9[s] the vehicles evolve by tracking
their local nominal references ri,j(t), at time t = 15[s] a new
agent, say it {1, 4} asks for a plug-in operation to agent {1, 3}.
Then, the involved agents should reconfigure their local CGs to
satisfy this request by getting the new configuration depicted in
Fig. 5(b).

The numerical results are reported in Figs. 6 and 7. In particu-
lar, it is possible to observe that until time instant t = 14.9[s] the
agents in the network are able to track their local nominal ref-
erences by performing Algorithm 1. Agent {1, 4}, which is not
yet joining the network, applies a constant reference g1,3(t) ≡
[1, 0]T , t = [0, 14.9]. At time t = 15[s], when the plug-in re-
quest is raised, the states of agents {1, 3} and {1, 4} are not
switchable. For this reason, the CR task of all agents determine
a feasible references related to a suitable switchable equilibria to
be reached in finite time trough Algorithm 4. In particular, agents
{1, 3} and {1, 4} start executing Algorithm 1 in REACH_EQ
mode, by applying the new references r�1,3 = [0.537,−0.083]T
and r�1,4 = [0.896, 0.0]T , respectively. In this way, 36 time
steps are required to reach a pluggable state. In fact, at time
instant t = 18.6[s], as depicted in Fig. 7, the coupling constraints
between agents {1, 3} and {1, 4} are strictly fulfilled and the
plug-in operation can safely be completed. In particular, the OTD
task of agent {1, 4}, trough Algorithm 2, assigns the “red” color
to the new joined Agent {1, 4} so that it can participate in the
round-robin command updating policy of the supervision level.

B. Coupled Systems

A second CPS example considers as physical part the wa-
ter tank system depicted in Fig. 8 and composed by fifteen
interconnected cascaded two-tank subsystems. Such a plant is
a large-scale generalization of a well-known four-tank system
used as benchmark for validating several control strategies in
either simulation ([36]) or experimental ([37], [38]) scenarios.

More in details, each two-tank subsystem in Fig. 8 is modeled
by the following linearized equations:

Σi :=

{
ḣ1
i = −αh1

i + ρui

ḣ2
i = −αh2

i + σi(γi,j)αh
1
i + βi,j(γi,j)h

1
j

where, for each q = 1, 2, hq
i [m] are the liquid levels in the

tanks and ui[m
3/s] are the liquid flows supplied by the pumps.

The split between the upper and lower tanks is modeled by
coefficientsσi, βi,j , i ∈ A, j = (i+ 1)mod 15, that depend on
the state “CLOSED/OPEN” of certain valves and that can be
remotely accessed even by the topology layer. Their behavior
is codified by means of the variables γi,j : IR→ {0, 1} in the

Fig. 9. Multilayer supervision architecture of Fig. 2 applied to agents
in Fig. 8.

following way:

Σi :

{
σi(γi,j) = σi(γi,j) = (1− γi,j/2)

βi,j(γi,j) = βi,j(γi,j) = γi,j/2.

Moreover ρ = 1[1/m2] and α = 0.025[1/s].
As described in Fig. 9, each cascaded two-tank subsystem is

supervised by an agent (cyber layer) with the aim of regulating
the levels h1

i (t), i ∈ A according to the supervision architec-
ture proposed in Section V. Local decentralized tracking LQ
output feedback controllers are implemented for managing the
incoming water flows ui(t).

The system is discretized with sampling time Tc = 0.5 s. The
following local pointwise-in-time set-membership constraints
are assumed to be enforced

0.1[m]≤h1
i ≤0.5[m], 0.22[m]≤h2

i ≤0.37[m], ∀i ∈ A

0≤ui≤3[cm3/s], ∀i ∈ A. (30)

Please notice that such constraints, although local in principle,
give rise to an OAS Z with global conflicts because of possible
dynamic interconnections among the subsystems. As a conse-
quence, its structure can vary according to the values of variables
γi,j .

In the numerical simulations, subsystems aim at maintain-
ing the level of its upstream tank close to the following
signals ri(t) = 0.32[m], i ∈ [1, 13], r14(t) = 0.1[m], r15(t) =
0.48[m], ∀t ≥ 0 without violating constraints (30). Further-
more, during the simulation, it is required that the configuration
of the valves vary according to the following scenario.

Until time instant t = 14.9[s] γi,j(t) = 1, i ∈ [1, 14], j ∈
[2, 15], and γ15,1(t) = 0, the network maintains the path-shaped
constraints topology described in Fig. 10(a). At time t = 150[s],
Agent 15 receives a request to open the valve γ15,1, (red pipe
in Fig. 8) in order to achieve the constraints topology depicted
in Fig. 10(b). Finally at time t = 299.5[s], Agent 15 is asked
to open valves γ14,15 (green pipe in Fig. 8) and γ15,1 in order
to perform a plug-out operation and achieve the constraints
topology depicted in Fig. 10(c).
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Fig. 10. Some possible topologies for the graph Γ of the water network
based on the values of valves state γ. (a) Path topology. (b) Ring
topology. (c) Path topology with agent 15 in stand-alone configuration.

Fig. 11. State of valves being modified during the simulation.

The simulations have been carried out on MATLAB running
on an Apple M1 MacBook Pro and have involved a comparison
with the traditional CG scheme of [18] here implemented as a
centralized supervisor able to manage all the set-points gi(t) at
the same time. Since such a strategy is not provided with topol-
ogy layer, it is no able to take into account possible changes in
the constraints topology. For this reason, in these simulations the
centralized CG has been designed according to the constraints
topology Fig. 10(a).

All simulations results have been collected in Figs. 11–14.
There, the behavior of directly involved agents (1, 14, 15)
in constraints modifications have been shown along with
that pertaining to Agent 7, whose dynamics is not affected
by parameters changes along the simulations. When the
above-mentioned water network is supervised by the centralized
CG, the envisaged topology modification suddenly occurs (see
Fig. 11) without any reconfiguration. Within this context,
constraints are first violated on the downstream tank of Σ15 in
the time range [150, 299.5][s], because the new in-flowing water
coming from the upstream tank of Σ1 is not properly accounted
for. Second, after the sudden plug-out of Σ5, Agent 14 is no
more able to satisfy constraints on its downstream tank at time
t = 315.5[s], as it is not aware that the inflow related toΣ15 is no
more provided. On the contrary, a different behavior of the water
network arises when the proposed supervision architecture is
implemented. In fact, at time t = 150[s], when Agent 15

Fig. 12. Water level in the upperstream tanks.

Fig. 13. References for the upperstream tanks.

request is raised, the current state x(150) is still not switchable
because the current pair (xnew

[15] (150), g
new
[15] (150)), x

new
[15] (150) =

[h1(150), h14(150), h15(150)]
T , gnew[15] (150) = [g1(150), g14

(150), g15(150)]
T does not satisfy condition (16). Then, the

agents, by means of the ITERATIVE_OPTIMIZATION
procedure compute in almost 0.34[s] the new feasible reference
r� to be tracked, that is r�i = 0.23 i = 1, 2, r�i = 0.32 i ∈ [3, 12],
r�13 = 0.3213, r�14 = 0.12, r�15 = 0.44 (see the shady zoomed
areas in Fig. 13). In the meanwhile, the OTD task of Agent
2 determines a new turns configuration by performing the
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Fig. 14. Water level in the downstream tanks.

TABLE I
AVERAGE CPU TIME [MS]

graph coloring procedure stated in Algorithm 2. In this way,
the supervision layer of each agent executes Algorithm 1 in
REACH_EQ mode with r̂i(t) = r� for 47 time steps until
t = 173.5[s] when (xnew

[15] (173.5), g
new
[15] (173.5)) satisfies (16)

and valve γ15,1 can be opened (see first shady area in Fig. 11).
Within the new topology both Σ15 and Σ1 need to decrease the
level of their upstream tanks in order to fulfill the constraints.

A similar reasoning applies at time t = 299.5[s] when Agent
15 asks to plug-out. In this case, the network reaches a new
switchable state after 87 time steps (t = 343.5[s]). Please notice
in Fig. 13 that after the plug-out operation Agent 1 is again able to
track its desired reference while Agent 14 is required to increase
its upstream level for compensating the missing inflow of Σ15.
Along the simulation, it is interesting to observe the behavior
of Agent 7 (see Figs. 12–14) testifying that the above described
operations actually do not affect agents that are sufficiently far
in the constraints graph from those neighborhoods subject to
modifications.

A further aspect analyzed in this example concerns the com-
putational scalability of the proposed scheme. In this respect,
Table 1 compares the average CPU time per step required to
Agent 15 for computing its reference gi(t)with that related to the
centralized CG. From such a table it is possible to observe that the
computational burden for Agent 15 is almost the same regardless
the number of its neighbors. On the contrary, in a centralized

configuration, the CPU time increases (almost linearly in this
case the) with the number of involved subsystems.

VII. CONCLUSION

In this work, distributed CG theory is extended to address the
reference management problem in a network of dynamically
coupled subsystems with time-varying coordination constraints
and dynamic coupling.

To achieve this, a novel multilevel supervision architecture is
proposed to coordinate the behavior of each agent in the network.
At the lower level, this strategy implements a TB distributed CG
algorithm based on data provided by the higher level. The higher
level is responsible for instructing the reconfiguration of local
CGs in a distributed manner and determining the composition
of turns in response to topology variation requests.

Simulation results performed on both decoupled and coupled
CPSs demonstrate the advantages and flexibility of the proposed
supervision framework.

Future research will focus on investigating the presented
strategy in the case of quantized and rate-limited communication
between agents, even in the presence of packet loss.
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