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Convexifying State-Constrained Optimal Control Problem
Donggun Lee , Shankar A. Deka , Member, IEEE, and Claire J. Tomlin , Fellow, IEEE

Abstract—This article presents a method that convexifies
state-constrained optimal control problems in the control-input
space. The proposed method enables convex programming
methods to find the globally optimal solution even if costs and
control constraints are nonconvex in control and convex in state,
dynamics is nonaffine in control and convex in state, and state
constraints are convex in state. Under the above conditions,
generic methods do not guarantee to find optimal solutions,
but the proposed method does. The proposed approach is
demonstrated in a 16-D navigation example.

Index Terms—Nonlinear control systems, optimal control.

I. INTRODUCTION

This article focuses on state-constrained optimal control problems
(OCPs) for high-dimensional systems. Table I shows popular methods
in this field, and their theoretical assumptions for optimality, scability
to deal with high-dimensional systems, and existence of numerical
methods to guarantee to find optimal solutions. Multiple shooting [1]
and collocation methods [2] are direct methods that discretize OCPs
into finite-dimensional problems, and then apply numerical optimiz-
ers. They are computationally efficient and capable of handling high-
dimensional systems. However, they are guaranteed to find optimal
solutions only if the OCP’s costs and constraints are convex and the
dynamics is affine in the state and control. On the other hand, Pontrya-
gin’s minimum principle (PMP) [3] is an indirect method that provides
a set of necessary conditions for optimality, and then applies numerical
methods to find a solution that satisfies the PMP conditions. These PMP
conditions are sufficient for optimality under particular conditions [3,
Ch. 8], which are satisfied if the OCP’s costs and constraints are convex
in the state, dynamics is affine in the state, and the control constraint is
convex in the control. Thus, the PMP optimality conditions are more
general than the ones for the direct methods; however, they can be
highly nonconvex and nonlinear, making it challenging for numerical
methods to find a solution.

Other generic methods exist, but they are not appropriate for solving
state-constrained OCPs for high-dimensional systems. HJ analysis [4] is
induced by dynamic programming, so it guarantees optimality for gen-
eral OCPs. However, its computational complexity grows exponentially
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in the state dimension; thus, it is typically used for low-dimensional
systems. Koopman-based methods [5] lift nonlinear systems to higher
dimensional linear systems, but the state-of-the-art Koopman-based
methods still have not considered general state constraints. Branch-and-
Lift algorithms [6] also provide an ε-close approximation to the optimal
solution, but they require the exact computation of reachable sets, for
which one may need to employ computationally intensive methods
based on HJ analysis.

This article aims to relax the optimality conditions in a way similar
to the direct methods and PMP, while still guaranteeing to find opti-
mal solutions using numerical solvers. We draw our motivation from
convexification of the Hopf–Lax theory [7], which provides a unique
viscosity solution to HJ PDEs. Notably, the Hopf–Lax formula [7] for
a particular class of HJ PDEs is a convex optimization problem if the
terminal function is convex in the state. We observe that some OCPs
have nonconvex costs in the control-input space, but the Hopf–Lax
formulae [7] for HJ PDEs relevant to those OCPs are always convex
in the control-input space. This implies that the direct methods are
guaranteed to find the solution for the Hopf–Lax formula, while not
necessarily for the OCP. This article aims to extend the convexification
of the Hopf–Lax formula to general state-constrained OCPs, which is
a novel development given that Hopf–Lax theories have not yet dealt
with HJ PDEs relevant to state-constrained problems.

In prior related works [8], [9], convexification methods have been
developed under different assumptions. For example, the control-set
convexification method [8] convexifies nonconvex control sets and
assumes convex cost in the state and the control, linear dynamics, and
convex state constraints. On the other hand, the successive convexi-
fication method [9] provides a locally optimal solution for nonlinear
dynamics, convex cost, and convex state constraints. The work in [8]
is listed in Table I as a method for global optimality.

Fig. 1 illustrates our framework to convexify the OCP in the control-
input space. Given the OCP, we propose a convexified OCP (COCP)
without approximation; thus, the optimal costs of the OCP and the
COCP are the same and represented asϑ. The COCP applies the control
signal transformation technique in [7], which converts the control signal
variable α to a new variable β. Notably, the COCP is always convex
in the new control signal space. Thus, if the OCP’s functions and
constraints are convex only in the state but not necessarily in the control
input, direct methods are guaranteed to find the COCP’s optimal cost
(ϑ), state trajectory (x∗), and control signal (β∗). In particular, we will
prove that the COCP’s optimal state trajectory is also optimal for the
OCP. Additionally, we propose algorithms to find an optimal control
signal α∗ for the OCP from the COCP solution (x∗, β∗).

The contributions of this article are as follows.
1) We convexify general state-constrained OCPs in control. Our meth-

ods provide more general optimality conditions than any other
methods that are scalable for high-dimensional systems, as in
Table I.

2) We also propose a numerical algorithm that is guaranteed to find
the OCP’s optimal solution. This is not guaranteed by numerical
solvers that implement PMP.

The rest of this article is organized as follows. Section II presents
the problem description. Section III proposes the COCP and numerical
algorithms to compute an optimal solution to the OCP. Next, Section IV
presents convexity conditions for the COCP. Section V provides a
numerical example, and finally, Section VI concludes this article.
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TABLE I
A COMPARISON OF DIFFERENT OCP METHODS. x AND a REPRESENT THE STATE AND CONTROL, RESPECTIVELY

Fig. 1. Goal is to find the OCP’s optimal value ϑ, optimal state trajec-
tory x∗, and optimal control signal α∗. Our COCP formulation converts
the control signal space α to β and then convexifies the OCP in the
control-input space without approximation. If the OCP’s functions and
constraints are convex only in the state space, the COCP’s functions
and constraints become convex in both state and control input spaces.
Thus, direct methods provide the COCP’s optimal solution ϑ, x∗, and
optimal control signal in the converted space β∗. Finally, our algorithm
generates the optimal control signal α∗ from β∗.

In terms of notation in this article, the subscript ∗ denotes optimality,
and the superscript ∗ denotes the Legendre–Fenchel transformation.
For example, α∗ is an optimal control signal, and H∗ is the Legendre–
Fenchel transformation of a function H. The double superscript ∗∗

denotes the biconjugate, double Legendre–Fenchel transformation:
H∗∗ = (H∗)∗.

II. STATE-CONSTRAINED OCP

Consider a state trajectory x : [0, T ] → Rn solving the ODE

ẋ(t) = f(t, x(t), α(t)), t ∈ [0, T ], x(0) = x0 ∈ Rn, (1)

where f : [0, T ]× Rn ×A → Rn is the system dynamics, x0 is the
initial state, α ∈ A is the measurable control signal where A is the set
of admissible control signals:

A := {α : [0, T ] → A | ‖α‖L∞(0,T ) < ∞} (2)

and A is a compact subset in Rm. We would like to solve a finite-
horizon, state-constrained OCP for the above dynamical system with
respect to a cost ϑ, which we describe next.

State-constrained OCP: Given the dynamical system (1)–(2), solve

ϑ := lim
ε→0+

ϑε (3)

where

ϑε := inf
α∈A

∫ T

0

L(t, x(t), α(t))dt+ g(x(T )) (4)

subject to c(t, x(t)) ≤ ε, t ∈ [0, T ] (5)

where x solves (1). Here, L : [0, T ]× Rn ×A → R is the stage cost,
g : Rn → R is the terminal cost, and c : [0, T ]× Rn → R is the state

constraint. For example, c(t, ·) can represent unsafe regions in the state
space over t ∈ [0, T ], so that c(t, x) < 0 for x ∈ Rn away from the
unsafe regions, c(t, x) = 0 for x on the boundary of the unsafe regions,
and c(t, x) > 0 for x in the unsafe regions.

In this article, we adopt the extended value setting [10, Ch. 3.1.2]
for all optimization problems, which adds ∞ to the objective function
if constraints are not satisfied. For example, ϑε can be written as

ϑε= inf
α∈A

∫ T

0

L(t, x(t), α(t))dt+g(x(T ))+ max
t∈[0,T ]

I(c(t, x(t))≤ε)

(6)

where

I(“condition”) =

{
0, “condition” is satisfied
∞, otherwise.

(7)

In this extended value setting, the limit defined byϑ in (3) exists. This is
because ϑε1 ≤ ϑε2 for any ε1 > ε2 > 0. Thus, as ε converges to zero,
the limit of ϑε exists in R ∪ {∞}.

Also note that ϑ and ϑ0 are different because the set of state
trajectories solving (1) is not compact. Consider a case in which
maxt∈[0,T ] c(t, x(t)) > 0 for all α ∈ A, but there exists a sequence of
αk ∈ A such that limk→∞ maxt∈[0,T ] c(t, xk(t)) = 0, where xk solves
(1) for αk. In this case, ϑ0 is ∞, but ϑ is finite. On the other hand, if A
is convex, the set of state trajectories solving (1) becomes compact [4].
In that case, ϑ0 = ϑ.

In this article, we assume the following.
Assumption 1 (Continuity and compactness):

A1. the control set A is compact;
A2. f = f(t, x, a) : [0, T ]× Rn ×A → Rn is Lipschitz continuous

in (t, x) for each a ∈ A, and uniformly continuous in a for each
(t, x);

A3. the stage cost L = L(t, x, a) : [0, T ]× Rn ×A → R is contin-
uous in (t, x, a) and, for each a, is locally Lipschitz in (t, x);

A4. the terminal cost g = g(x) : Rn → R is continuous in x and
locally Lipscthiz in x;

A5. the state constraint c = c(t, x) : [0, T ]× Rn → R is continuous
in (t, x) and, for each t, is locally Lipschitz in x.

Assumptions A1 and A2 guarantee a unique state trajectory for the
dynamics (1). Since we consider a bounded time interval, all state
trajectories are also bounded. Thus, Assumptions A3 and A4 are enough
to ensure that the integration of the cost in ϑ is bounded.

III. COCPS

Section III-A presents the theorem for the COCP, and Section III-B
builds up mathematical background to prove the theorem, which is done
in Section III-C.



5610 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 68, NO. 9, SEPTEMBER 2023

A. COCP

Consider a multivalued map: for (t, x) ∈ [0, T ]× Rn,

B(t, x) := {b | b = −f(t, x, a), a ∈ A} ⊂ Rn (8)

wheref andA are the dynamics and the control constraint of the system,
respectively. B(t, x) is compact for all (t, x) since A is compact and
f is uniformly continuous in a as in Assumption 1. Consider a state
trajectory solving

ẋ(t) = −β(t), t ∈ [0, T ], x(0) = x0

β(t) ∈ co(B(t, x)), t ∈ [0, T ]
(9)

where “co” represents a convex-hull operation. We assume that β is a
measurable control signal. With respect to this differential inclusion,
we propose our convexifying method in the following theorem, which
will be later proved in Section III-C.

Theorem 1 (COCP): Suppose Assumption 1 holds. Define

ϑ̄ := inf
β

∫ T

0

H∗(t, x(t), β(t))dt+ g(x(T )) (10)

subject to c(t, x(t)) ≤ 0, t ∈ [0, T ] (11)

where x and β satisfy (9), H : [0, T ]× Rn × Rn → R is defined as

H(t, x, p) := max
a∈A

[−p · f(t, x, a)− L(t, x, a)] (12)

and H∗ is the Legendre–Fenchel transformation (convex conjugate) of
H with respect to the costate p:

H∗(t, x, b) := sup
p∈Rn

[p · b−H(t, x, p)]. (13)

Then, ϑ in (3) and ϑ̄ are the same

ϑ = ϑ̄. (14)

Both H in (12) and H∗ in (13) adopt the extended-value settings.
However, for each (t, x), H is finite for all p since A is compact as
in Assumption A1; on the other hand, H∗ is ∞ for some b ∈ Rn.
The Legendre–Fenchel transformation always provides a closed proper
convex function; thus, the new stage cost H∗ is convex in the new
control b.

B. Mathematical Formulation and Optimal Control Analysis

In order to establish the relationship between the OCP and the COCP
proposed in Theorem 1, we will first build the relationship between two
control inputs a in the OCP and b in the COCP.

For b ∈ Rn, define

Lb(t, x, b) := min
a∈A

L(t, x, a) subject to f(t, x, a) = −b. (15)

Lemma 1: Suppose Assumption 1 holds. Then, Lb and H defined
in (15) and (12), respectively, have the following properties:

(Lb)∗(t, x, p) = H(t, x, p) in [0, T ]× Rn × Rn (16)

(Lb)∗∗(t, x, b) = H∗(t, x, b) in [0, T ]× Rn × Rn (17)

Dom(H∗(t, x, ·)) = {b |H∗(t, x, b) < ∞} = co(B(t, x)). (18)

Here, (Lb)∗ andH∗ are the Legendre–Fenchel transformations (convex
conjugate) of Lb and H , respectively, with respect to p for each (t, x).
The double Legendre–Fenchel transformation of Lb, i.e. (Lb)∗∗ =
((Lb)∗)∗, is the biconjugate of Lb. Dom(H∗(t, x, ·)) represents the
domain of H∗(t, x, ·), and co(B(t, x)) represents the convex-hull of
B(t, x).

Fig. 2. Bottom 2-D space represents b ∈ R2, and the vertical axis rep-
resents function values. For fixed (t, x), 1©(⊂ R2) is B(t, x), the domain
of Lb(t, x, ·). The union of 1© and 2©(⊂ R2) is the domain of H∗(t, x, ·),
which is a convex-hull of 1©. The curvature 3© represents Lb(t, x, ·),
and the curvatures 3© and 4© represent H∗(t, x, ·). In the illustrated ex-
ample, for b ∈ co(B(t, x)) and b /∈ B(t, x), there exists b1, b2 ∈ B(t, x)
such that the vector [H∗(t, x, b), b] is a convex combination of vectors
[Lb(t, x, b1), b1] and [Lb(t, x, b2), b2].

Proof: (i) Proof of (16) and (17)
Under the measurable assumptions onα andβ, a state-unconstrained

problem

V1(t, x) := inf
α∈A

∫ T

t

L(s, x(s), α(t))ds+ g(x(T )) (19)

where x solves ẋ(s) = f(s, x(s), α(s)), x(t) = x, is equivalent to

V2(t, x) := inf
β

∫ T

t

Lb(s, x(s), β(s))ds+ g(x(T )) (20)

where x solves ẋ(s) = −β(s), β(s) ∈ B(s, x(s)), where B is defined
in (8), and x(t) = x. For a rigorous proof of this equivalence in the
sense of differential inclusion, the reader is referred to [11, Ch. 4.1,
Fillipov’s Theorem]. Then, the corresponding HJ PDEs [12] for V1 and
V2 are the same; thus, the Hamiltonians in the HJ PDEs are the same:
maxb∈B(t,x)[p · b− Lb(t, x, b)] = H(t, x, p). Hence, H ≡ (Lb)∗ and
H∗ ≡ (Lb)∗∗.

(ii) Proof of (18)
Case 1: b ∈ co(B(t, x))

There exist bi ∈ B(t, x) and γi ≥ 0 (
∑I

i=1 γi = 1) such that b =∑I
i=1 γibi. Since H∗(t, x, ·) is convex in b,

H∗(t, x, b) ≤
I∑

i=1

γiH
∗(t, x, bi) < ∞

since each of H∗(t, x, bi) is finite.
Case 2: b /∈ co(B(t, x))
For two closed convex sets {b} and co(B(t, x)), the separating

hyperplane theorem [10, Ch. 2.5] implies that there exists a hyper-
plane (P : Rn → R): P (b′) := p′ · b′ + c such that P (b′) is positive if
b′ /∈ co(B(t, x)); otherwise, P (b′) is nonpositive. By picking p = γp′

where γ ∈ R,

H∗(t, x, b) = sup
p

inf
b′
[p · (b− b′) + Lb(t, x, b′)]

≥ sup
γ

inf
b′
[γp′ · (b− b′) + Lb(t, x, b′)] = ∞

since p′ · (b− b′) > 0 for all b′ ∈ co(B(t, x)). �
Fig. 2 illustrates that the epigraph of H∗(t, x, ·) is the convex-hull

of the epigraph of Lb(t, x, ·) for fixed (t, x) [13, Ch. 4]. Thus, for
any b ∈ co(B(t, x)), there are a finite number (I) of weights γi and
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control inputs bi ∈ B(t, x) such that the pair of (H∗(t, x, b), b) is a
convex combination of (Lb(t, x, bi), bi)with weightsγi (

∑I
i=1 γi = 1,

γi ≥ 0):[
H∗(t, x, b)

b

]
=

I∑
i=1

γi

[
Lb(t, x, bi)

bi

]
=

I∑
i=1

γi

[
L(t, x, ai)

−f(t, x, ai)

]

(21)

where ai satisfies Lb(t, x, bi) = L(t, x, ai). Notably, I depends on
(t, x, b). In general, I is less than or equal to n+ 1, but I is 1 if b ∈
B(t, x).

Equation (18) in Lemma 1 implies that the domain ofH∗(t, x, ·) con-
tains the domain of Lb(t, x, ·) for each (t, x). Even though co(B(t, x))
is convex in b ∈ Rn, Dom(H∗(t, ·, ·)) = {(x, b) | b ∈ co(B(t, x))} is
generally nonconvex in (x, b) ∈ Rn × Rn for each t ∈ [0, T ].

Using the above analysis for two pointwise control inputs a, b, we
now find the relationship between the OCP’s and the COCP’s control
signals (α and β, respectively). Consider a measurable control signal
(β) and state (x) trajectories solving the dynamics (9). Assume that β
is Riemann integrable in (0, T ). For some δ > 0, consider a temporal
discretization: {t0 = 0, . . .tK = T} such that Δtk := tk+1 − tk <
δ∀k = 0, . . .,K − 1. Note that the step size does not need to be fixed
in this temporal discretization. We define a control signal αε ∈ A: for
k = {0, . . .,K − 1},

αε(t) = ak
i , t ∈

[
tk +

i−1∑
j=1

γk
j Δtk, tk +

i∑
j=1

γk
j Δtk

)
(22)

where ak
i and γk

i are, respectively, the ith control and coefficient in (21)
for t = tk, x = x(tk), and b = β(tk), where i = 1, . . ., Ik. Then, we
will prove that xε solving (1) for αε is close to x, and the integration of
the stage and terminal costs of the OCP induced by αε is also close to
the counterpart of the COCP induced by β.

Theorem 2: Suppose Assumption 1 holds. Consider any measurable
control signal β and state trajectory x solving (9). Assume that β
is Riemann integrable in [0, T ]. Then, for any ε > 0, there exists
δ > 0 such that, for any discretization {t0 = 0, . . ., tK = T} where
|Δtk| < δ, k = 0, . . .,K − 1, we have

‖x− xε‖L∞(0,T ) < ε (23)

and ∣∣∣∣
∫ T

0

H∗(t, x(t), β(t))dt+ g(x(T ))

−
∫ T

0

L(t, xε(t), αε(t))dt− g(xε(T ))

∣∣∣∣ < ε (24)

where xε solves (1) for αε in (22).
Proof: We will first prove that x and xε are close within an ε-bound

in the L∞-norm. We will define two more state trajectories x0 and x1,
and then show x is close to x0, x0 is close to x1, and x1 is close to xε.
Here, x0 solves (9) for a piecewise constant control generated from β
on {t0, . . ., tK}:

ẋ0(t) = −β(tk), t ∈ [tk, tk+1), x0(0) = x0. (25)

By the control decomposition in (21), we have Ik number of (bki , a
k
i , γ

l
i)

pairs for t = tk,x = x(tk), and b = β(tk) such that bki ∈ B(tk, x(tk)),
ak
i ∈ A, γk

i ≥ 0,
∑Ik

i=1 γ
k
i = 1 and

H∗(tk, x(tk), β(tk)) =
Ik∑
i=1

γk
i L

b(tk, x(tk), b
k
i )

=

Ik∑
i=1

γk
i L(tk, x(tk), a

k
i ) (26)

β(tk) =

Ik∑
i=1

γk
i b

k
i , bki = −f(tk, x(tk), a

k
i ). (27)

Consider partitioning each interval [tk, tk+1) into Ik intervals
[tk,i, tk,i+1) := [tk +

∑i−1
j=1 γ

k
j Δtk, tk +

∑i
j=1 γ

k
j Δtk) as in (22),

where tk,0 = tk and tk,̄ik = tk+1, and design a new piecewise constant
control signal β1

β1(t) = bki+1, t ∈ [tk,i, tk,i+1). (28)

We define x1 as the solution of (9) corresponding to this input β1.
(i) Show ‖x− x0‖L∞(0,T ) < ε
Since β is Riemann integrable, for all ε, there exists δ1 > 0 such that

‖x0 − x‖L∞(t,T ) < ε if δ ≤ δ1.
(ii) Show ‖x0 − x1‖L∞(0,T ) < ε
From (27),x0(tk) = x1(tk) for allk = 0, . . .,K. For t ∈ [tk, tk+1),

we have

‖x1(t)− x0(t)‖ ≤
∫ t

tk

‖ − β1(s) + β(tk)‖ds. (29)

Note that the set of states that can be reached

X := {x(t) | x solves (1) for some α ∈ A, t ∈ [0, T ]} (30)

is bounded since Assumption A2 holds. Thus,

c1 := max
t∈[0,T ],x∈cl(X ),a∈A

‖f(t, x, a)‖ (31)

is finite, where cl(X ) is the closure of X . Since ‖ − β1(s) + β(tk)‖
is less than 2c1, we conclude the right-hand side of (29) is less than or
equal to 2c1δ.

(iii) Show ‖x1 − xε‖L∞(0,T ) < ε
We will first prove xε(tk,i+1) is close to x1(tk,i+1) for all

k = 0, . . .,K − 1, i = 1, . . ., Ik. We have,

‖xε(tk,i+1)− x1(tk,i+1)‖ ≤ ‖xε(tk,i)− x1(tk,i)‖

+

∫ tk,i+1

tk,i

‖f(s, xε(s), ak
i+1)− f(tk, x(tk), a

k
i+1)‖ds.

(32)

By Assumption A2, ‖f(s, xε(s), ak
i+1)− f(tk, x(tk), a

k
i+1)‖ is less

than or equal to Lf (s− tk + ‖xε(s)− x(tk)‖). Moreover,

‖xε(s)− x(tk)‖ ≤ ‖xε(tk,i)− x1(tk,i)‖+ 4c1δ + ε (33)

since ‖xε(s) − xε(tk,i)‖ < c1δ, ‖x1(tk,i) − x1(tk)‖ < c1δ,
‖x1(tk)− x0(tk)‖ < 2c1δ, and ‖x0(tk)− x(tk)‖ < ε, where c1 is
defined in (31). Hence, we get

‖xε(tk,i+1)− x1(tk,i+1)‖+ c2δ + ε ≤
(1 + Lf (tk,i+1 − tk,i))(‖xε(tk,i)− x1(tk,i)‖+ c2δ + ε) (34)

where c2 = 1 + 4c1. Furthermore,

tk,′i′ ≤tk,i∏
k,′i′

(1 + Lf (tk,′i′ − tk,′i′−1))

≤
tk,′i′ ≤T∏

k,′i′
(1 + Lf (tk,′i′ − tk,′i′−1)) ≤

(
1 +

LfT

m̄

)m̄

< eLfT .

(35)

The second inequality follows from Jensen’s inequality for log. Thus,
(34) and (35) imply

‖xε(tk,i+1)− x1(tk,i+1)‖ ≤ (eLfT − 1)(c2δ + ε). (36)

For t ∈ (tk,i, tk,i+1), we can similarly show ‖xε(t)− x1(t)‖ ≤
(eLfT − 1)(c3δ + ε) for some c3 > 0.

To sum up (i)–(iii), we conclude that, for any small ε > 0, we can
find δ such that ‖x− xε‖L∞(0,T ) < ε.
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(iv) Prove (24). Define a discrete sum of H∗:

S :=
K−1∑
k=0

H∗(tk, x(tk), β(tk))(tk+1 − tk) + g(x(T )).

Since H∗ is proper and β is Riemann integrable, H∗(t, x(t), β(t)) is
also Riemann integrable. Thus, for any ε1, there exists δ such that∣∣∣∣

∫ T

0

H∗(t, x(t), β(t))dt+ g(x(T ))− S

∣∣∣∣ < ε1. (37)

We can show S is close to
∫ T

0
L(t, xε(t), αε(t))dt+ g(xε(T )) by

utilizing similar techniques used to prove ‖x− xε‖L∞(0,T ) < ε. In the
proof, it is also necessary to use the fact that L is locally Lipschitz in
(t, x) ∈ [0, T ]× cl(X ) and g is locally Lipschitz in x ∈ cl(X ), where
X is defined in (30). �

Consider the case where the COCP is feasible and has optimal
control signal β∗ and state trajectory x∗. Then, Theorem 2 provides
the corresponding (xε

∗, α
ε
∗) whose OCP cost without state constraints

is close to the COCP’s optimal cost, and xε∗ is close to the COCP’s
optimal state trajectory within ε-distance in L∞-norm. As the time-step
variable δ converges to 0, we can force ε to converge to 0. This
implies that xε

∗ converges to the COCP’s optimal state trajectory x∗.
Thus, the OCP’s state constraint would be satisfied at the limit of
ε at 0: limε→0 maxt∈[0,T ] c(t, x

ε
∗(t)) ≤ 0 although the limit point of

αε
∗ might not exist. However, we need more careful analysis as to

whether the OCP’s optimal value is finite. On the other hand, where
the COCP is infeasible, Theorem 2 does not help us analyze if the
OCP’s optimal value is finite or not. In the following section, we rule
out these mathematical issues and complete the proof of Theorem 1,
which states that the OCP and the COCP are equivalent.

C. Proof for the COCP

This section proves Theorem 1 using mathematical background from
Section III-B.

Proof for Theorem 1: We will prove that the two epigraphs of ϑ and
ϑ̄ are the same. We first define a function J = J(z, α)

J(z, α) := max

{
max
t∈[0,T ]

c(t, x(t)),

∫ T

0

L(t, x(t), α(t))dt+ g(x(T ))− z

}
(38)

where x solves (1) for α, and z represents the value-axis variable.
The authors in [4] proved that the zero sublevel set of infα J(z, α)
is the epigraph of ϑ0 if A is convex. In contrast, we do not assume
that A is convex. However, the proof in [4, Th. 3.1] can be easily
modified to show the zero sublevel set of J(z, α) is the epigraph
of ϑ:

ϑ = min z subject to inf
α∈A

J(z, α) ≤ 0. (39)

Similarly, we define a function J̄ = J̄(z, β)

J̄(z, β) := max

{
max
t∈[0,T ]

c(t, x(t)),

∫ T

0

H∗(t, x(t), β(t))dt+ g(x(T ))− z

}
(40)

where x solves (9) for β, so that the zero sublevel set of infβ J̄(z, β)
represents the epigraph of ϑ̄:

ϑ̄ = min z subject to inf
β

J̄(z, β) ≤ 0 (41)

where β(t) ∈ co(B(t, x(t))) for all t ∈ [0, T ].

Algorithm 1: Computing the OCP’s Optimal State Trajectory and
Control Signal.

1: Output: OCP’s optimal state trajectory xε∗ and control signal
αε
∗

2: Solve ϑ̄ (COCP) in (10) subject to (11), and get x∗, β∗ by
multiple shooting or collocation methods

3: On a temporal discretization: {t0 = 0, . . ., tK = T}, for
each k = 0, . . .,K − 1, find Ik-number of (ak

i , b
k
i , γ

k
i )

solving (21) for t = tk, x = x∗(tk) and b = β∗(tk)
4: Additionally discretize each temporal interval:

[tk, tk+1) =

Ik⋃
i=1

[
tk +

i−1∑
j=1

γk
j Δtk, tk +

i∑
j=1

γk
j Δtk

)
(45)

5: Design αε
∗ using ak

i by (22) and compute xε
∗ solving (1)

(i) infα J(z, α) ≥ infβ J̄(z, β)
For any state (x) and control (α) trajectories solving (1), define a

control signal (β):

β(t) = −f(t, x(t), α(t)) ∈ B(t, x(t)), t ∈ [0, T ].

Then, x and β solve ẋ(t) = −β(t) for t ∈ [0, T ] and x(0) = x0. By
Lemma 1, L(t, x(t), α(t)) = Lb(t, x(t), β(t)) ≥ H∗(t, x(t), β(t))
for all t ∈ [0, T ]. This implies that

J(z, α) ≥ J̄(z, β) ≥ inf
β

J̄(z, β).

Since the above inequality holds for all x and α, we conclude
infα J(z, α) ≥ infβ J̄(z, β).

(ii) infα J(z, α) ≤ infβ J̄(z, β)
By Assumption A2, the set of all feasible states X :=

{x(t) | x solves (1) for some α ∈ A, t ∈ [0, T ]} is bounded. Since
cl(X ) is compact, Assumption A5 implies that c(t, ·) is locally Lip-
schitz in x ∈ cl(X ) for some constant Lc > 0. For any state (x) and
control (β) trajectories solving (9), by Theorem 2, there exists xε andαε

that solve (1) and satisfy (23) and (24) for any ε > 0. Then, J̄(z, β) ≥
J(z, αε)−max{1, Lc}ε ≥ infα J(z, α)−max{1, Lc}ε. Since this
inequality holds for any x, β solving (9) and ε > 0, infβ J̄(z, β) ≥
infα J(z, α).

(iii) Since infα J(z, α) and infβ J̄(z, β) are the same, the epigraphs
of ϑ and ϑ̄ are the same, and (39) and (41) conclude ϑ ≡ ϑ̄. �

Remark 1:
1) The optimal costs for the OCP and the COCP are the same. Also,

the COCP is feasible if and only if the OCP for ϑε is feasible for
all ε > 0.

2) For a feasible COCP whose optimal control signal is β∗ and state
trajectory is x∗, we can construct αε

∗ as in (22) with a temporal dis-
cretization {t0 = 0, . . ., tK = T}. Then, Theorems 1 and 2 imply
uniform convergence of the following three terms as ε converges
to 0:

xε
∗ → x∗ (42)∫ T

0

L(t, xε
∗(t), α

ε
∗(t))dt+ g(xε

∗(T )) → ϑ (43)

c(t, xε
∗(t)) → c(t, x∗(t)) ∀t ∈ [0, T ], (44)

where xε
∗ solves (1) for αε

∗, and c(t, x∗(t)) ≤ 0 for all t ∈ [0, T ].

D. Numerical Algorithm

Algorithm 1 presents a numerical algorithm to compute an optimal
state trajectory (x) and a control signal (α) for the OCP using the COCP
in Theorem 1.
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Algorithm 2: Computing the OCP’s Optimal State Trajectory and
Control Signal to Mitigate Chattering Behavior.

1: Output: OCP’s approximate optimal state trajectory x̃ and
control signal α̃

2: Solve ϑ̄ (COCP) in (10) subject to (11), and get x∗, β∗ by
multiple shooting or collocation methods

3: Solve the following problem whose optimal cost is 0:

inf
α̃

∫ T

0

‖x̃(t)− x∗(t)‖dt, (46)

where x̃ solves ˙̃x(t) = f(t, x̃(t), α̃) and x̃(0) = x0.

We first numerically compute an optimal state trajectory (x∗) and a
control signal (β∗) for the COCP in Theorem 1. The choice of method
to solve ϑ̄(= ϑ) on line 2 of Algorithm 1 is open to the user, for
example, direct methods with various optimizers [14] could be used.
The rest of the algorithm is designed to find the numerical-optimal
control signal αε

∗ and state trajectory xε
∗. On line 3 of Algorithm 1,

we find a pair of (ak
i , b

k
i , γ

k
i ) satisfying (21) for t = tk, x = x∗(tk),

and b = β∗(tk). As explained in Section III-B and Fig. 2, these
pairs can be analytically found using the biconjugate’s geometrical
property: (β∗(tk),H∗(tk, x∗(tk), β∗(tk))) is a convex combination
of (bki , L

b(tk, x∗(tk), bki ))s. At last, on lines 4 and 5, we design αε
∗

and compute xε
∗ by solving (1). Note that the additional temporal

discretization on line 4 could result in a frequent control-switching
behavior unless β∗(t) ∈ B(t, x∗(t)) for all t.

To resolve this chattering issue, we propose another algorithm if
the stage cost does not depend on the control input. As in Remark 1,
the OCP’s state trajectory solving (1) for the designed control signal
αε
∗ (22) uniformly converges to the COCP’s optimal state trajectory.

Algorithm 2 utilizes this fact to avoid the control-switching behavior
by removing the additional temporal discretization. Instead, Algorithm
2 has one additional optimal-control solving step as in line 3. For the
OCP (46), direct methods result in nonconvex problems, but we know
the optimal cost is always 0. Thus, if iterative algorithms to solve (46)
converge to a local minimum with nonzero cost, then we can reinitialize
a solution candidate and iterate again until the cost is close to 0. This
is a big difference compared to direct methods, since it is hard to get
any sense of how close locally optimal solutions by direct methods are
to the optimal solution.

IV. CONVEXITY ANALYSIS FOR THE COCP

This section investigates conditions under which the COCP has
more general convexity conditions than the OCP using direct meth-
ods, including multiple shooting and collocation methods. The direct
methods discretize the OCP on a temporally {t0 = 0, . . ., tK = T} and
implicitly contain numerical methods, such as Euler or Runge–Kutta
methods, to solve ordinary differential equations or integral equations.

Denote x[k] = x(tk) and α[k] = α(tk). x denotes both state trajec-
tories x(·) in continuous time and sequences x[·] in discrete time, and
the same notation rule is applied to α as well.

The direct methods result in finite-dimensional convex optimiza-
tion problems in x[0], α[0], . . ., x[K], α[K] ∈ R(n+m)×(K+1) if the
following convexity conditions hold: for each t, the stage cost L is
convex in (x, a) ∈ Rn × Rm, the terminal cost g is convex in x ∈ Rn,
the control constraint set A is convex in Rm, the dynamics f is affine
in (x, a) ∈ Rn × Rm, and the state constraint function c is convex in
x ∈ Rn. Then, numerical methods for convex programming guarantee
optimality. The above argument works for any different numerical in-
tegration methods, including the midpoint, trapezoidal, and Simpson’s
rule, and numerical ODE solving methods, including linear multistep
and Runge–Kutta methods.

In this section, we analyze convexity conditions for the COCP’s cost,
constraint functions and dynamics, and verify the benefit of solving the
COCP reformulation by direct methods over solving the original OCP
formulation.

Suppose the stage cost L can be decomposed into the state- and
control-dependent parts:

L(t, x, a) = Lx(t, x) + La(t, a). (47)

We first analyze the convexity conditions for the COCP’s stage cost
(H∗).

Lemma 2: Suppose (47) holds. Then,

H∗(t, x, b) = Lx(t, x) + (Ha)∗(t, x, b) (48)

where H∗ is defined in (13),

Ha(t, x, p) := max
a∈A

[−p · f(t, x, a)− La(t, a)] (49)

(Ha)∗(t, x, b) := sup
p
[p · b−Ha(t, x, p)]. (50)

Proof: By (15), Lb(t, x, b) = Lx(t, x) + (La)b(t, x, b), where
(La)b(t, x, b) = mina L

a(t, a) subject to f(t, x, a) = −b. From the
definition of H in (12) and the fact that (Lb)∗ ≡ H (see Lemma 1),

H(t, x, p) = −Lx(t, x) +Ha(t, x, p)

where Ha(t, x, p) = ((La)b)∗(t, x, p). Thus,

H∗(t, x, b) = Lx(t, x) + (Ha)∗(t, x, b).

�
This lemma shows that the COCP’s stage cost (H∗) is decomposed

into the control-independent (Lx) and control-dependent ((Ha)∗) parts.
One may observe that the COCP’s control-independent stage cost (Lx)
is exactly the same as the OCP’s counterpart (Lx). Thus, if the OCP’s
stage cost does not depend on the control, the COCP’s stage cost is the
same as the OCP’s stage cost.

Corollary 1: If L(t, x, a) = Lx(t, x), then H∗(t, x, b) = L(t, x).
Lemma 2 implies that the convexity of the COCP’s stage cost H∗ is

also affected by the OCP’s dynamics f .
Lemma 3 (Convexity of the stage cost): Suppose Assumption 1 and

(47) hold. If Lx(t, ·) is convex in x ∈ Rn for each t ∈ [0, T ] and the
dynamics f is in the following form:

f(t, x, a) = M(t)x+ ϕ(t, a) (51)

where M(·) is a time-varying linear matrix and ϕ is a general nonlinear
function, then

H∗(t, x, b) = Lx(t, x) + (H̄a)∗(t, b+M(t)x) (52)

where

H̄a(t, p) := max
a∈A

[−p · ϕ(t, a)− La(t, a)] (53)

and H∗(t, ·, ·) is convex in (x, b) ∈ Rn × Rn for each t ∈ [0, T ].
Note that H̄a(t, p) is independent of x and convex in p for each t.
Proof: By (49) and (50),

Ha(t, x, p) = − p · (M(t)x) + H̄a(t, p)

(Ha)∗(t, x, b) = sup
b∈Rn

p · (b+M(t)x)− H̄a(t, p)

= (H̄a)∗(t, b+M(t)x).

By Lemma 2,

H∗(t, x, b) = Lx(t, x) + (H̄a)∗(t, b+M(t)x).

Since (H̄a)∗(t, ·) is convex in b and b+M(t)x is affine in (x, b),
(Ha)∗(t, ·, ·) is convex in (x, b). Therefore, H∗(t, ·, ·) is convex in
(x, b) for each t ∈ [0, T ] if Lx(t, ·) is convex in x for each t ∈ [0, T ].
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TABLE II
CONVEXITY CONDITIONS FOR THE OCP AND COCP

We define the control constraint of the COCP in (x, b): for t ∈ [0, T ],

B̄(t) := {(x, b) ∈ Rn × Rn | b ∈ co(B(t, x))} (54)

where B(t, x) is defined in (8).
Lemma 4 (Convexity of the control constraint): Suppose Assump-

tion 1 and (51) hold. Then, B̄(t) is convex in (x, b) ∈ Rn × Rn for
each t ∈ [0, T ].

Proof: Consider (x1, b1), (x2, b2) ∈ B̄(t), and d ∈ [0, 1]. Since
bj ∈ co(B(t, xj)) for j = 1, 2, there exist a finite number of ajl and

γjl ∈ [0, 1] (
∑Ij

l=1 γjl = 1 for each j) such that

bj = −M(t)xj −
Ij∑
l=1

γjlϕ(t, ajl).

Using this, we have

db1 + (1− d)b2 +M(t)(dx1 + (1− d)x2) =

−
I1∑
l=1

dγ1,lϕ(t, a1,l)−
I2∑
l=1

(1− d)γ2,lϕ(t, a2,l).

(55)

Since co({−ϕ(t, a) | a ∈ A} is a convex set, both the left- and right-
hand sides of (55) belong to co({−ϕ(t, a) | a ∈ A}. Thus, db1 + (1−
d)b2 belongs to co(B(t, dx1 + (1− d)x2)). �

Table II summarizes the convexity conditions for the OCP and the
COCP. If all the convexity conditions for the OCP are satisfied, the ones
for the COCP are also satisfied. However, the opposite is not true.

Remark 2 (Benefits of the COCP): The COCP converts the OCP’s
nonconvexity in the control space to convexity. The convexity condi-
tions for the COCP do not require that
1) the control constraint A is convex;
2) the control-dependent stage La(t, a) in (47) is convex in a ∈ A ⊂

Rm for each t ∈ [0, T ];
3) the control-dependent dynamics ϕ(t, a) in (51) is affine in a ∈ A

for each t ∈ [0, T ].

V. EXAMPLES AND DEMONSTRATIONS

We now introduce a 16-D example that illustrates the benefits of
our COCP approach. For numerical computation, a computer with a
2.8-GHz Quad-Core i7 CPU and 16-GB RAM was used.

We consider four 4-D nonlinear vehicles (16-D): x(t) =
[x1(t); x2(t); x3(t); x4(t)] ∈ R16, xl(t) = [xl(t, 1); xl(t, 2); xl(t, 3);
xl(t, 4)] ∈ R4, and

ẋl(t) = f(t, xl(t), αl(t)) = [xl(t, 2); αl(t, 1) cos(αl(t, 2))

xl(t, 4); αl(t, 1) sin(αl(t, 2))]
(56)

where l ∈ {1, 2, 3, 4} is the agent index. xl(t, 1) and xl(t, 2) are
horizontal position and velocity in the 2-D space, xl(t, 3) and xl(t, 4)
are vertical position and velocity in the 2-D space, and αl(t, 1) and
αl(t, 2) are the magnitude of the acceleration and the angle of agent l,
respectively, at time t ∈ [0, 10].

Fig. 3. (a) 16-D nonlinear system with four vehicles attempting to
track their reference trajectories and maintain formation. The optimal
state trajectories are computed by our COCP and Algorithm 1. The
four vehicles start with a perfect square formation but compress their
formation to avoid obstacles. (b) Five numericals α1(·, 2) computed by
the five methods. Our COCP with Algorithm 1 shows control switching
behavior. Algorithm 2 mitigates this, demonstrating a similar value of the
sum of numerical derivatives of control signals with the other methods,
as shown in Table III.

We define an OCP where four agents attempt to track their own
reference trajectories while maintaining formation:

inf
α

∫ 10

0

4∑
l=1

dist(xl(t), xl
r(t))dt (57)

subject to

⎧⎪⎨
⎪⎩
(56), xl(0) = xl

0

αl(t, 1) ∈ [−2, 2], αl(t, 2) ∈ [−π
6
, π
6
]

c(x(t)) ≤ 0, t ∈ [0, 10], l = 1, . . ., 4

(58)

where dist(xl(t), xl
r(t)) is the position distance of the agent l from

its reference trajectory in l2 norm, the four reference trajectories xlr
are in a square formation at each time, xl

0 is an initial state for
each agent l, as shown in Fig. 3, and the state constraint function
c includes obstacles and agent-collision avoidance constraints (cobs

and ccol, respectively): c(x(t)) = max{cobs(x(t)), ccol(x(t))}, where
cobs(x(t)) = maxl=1,2,3,4 max{xl(t, 1), −xl(t, 3)}, ccol(x(t)) =

maxi<j{ci,jcol }, and ci,jcol encodes an affine constraint to prevent collision
between agent i and j, for example, c1,2col = −x1(t, 3) + x2(t, 3) + 0.2.

The COCP formulation from Theorem 1 is

inf
β

∫ 10

0

4∑
l=1

dist(xl(t), xl
r(t))dt (59)

subject to

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ẋl(t) = −βl(t), xl(0) = xl

0

βl(t, 1) = −xl(t, 2), βl(t, 3) = −xl(t, 4)

(βl(t, 2))2 + (βl(t, 4))2 ≤ 4, |βl(t, 4)| ≤ 1

c(x(t)) ≤ 0, t ∈ [0, 10], l = 1, . . ., 4

(60)

where β(t) = [β1(t);β2(t);β3(t);β4(t)] ∈ R16 and βl(t) =
[βl(t, 1);βl(t, 2);βl(t, 3);βl(t, 4)] ∈ R4, l = 1, . . ., 4. The COCP’s
stage cost (H∗) is the same as the OCP’s (L) by Corollary 1. The
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TABLE III
PERFORMANCE COMPARISON WITH VARIOUS METHODS

second and third lines in (60) are explicit expression for co(B(t, x(t))).
We apply the Hermite–Simpson collocation method to the COCP with
Algorithms 1 and 2, for which the interior-point method [10, Ch. 11]
is utilized.

Table III compares performance of various methods in terms of
cost, computation time, L2-norm of the numerical derivative of control
signal α̇ (which measures the degree of control-switching behavior),
and finally, the success rate of convergence from a random initial guess.
We do not compare with the HJ methods [4], Branch-and-Lift [6],
and control-set convexification methods [8] because the HJ method
and Branch-and-Lift are intractable to handle this 16-D system, and
control-set convexification method [8] assumes convex cost, linear
dynamics, and convex state constraints. The three previous methods in
Table III are directly applied to the OCP. For all five methods in Table III,
we utilize interior-point methods [10, Ch. 11]. For each method, we run
numerical solvers with ten different solution candidates and provide
averages and standard deviations (in parentheses) for each performance
measure, if applicable.

Algorithm 1 can been seen to outperform the other methods in terms
of optimal cost, and has a much smaller standard deviation. This is
because Algorithm 1 is guaranteed to find a solution for any initial
solution, whereas the other methods do not. Also, Algorithm 1 uses
less computation time than the other methods, with the exception of
PMP. This is because the dimension of decision variables for PMP is
significantly lower than the other four methods: unlike the rest, the
decision variables for PMP do not depend on the number of temporal
discretization points but rather just on the costate dimensions. However,
it is important to note that faster computation time for PMP comes at
the expense of solution success rate. The interior-point method fails
to find solutions to the PMP optimality conditions for 70% of initial
solution candidates; by contrast, the interior-point solver guarantees
convergence to the globally optimal solution for Algorithm 1, and
convergence to a locally optimal solution for the direct methods for
any initial solution candidate.

We propose further improvements to our method from a practical
standpoint, by addressing chattering behavior, which is caused by the
subdiscretization in Algorithm 1’s line 4. As shown in Fig. 3(b) and
Table III, our Algorithm 2 improves upon this aspect. In addition to
smoother control than Algorithm 1, COCP with Algorithm 2 continues
to have a better average and standard deviation in cost than the remain-
ing three methods, and less computation time than multiple shooting
and collocations.

For robustness of controls and real-time computation, our approach
can be combined with model predictive control (MPC) [15]. We demon-
strate our preliminary results in Table IV, which shows the computation
time of Algorithm 1 for each receding horizon, and the accumulated
cost in the full time horizon [0,10]. We run numerical solvers with ten
different solution candidates, and Table IV provides averages (with-
out parentheses) and standard deviations (with parentheses) for each
measure. Smaller receding horizon results in shorter computation time
in each horizon but worse cost. Typically, longer receding horizons
generally help satisfy constraints and find better cost.

TABLE IV
COMPUTATION TIME AND COST OF COCP-MPC

VI. CONCLUSION

This article proposes a convexification formulation (COCP) for
state-constrained OCP and presents two algorithms to compute optimal
solutions. It has been proved that our COCP provides the OCP’s
optimal cost and state trajectory without approximation. Also, our
first algorithm is guaranteed to find optimal solutions if the OCP’s
functions and constraints are convex in the state, and not necessarily
in the control. This condition is more general than multiple shooting,
collocation, and PMP’s optimality conditions. Our simulation supports
these results. The frequent control-switching behavior induced by our
method is mitigated by our second algorithm that adds one more
optimal-control-solving step. Although the additional OCP induces a
nonconvex problem, its optimal cost is known to be zero. Using this fact,
we can run optimizers with multiple solution candidates to find optimal
solutions. Our simulation shows that the second algorithm has a similar
level of control-switching behavior compared to collocation. Lastly,
we demonstrate receding-horizon techniques to COCP for real-time
computation.
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[9] Y. Mao, M. Szmuk, and B. Açıkmeşe, “Successive convexification of non-
convex optimal control problems and its convergence properties,” in Proc.
IEEE 55th Conf. Decis. Control, 2016, pp. 3636–3641.

[10] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge, U.K.:
Cambridge Univ. Press, 2004.

[11] F. H. Clarke, Y. S. Ledyaev, R. J. Stern, and P. R. Wolenski, Nons-
mooth Analysis and Control Theory. Berlin, Germany: Springer, 2008,
vol. 178.

[12] L. C. Evans and P. E. Souganidis, “Differential games and representation
formulas for solutions of Hamilton–Jacobi–Isaacs equations,” Wisconsin
Univ-Madison Mathematics Research Center, Tech. Rep., 1983.

[13] J. Borwein and A. Lewis, Convex Analysis. Berlin, Germany: Springer,
2006.

[14] S. Ruder, “An overview of gradient descent optimization algorithms,”
2016, arXiv:1609.04747.

[15] J. Guanetti, Y. Kim, and F. Borrelli, “Control of connected and automated
vehicles: State of the art and future challenges,” Annu. Rev. Control, vol. 45,
pp. 18–40, 2018.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


