
3054 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 68, NO. 5, MAY 2023

Data-Driven Reachability Analysis
From Noisy Data

Amr Alanwar , Member, IEEE, Anne Koch , Frank Allgöwer , Member, IEEE,
and Karl Henrik Johansson , Fellow, IEEE

Abstract—We consider the problem of computing reach-
able sets directly from noisy data without a given system
model. Several reachability algorithms are presented for
different types of systems generating the data. First, an
algorithm for computing over-approximated reachable sets
based on matrix zonotopes is proposed for linear systems.
Constrained matrix zonotopes are introduced to provide
less conservative reachable sets at the cost of increased
computational expenses and utilized to incorporate prior
knowledge about the unknown system model. Then we ex-
tend the approach to polynomial systems and, under the
assumption of Lipschitz continuity, to nonlinear systems.
Theoretical guarantees are given for these algorithms in
that they give a proper over-approximate reachable set
containing the true reachable set. Multiple numerical ex-
amples and real experiments show the applicability of the
introduced algorithms, and comparisons are made between
algorithms.

Index Terms—Constrained zonotope, discrete-time sys-
tems, reachability analysis, robustness, zonotope.

I. INTRODUCTION

SAFETY-CRITICAL applications require guaranteed state
inclusion in a bounded set to provably avoid unsafe sets.

This motivates the need for reachability analysis which com-
putes the union of all possible trajectories that a system can reach
within a finite or infinite time when starting from a bounded
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Fig. 1. Reachable sets consistent with noisy input-state data are com-
puted while making use of side information if available.

set of initial states [1]. The most popular approaches for com-
puting reachable sets are set-propagation and simulation-based
techniques. Set-propagation techniques propagate reachable sets
for consecutive time steps. The efficiency depends on the set
representation and the technique used. For instance, Taylor series
methods propagate enclosures over discrete time by constructing
a Taylor expansion of the states with respect to time and bound-
ing the coefficients [2]. The resulting enclosure is then inflated
by a bound on the truncation error. Other set representations
are polyhedra [3], zonotopes [4], (sparse) polynomial zono-
topes [5], ellipsoids [6], and support functions [7]. Zonotopes
have favorable properties as they can be represented compactly
and are closed under Minkowski sum and linear mapping. The
simulation-based approach in [8] over-approximates the reach-
able set by a collection of tubes around trajectories such that
the union of these tubes provides an over-approximation of the
reachable set. Sampling-based approach that utilizes random set
theory is presented in [9].

While there is a considerable amount of literature on
computing reachable sets for different model classes, these
methods assume an a priori given model. Obtaining a model
that adequately describes the system from first principles
or noisy data is usually challenging and time-consuming.
Simultaneously, system data in the form of measured trajectories
are often readily available in many applications. Therefore, we
are interested in reachability analysis directly from noisy data
of an unknown system model. One recent contribution in this
direction can be found in [10], where the authors introduce
two data-driven methods for computing the reachable sets
with probabilistic guarantees. The first method represents the
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reachability problem as a binary classification problem using a
Gaussian process classifier. The second method makes use of a
Monte Carlo sampling approach to compute the reachable set.
A probabilistic reachability analysis is proposed for general
nonlinear systems using level sets of Christoffel functions
in [11] where they guarantee that the algorithm’s output is an
accurate reachable set approximation in a probabilistic sense.

Over-approximating reachable sets from data are considered
in [12] based on interval Taylor-based methods applied to
systems with dynamics described as differential inclusions;
however, the proposed approach only works under the
assumption of prior nonlinear terms bound. Another interesting
method is introduced in [13], where the model is assumed to
be partially known, and data are used to learn an additional
Lipschitz continuous state-dependent uncertainty, where the
unknown part is assumed to be bounded by a known set. We
believe that computing guaranteed reachable sets from noisy
data is still an open problem.

The main idea underlying the introduced data-driven reach-
ability framework is visualized in Fig. 1, where we compute
data-driven reachable sets based on matrix zonotope recursion.
In order to guarantee that the reachable set encloses all system
trajectories from finite noisy data, we compute a matrix zonotope
that encloses all models that are consistent with the noisy data
instead of depending on a single model that might be incorrect.
The true model is guaranteed to be within the set of models.
We then propagate the initial set forward, utilizing this matrix
zonotope to compute the reachable set. We also provide an
improved reachability analysis algorithm that provides a less
conservative over-approximation of the reachable set at the cost
of additional computational expenses. This improved analysis
scheme is enabled by introducing a new set representation,
namely, constrained matrix zonotopes. We utilize this novel
set representation and the corresponding operations additionally
to provide a systematic approach on how supplementary prior
knowledge about the unknown model, like states decoupling,
partial model knowledge, or given bounds on certain entries in
the system matrices, can be incorporated into the reachability
analysis. We then extend our approach to two classes of non-
linear systems: polynomial systems and Lipschitz systems. All
used codes to recreate our findings are publicly available.1

We will specifically build upon ideas used in [14], [15], [16]
and [17], [18], [19], [20] for data-driven analysis and data-driven
controller design, respectively. In these works, the data are used
to characterize all models that are consistent with the data. This
characterization enables a computational approach for direct
systems analysis and design without explicitly identifying a
model.

The main contributions of this article are as follows.
1) An algorithm is proposed to compute the reachable sets

of an unknown control system from noise-corrupted
input-state measurements using matrix zonotopes (Algo-
rithm 1). The resultant reachable sets are shown to over-
approximate the model-based reachable sets for linear
time-invariant (LTI) systems (Theorem 1).

2) A new set representation named constrained matrix zono-
tope (Definition 5) and its essential operations are pro-
posed.

1[Online]. Available: https://github.com/aalanwar/Data-Driven-Reachabi
lity-Analysis

3) The constrained matrix zonotope is exploited in Algo-
rithm 2 by providing less conservative reachable sets us-
ing the exact noise description. The computed reachable
sets over-approximate the model-based reachable sets for
LTI systems (Theorem 2).

4) A general framework is introduced for incorporating side
information like states decoupling, partial model knowl-
edge, or given bounds on certain entries in the system
matrices about the unknown model (Algorithm 3) into
the reachability analysis, which further decreases the
conservatism of the resulting reachable sets. The resultant
reachable sets over-approximate the model-based reach-
able set for LTI systems (Theorem 3).

5) An algorithm is proposed for reachability analysis in
the existence of process and measurement noise for LTI
systems (Algorithm 4).

6) An algorithm (Algorithm 5) is proposed for computing the
reachable sets that are guaranteed to over-approximate the
exact reachable set for polynomial systems (Theorem 4).
A variant of the LTI side information framework can be
used for the polynomial systems.

7) An algorithm is proposed for computing the reachable
set (Algorithm 6), which results in reachable sets that
are guaranteed to over-approximate the exact reachable
sets of nonlinear systems under a Lipschitz continuity
assumption (Theorem 5).

8) A real experiment along with a comparison between
the proposed algorithms and the alternative direction of
system identification, synthesizing a reachset conformant
model [21], and model-based reachability analysis is
provided.

As discussed in more detail before, there have been a few
approaches to infer the reachable sets directly from data, mostly
without providing guarantees in the case of noisy data. An
alternative approach is to apply well-known system identifi-
cation approaches and consecutively do model-based reacha-
bility analysis. Thus, we include a comparison to a standard
system identification method in Section VI while considering
2σ uncertainty bound in the model-based reachability analysis.
Interesting recent results on system identification with proba-
bilistic guarantees from finite noisy data include concentration
bounds [22]. Another very related approach is set member-
ship estimation (see, e.g., [23]), where the tradeoff between
conservatism and computational expenses is usually of central
importance, which we will also encounter in the course of this
article.

This article is an extension to our previous work in [24], where
we introduced the basic idea of computing the reachable set by
using matrix zonotopes over-approximating the set of models
consistent with the data. In this work, we significantly extend
and improve the ideas in [24] by introducing the constrained
matrix zonotope and its essential set of operations which allow
the incorporation of side information about the unknown model
and provide less conservative reachable sets. We also enhance
the proposed nonlinear Lipschitz reachability analysis method
in [24]. Furthermore, we propose a new approach for computing
the reachable sets of polynomial systems, and we consider mea-
surement noise for linear systems. Our initial ideas in [24] have
been utilized in different applications like data-driven predictive
control [25] and set-based estimation [26].

https://github.com/aalanwar/Data-Driven-Reachability-Analysis
https://github.com/aalanwar/Data-Driven-Reachability-Analysis
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The rest of this article is organized as follows: the problem
statement and preliminaries are defined in Section II. The new
set representation (constrained matrix zonotope) is proposed in
Section III. Data-driven reachability analysis for LTI systems
is proposed in Section IV, including a framework to include
prior knowledge into the analysis approach. Then, we extend
the proposed approach to nonlinear systems in Section V. The
introduced approaches are applied to multiple numerical exam-
ples and experiments in Section VI and, finally, Section VII
concludes this article.

II. PROBLEM STATEMENT AND PRELIMINARIES

We start by defining some set representations that are used in
the reachability analysis.

A. Set Representations

We define the following sets.
Definition 1 (Zonotope [27]): Given a center cZ ∈ Rnx

and γZ ∈ N generator vectors in a generator matrix GZ =[
g
(1)
Z . . . g

(γZ)
Z

]
∈ Rnx×γZ , a zonotope is defined as

Z =

{
x ∈ Rnx

∣∣∣ x = cZ +

γZ∑
i=1

β(i) g
(i)
Z ,−1 ≤ β(i) ≤ 1

}
.

(1)
We use the shorthand notation Z = 〈cZ , GZ〉 for a zonotope.

Let L ∈ Rm×nx be a linear map. Then LZ = 〈LcZ , LGZ〉
[28, p.18]. Given two zonotopes Z1 = 〈cZ1

, GZ1
〉 and Z2 =

〈cZ2
, GZ2

〉, the Minkowski sum Z1 ⊕Z2 = {z1 + z2|z1 ∈
Z1, z2 ∈ Z2} can be computed exactly as follows [27]:

Z1 ⊕Z2 =
〈
cZ1

+ cZ2
, [GZ1

, GZ2
]
〉
. (2)

For simplicity, we use the notation + instead of ⊕ to denote
the Minkowski sum as the type can be determined from the
context. Similarly, we use Z1 −Z2 to denote Z1 +−1Z2, not
the Minkowski difference. We define and compute the Cartesian
product of two zonotopes Z1 and Z2 by

Z1 ×Z2 =

⎧⎨
⎩
[
z1
z2

] ∣∣∣∣z1 ∈ Z1, z2 ∈ Z2

⎫⎬
⎭

=

〈[
cZ1

cZ2

]
,

[
GZ1

0
0 GZ2

]〉
. (3)

Definition 2 (Matrix zonotope [28, p. 52]): Given a center
matrix CM ∈ Rnx×p and γM ∈ N generator matrices G̃M =[
G

(1)
M . . . G

(γM)
M

]
∈ Rnx×(pγM), a matrix zonotope is de-

fined as

M=

{
X∈Rnx×p

∣∣∣ X=CM+

γM∑
i=1

β(i) G
(i)
M ,−1≤β(i)≤1

}
.

(4)
We use the shorthand notation M = 〈CM, G̃M〉 for a matrix
zonotope.

Zonotopes have been extended in [29] to represent arbitrary
convex polytopes by applying constraints on the β factors.

Definition 3 (Constrained Zonotope [29, Prop. 1]): An nx-
dimensional constrained zonotope is defined by

C={x ∈ Rnx |x = cC+GCβ, ACβ=bC , ‖β‖∞≤1} (5)

where cC ∈ Rnx is the center, GC ∈ Rnx×ng is the generator
matrix and AC ∈ Rnc×ng and bC ∈ Rnc denote the constraints.
In short, we use the shorthand notation C = 〈cC , GC , AC , bC〉 for
a constrained zonotope.

The main advantage of constrained zonotopes compared to
polyhedral sets is that constrained zonotopes inherit the excellent
scaling properties of zonotopes for increasing state-space dimen-
sions since they are also based on a generator representation for
sets [30].

B. Problem Statement

We consider a discrete-time system

x(k + 1) = f(x(k), u(k)) + w(k)

y(k) = x(k) + v(k) (6)

where f : Rnx × Rnu → Rnx a twice differentiable unknown
function, w(k) ∈ Zw ⊂ Rnx denotes the noise bounded by a
noise zonotope Zw, u(k) ∈ Uk ⊂ Rnu the input bounded by
an input zonotope Uk, y(k) ∈ Rnx the measured state that is
additionally corrupted by measurement noise v(k) ∈ Zv ⊂ Rnx

bounded by the measurement noise zonotope Zv , and
x(0) ∈ X0 ⊂ Rnx the initial state of the system bounded by
the initial set X0.

Reachability analysis computes the set of states x(k) which
can be reached given a set of uncertain initial states X0 and a
set of uncertain inputs Uk. More formally, it can be defined as
follows:

Definition 4 (Exact reachable set): The exact reachable
set RN after N time steps subject to inputs u(k) ∈ Uk,
∀k={0, . . . , N − 1}, and noisew(·) ∈ Zw, is the set of all states
trajectories starting from initial set X0 after N steps

RN =
{
x(N) ∈ Rnx

∣∣x(k+1) = f(x(k), u(k)) + w(k)

x(0) ∈ X0, u(k) ∈ Uk, w(k) ∈ Zw :

∀k ∈ {0, . . ., N−1}} . (7)

We aim to compute an over-approximation of the exact reach-
able sets when the model of the system in (6) is unknown, but
input and noisy state trajectories are available. More specifically,
we aim to compute data-driven reachable sets in the following
cases:

1) LTI systems in Section IV-A

x(k + 1) = Atrx(k) +Btru(k) + w(k).

where
[
Atr Btr

]
denotes the true system model.

2) LTI systems given additional side information about the
unknown model in Section IV-B.

3) LTI systems with measurement noise in Section IV-C

x(k + 1) = Atrx(k) +Btru(k) + w(k)

y(k) = x(k) + v(k).

4) Polynomial systems in Section V-A.
5) Lipschitz nonlinear systems in Section V-B.
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Instead of having access to a mathematical model of the
system, we consider K input-state trajectories of different
lengths Ti + 1, denoted by {u(i)(k)}Ti−1

k=0 , and {x(i)(k)}Ti

k=0,
i = 1, . . . ,K. We collect the set of all data sequences in the
following matrices:

X =
[
x(1)(0) . . . x(1)(T1) . . . x

(K)(0) . . . x(K)(TK)
]
.

Let us further denote the shifted signals

X+ =
[
x(1)(1) . . . x(1)(T1) . . . x

(K)(1) . . . x(K)(TK)
]

X− =
[
x(1)(0) . . . x(1)(T1−1) . . . x(K)(0) . . . x(K)(TK−1)

]
U− =

[
u(1)(0) . . . u(1)(T1−1). . .u(K)(0) . . . u(K)(TK−1)

]
.

The total amount of data points from all available shifted signals
is denoted by T =

∑K
i=1 Ti, and we denote the set of all avail-

able data by D = (U−, X). Note that when dealing with mea-
surement noise, we will consider the trajectories {y(i)(k)}Ti

k=0

instead of {x(i)(k)}Ti

k=0.

C. Noise Zonotope and Notations

We denote the unknown process noise in state trajectory i by
ŵ(i)(·). It follows directly that the stacked matrix of the noise
ŵ(i)(k) in the collected data:

Ŵ−=
[
ŵ(1)(0). . .ŵ(1)(T1−1). . .ŵ(K)(0). . .ŵ(K)(TK−1)

]
is an element of the set Mw where Mw = 〈CMw

, G̃Mw
〉, with

G̃Mw
=
[
G

(1)
Mw

. . . G
(γMw )
Mw

]
. (8)

Note that Mw is the matrix zonotope resulting from
the concatenation of multiple noise zonotopes Zw =〈
cZw

,
[
g
(1)
Zw

. . . g
(γZw )
Zw

]〉
as follows:

CMw
=

[
cZw

. . . cZw

]
(9)

G
(1+(i−1)T )
Mw

=
[
g
(i)
Zw

0n×(T−1)

]
G

(j+(i−1)T )
Mw

=
[
0n×(j−1) g

(i)
Zw

0n×(T−j)

]
G

(T+(i−1)T )
Mw

=
[
0n×(T−1) g

(i)
Zw

]
. (10)

∀i = {1, . . . , γZw
}, j = {2, . . . , T − 1}. The set of real and

natural numbers are denoted as R and N, respectively, and
N0 = N ∪ {0}. The transpose and Moore–Penrose pseudoin-
verse of a matrix X are denoted as X
 and X†, respectively.
We denote the Kronecker product by ⊗. We denote the element
at row i and column j of matrix A by (A)i,j and column j
of A by (A).,j . For a list or vector of elements, we denote
the element i of vector or list a by a(i). For a given matrix
A, A0

(i,j) denotes a matrix of same size as A with zero entries
everywhere except for the value (A)i,j at row i and column
j. The vectorization of a matrix A is defined by vec(A). The
elementwise multiplication of two matrices is denoted by �.
We denote the over-approximation of a reachable set Rk by an
interval by int(Rk). We define also for N time steps

F = ∪N
k=0(Rk × Uk). (11)

TABLE I
COMPLEXITY COMPARISON BETWEEN SETS WITH γZ = nx AND

L ∈ Rm×nx [31].

Finally, we denote all system matrices
[
A B

]
that are consis-

tent with the data D = (U−, X) by NΣ

NΣ =

{[
A B

] ∣∣∣∣ X+ = AX− +BU− +W−,W− ∈ Mw

}
.

(12)

By assumption,
[
Atr Btr

] ∈ NΣ.

III. CONSTRAINED MATRIX ZONOTOPE

Zonotopes have advantages over polytopes in both V-
representation and H-representations as summarized in Table I.
It is beneficial to extend the notion of matrix zonotopes to
constrained matrix zonotopes as follows.

Definition 5 (Constrained matrix zonotope): Given a center
matrix CN ∈ Rnx×p and a number γN ∈ N of generator ma-
trices G̃N = [G

(1)
N . . . G

(γN )
N ] ∈ Rnx×(pγN ), as well as matrices

ÃN = [A
(1)
N . . . A

(γN )
N ] ∈ Rnc×(naγN ) and BN ∈ Rnc×na con-

straining the factors β(1:γN ), a constrained matrix zonotope is
defined by

N =

{
X ∈ Rnx×p

∣∣∣ X = CN +

γN∑
i=1

β(i) G
(i)
N

γN∑
i=1

β(i)A
(i)
N = BN ,−1 ≤ β(i) ≤ 1

}
.

Furthermore, we define the shorthand notation
N=〈CN , G̃N , ÃN , BN 〉 for a constrained matrix zonotope.

The constrained matrix zonotopes are closed under
Minkowski sum and multiplication by a scalar which can be
computed as follows.

Proposition 1: For every N1=〈CN1
, G̃N1

, ÃN1
, BN1

〉 ⊂
Rnx×p, N2 = 〈CN2

, G̃N2
, ÃN2

, BN2
〉⊂Rnx×p, and R∈Rk×nx

the following identities hold:

RN1 = 〈RCN1
, RG̃N1

, ÃN1
, BN1

〉, (13)

N1+N2=

〈
CN1

+ CN2
, [G̃N1

, G̃N2
], ÃN12

,

[
BN1

0
0 BN2

]〉
(14)

where

ÃN12
=

[[
A

(1)
N1

0
0 0

]
. . .

[
A

(γN1
)

N1
0

0 0

][
0 0

0 A
(1)
N2

]
. . .

[
0 0

0 A
(γN2

)

N2

]]
.

A proof of Proposition 1 is provided in the Appendix for
completeness. During the propagation of the reachable sets, we
additionally need to multiply the constrained matrix zonotope
by a zonotope or constrained zonotope. The result of both oper-
ations can be over-approximated by a constrained zonotope. We
provide these operations in the following proposition in which
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we multiply centers and generators of the constrained zonotope
by the center and generators of the constrained matrix zonotope.
Instead of finding the factor range β that satisfies the constraints
of the constrained matrix zonotope and constrained zonotope,
we scale down the generators that result from the multiplications
by a scalar d̄.

Proposition 2: For every N = 〈CN , G̃N , ÃN , BN 〉 ⊂
Rp×nx , and C = 〈cC , GC , AC , bC〉 ⊂ Rnx the following identity
holds:

NC ⊆
〈
CN cC ,

[
G̃N cC CNGC Gf

]
[
ANC 0 0
0 AC 0

]
,

[
vec(BN )

bC

]〉
(15)

where

ANC =
[

vec(A(1)
N ) . . . vec(A(γN )

N )
]

Gf =
[
g
(1)
f . . . g

(γCγN )
f

]
g
(k)
f = d̄(k)G

(i)
N g

(j)
C , ∃ k ∀i = {1, . . . , γN}, and

j = {1, . . . , γC} such that k = {1, . . . , γCγN} (16)

d̄(k) = max(|β(i)
L,Nβ

(j)
L,C|, |β(i)

L,Nβ
(j)
U,C|, |β(i)

U,Nβ
(j)
L,C|,

× |β(i)
U,Nβ

(j)
U,C|) (17)

β
(i)
L,N = min

β(i)
β(i) :

γN∑
j=1

β(j)A
(j)
N = BN , ‖β‖∞ ≤ 1 (18)

β
(i)
U,N = max

β(i)
β(i) :

γN∑
j=1

β(j)A
(j)
N = BN , ‖β‖∞ ≤ 1 (19)

β
(j)
L,C = min

β(j)
β(j) : ACβ = bC , ‖β‖∞ ≤ 1 (20)

β
(j)
U,C = max

β(j)
β(j) : ACβ = bC , ‖β‖∞ ≤ 1. (21)

A proof of Proposition 2 is provided in the Appendix.

IV. DATA-DRIVEN REACHABILITY FOR LINEAR SYSTEMS

We consider in this section LTI systems given 1) data cor-
rupted by process noise; 2) data corrupted by process noise while
having additional prior information on the system matrices; 3)
data corrupted by process noise and measurement noise.

A. Linear Systems With Process Noise

Consider a discrete-time linear system

x(k + 1) = Atrx(k) +Btru(k) + w(k) (22)

where Atr ∈ Rnx×nx , and Btr ∈ Rnx×nu . Due to the presence
of noise, there generally exist multiple matrices

[
A B

]
that

are consistent with the data. To provide reachability analysis
guarantees, we need to consider all models that are consistent
with the data. Therefore, we are interested in computing a set
MΣ that contains all possible

[
A B

]
that are consistent with

the input-state measurements and the given noise bound and we

guarantee that the true model
[
Atr Btr

]
is inside the set of mod-

els MΣ. We build upon ideas from [15] to our zonotopic noise
descriptions, which yields a matrix zonotope MΣ ⊇ NΣ paving
the way to a computationally simple reachability analysis.

Lemma 1: Given input-state trajectories D = (U−, X) of the

system in (22) such that
[
X


− U

−
]


has a full row rank, then
the matrix zonotope

MΣ = (X+ −Mw)

[
X−
U−

]†
(23)

contains all matrices
[
A B

]
that are consistent with the data

D = (U−, X) and the noise bound, i.e., MΣ ⊇ NΣ.
Proof: For any

[
A B

] ∈ NΣ, we know that there exists a
W− ∈ Mw such that

AX− +BU− = X+ −W−. (24)

Every W− ∈ Mw can be represented by a specific choice β̂(i)
Mw

,

−1 ≤ β̂
(i)
Mw

≤ 1, i = 1, . . . , γMw
, that results in a matrix inside

the matrix zonotope Mw

W− = CMw
+

γMw∑
i=1

β̂
(i)
Mw

G
(i)
Mw

.

Multiplying by

[
X−
U−

]†
from the right to both sides in (24) yields

[
A B

]
=

(
X+ − CMw

−
γMw∑
i=1

β̂
(i)
Mw

G
(i)
Mw

)[
X−
U−

]†
. (25)

Hence, for all
[
A B

] ∈ NΣ, there exists β̂(i)
Mw

,−1 ≤ β̂
(i)
Mw

≤
1, i = 1, . . . , γMw

, such that (25) holds. Therefore, for all[
A B

] ∈ NΣ, it also holds that
[
A B

] ∈ MΣ as defined
in (23), which concludes the proof. �

Remark 1: The condition of having the full matrix row rank,
i.e., rank

[
X


− U

−
]


= nx + nu in Lemma 1 implies that

there exists a right-inverse of the matrix
[
X


− U

−
]


. This con-
dition can be easily checked given the data. Note that for noise-
free measurements, this rank condition can also be enforced by
choosing the input persistently exciting of order nx + 1 if the
system is controllable (compare to [32, Corollary∼2]).

To guarantee an over-approximation of the reachable sets for
the unknown system, we need to consider the union of reachable
sets of all

[
A B

]
that are consistent with the data. We apply the

results of Lemma 1 and do reachability analysis to all systems in
the setMΣ. Let R̂k denotes the reachable set computed based on
the noisy data using matrix zonotopes. We propose Algorithm 1
to compute R̂k as an over-approximation of the exact reachable
setRk. The set of models that is consistent with data is computed
in line 2 which is then utilized in the recursion of computing the
reachable set R̂k+1 in line 4. The following theorem proves that
R̂k ⊇ Rk.

Theorem 1: Given input-state trajectories D = (U−, X) of

the system in (22) such that
[
X


− U

−
]


has a full row
rank, then the reachable set computed in Algorithm 1 over-
approximates the exact reachable set, i.e., R̂k ⊇ Rk.

Proof: The reachable set computed based on the model can
be found using

Rk+1 =
[
Atr Btr

]
(Rk × Uk) + Zw. (26)
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Algorithm 1: LTI-Reachability.

Input: input-state trajectories D = (U−, X), initial set X0,
process noise zonotope Zw and matrix zonotope Mw, and
input zonotope Uk, ∀k = 0, . . . , N − 1

Output: reachable sets R̂k, ∀k = 1, . . . , N

1: R̂0 = X0

2: MΣ = (X+ −Mw)

[
X−
U−

]†
3: for k = 0 : N − 1 do
4: R̂k+1 = MΣ(R̂k × Uk) + Zw

5: end for

Since
[
Atr Btr

]∈MΣ according to Lemma 1 and both Rk

and R̂k start from the same initial set X0, it holds that
Rk+1 ⊆ R̂k+1. �

Lemma 1 provides a matrix zonotope MΣ which comprises
all

[
A B

]
that are consistent with the data and the noise

bound. However, not all elements of the matrix zonotope MΣ

correspond to a system in (22) that can explain the data given the
noise bound, i.e.,MΣ is in fact a superset of all

[
A B

]
that are

consistent with the data (NΣ ⊆ MΣ). As discussed in [15] and
[18], X+ −W− might not be explainable by AX− + BU− for
all possible W− ∈ Mw. More precisely, there might not exists
a solution

[
A B

]
to the system of linear equations

[
A B

] [X−
U−

]
= X+ −W−

for all W− ∈ Mw. An exact description for all systems consis-
tent with the data and the noise bound would therefore be the
set

NΣ = (X+ −Nw)

[
X−
U−

]†
(27)

with

Nw =

{
W− ∈ Mw

∣∣∣∣∣ (X+ −W−)
[
X−
U−

]⊥
= 0

}
(28)

where

[
X−
U−

]⊥
denotes a matrix containing a basis of the kernel

of
[
X


− U

−
]


. RepresentingNw andNΣ is not possible using
state-of-the-art zonotopes representations. Therefore, we pro-
pose the constrained matrix zonotope introduced in Section III
as a new set representation that can represent the sets Nw

and thereby NΣ to compute a less conservative reachable set
R̄k at the cost of increasing the computational complexity in
Algorithm 2. Due to adding constraints, R̄k is a constrained
zonotope for k > 0 different from R̂k which is a zonotope. We
first compute the exact noise description Nw in lines 2 to 5.
Then, we compute the set of models NΣ that is consistent with
the exact noise description in line 6 which is further utilized in
the recursion of computing the reachable set R̄k+1 in line 8. The
following theorem proves that Rk ⊆ R̄k.

Theorem 2: Given input-state trajectories D = (U−, X) of

the system in (22) such that
[
X


− U

−
]


has a full row

Algorithm 2: LTI-Constrained-Reachability.

Input: input-state trajectories D = (U−, X), initial set X0,
process noise zonotope Zw and matrix zonotope Mw, and
input zonotope Uk, ∀k = 0, . . . , N − 1

Output: reachable sets R̄k, ∀k = 1, . . . , N
1: R̄0 = X0

2: A(i)
Nw

= G
(i)
Mw

[
X−
U−

]⊥
, ∀i = {1, . . . , γZw

T}

3: ÃNw
=
[
A

(1)
Nw

. . . A
(γZwT )
Nw

]
4: BNw

= (X+ − CMw
)

[
X−
U−

]⊥
5: Nw = 〈CMw

, G̃Mw
, ÃNw

, BNw
〉

6: NΣ = (X+ −Nw)

[
X−
U−

]†
7: for k = 0 : N − 1 do
8: R̄k+1 = NΣ(R̄k × Uk) + Zw

9: end for

rank, then the reachable set computed in Algorithm 2 over-
approximates the exact reachable set, i.e., R̄k ⊇ Rk.

Proof: As pointed out in [18], the condition for the existence
of a solution F[A B] to the system of linear equations

F[A B]

[
X−
U−

]
= X+ −W−

or equivalently[
X−
U−

]

F

[A B] = (X+ −W−)
 (29)

can be reformulated via the Fredholm alternative as[
X−
U−

]
z̃ = 0 ⇒ (X+ −W−)z̃ = 0

which means that any vector z̃ ∈ RT in the kernel of[
X


− U

−
]


must also lie in the kernel of X+ −W−. Since[
X−
U−

]⊥
contains a basis of the kernel of

[
X


− U

−
]


, another

equivalent condition for the existence of a solution F[A B] in
(29) is hence

(X+ −W−)
[
X−
U−

]⊥
= 0. (30)

Considering the constraint (30) together with the bounding
matrix zonotope Mw = 〈CMw

, G̃Mw
〉, we find(

X+ − CMw
−

γZwT∑
i=1

β(i)G
(i)
Mw

)[
X−
U−

]⊥
= 0. (31)

Rearranging (31) results in

(X+ − CMw
)

[
X−
U−

]⊥
︸ ︷︷ ︸

BNw

=

γZwT∑
i=1

β(i) G
(i)
Mw

[
X−
U−

]⊥
︸ ︷︷ ︸

A
(i)
Nw

.

�
Remark 2: Algorithm 2 provides a less conservative descrip-

tion of the data-driven reachable set compared to Algorithm 1
by utilizing a less conservative description of the set of systems
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Algorithm 3: LTI-Side-Info-Reachability.

Input: input-state trajectories D = (U−, X), initial set X0,
process noise zonotope Zw and matrix zonotope Mw,
side information in terms of Q̄, Ȳ , and R̄, and input
zonotope Uk, ∀k = 0, . . . , N − 1

Output: reachable sets R̄k, ∀k = 1, . . . , N
1: R̄s

0 = X0

Equivalent to lines 2:6 of Algorithm 2
7: G(i)

Ns
= G

(i)
NΣ

, ∀i = {1, . . . , γZw
T}

8: G(i)
Ns

=0, ∀i= {γZw
T +1, . . ., γZw

T +ns(nx +nu)}
9: G̃Ns =

[
G

(1)
Ns

. . . G
(γZwT+ns(nx+nu))
Ns

]
10: A(i)

Ns
=

[
A

(i)
NΣ

Q̄G
(i)
NΣ

0

]
, ∀i = {1, . . . , γZw

T}

11: A(γZwT+k)
Ns

=

[
0

−R̄0
(i,j) 0

]
, ∃ k ∀ i = {1, . . . , nx},

j = {1, . . . , nu}, such that k = {1, . . . , ns(nx + nu)}
12: ÃNs =

[
A

(1)
Ns

. . . A
(γZwT+ns(nx+nu))
Ns

]
13: BNs =

[
BNΣ

Ȳ − Q̄CNΣ
0

]
14: Ns = 〈CNΣ

, G̃Ns , ÃNs , BNs〉
15: for k = 0 : N − 1 do
16: R̄s

k+1 = Ns(R̄s
k × Uk) + Zw

17: end for

consistent with the data. To be more precise,NΣ in (27) with (28)
is an equivalent description of all systems consistent with the
data and the noise bound (compare [15, Lemma 8]). However,
applying the reachability analysis in line 8 of Algorithm 2
requires multiplying constrained matrix zonotopes by zonotopes
and constrained zonotopes. For this multiplication, we intro-
duced a guaranteed over-approximation in Proposition 2, which
hence introduces conservatism into the proposed reachability
analysis approach.

Note that initial zonotope X0 captures all the uncertainty
in the initial state. Next, we provide a general framework for
incorporating side information about the unknown model.

B. Linear Systems With Side Information

Consider a scenario in which we have prior side information
about the unknown model from the physics of the problem or any
other source. It would be beneficial to make use of this side infor-
mation to have less conservative reachable sets. In the following,
we propose a framework to incorporate side information about
the unknown model, like decoupled dynamics, partial model
knowledge, or prior bounds on entries in the system matrices.
More specifically, we consider any side information that can be
formulated as ∣∣∣∣Q̄ [

Atr Btr
]− Ȳ

∣∣∣∣ ≤ R̄ (32)

where Q̄∈Rns×nx , Ȳ ∈Rns×(nx+nu), and R̄∈Rns×(nx+nu)

are matrices defining the side information which is known to
hold for the true system matrices

[
Atr Btr

]
. Here, the operators

| · | and ≤ are elementwise operators. To incorporate such side

information into the reachability analysis, we utilize once again
the newly introduced set of constrained matrix zonotopes. We
introduce a reachability analysis in Algorithm 3 on the basis of
the set of system matrices

[
A B

]
that is consistent with the

data (including the less conservative noise handling in Nw) as
well as the a priori known side information in (32). We denote
the reachable set computed based on the side information by
R̄s

k. Algorithm 3 summarizes the required computation to in-
corporate the side information. After setting R̄s

0 = X0 in line 1,
we compute the exact noise description Nw and exact set of
models NΣ consistent with the noisy data in lines 2:6 similar to
Algorithm 2. Next, we compute the set of models Ns consistent
with the side of the information in lines 7 to 14. Finally, we
compute the recursion of the reachable sets in line 16. The
following theorem proves that R̄s

k ⊇ Rk.
Theorem 3: Given input-state trajectories D = (U−, X) of

the system in (22) such that
[
X


− U

−
]


has a full row rank,
and side information in the form of (32), then, the reachable set
computed in Algorithm 3 over-approximates the exact reachable
set, i.e., R̄s

k ⊇ Rk.
Proof: For all matrices

[
As Bs

]
that satisfy the side in-

formation (32), there exists a matrix D̄ ∈ Rns×(nx+nu) with
(D̄)i,j ∈ [−1, 1] such that

Q̄
[
As Bs

]− Ȳ =

ns∑
i=1

nx+nu∑
j=1

R̄0
(i,j) � D̄. (33)

Additionally, we know that all system matrices consistent with
the data

[
A B

] ∈ NΣ are bounded by the constrained matrix
zonotope NΣ, i.e.,

[
A B

]
= CNΣ

+

γZwT∑
i=1

β
(i)
NΣ

G
(i)
NΣ

(34)

with
γZwT∑
i=1

β
(i)
NΣ

A
(i)
NΣ

= BNΣ
. (35)

Inserting (34) in (33) results in

Ȳ − Q̄CNΣ
= Q̄

γZwT∑
i=1

β
(i)
NΣ

G
(i)
NΣ

−
ns∑
i=1

nx+nu∑
j=1

R̄0
(i,j) � D̄.

(36)

With (D̄)i,j ∈ [−1, 1], we can concatenate (D̄)i,j to βNΣ
con-

stituting βNs . Then, combining (35) with the new constraints in
(36) yields ÃNs and BNs . We add zero generators to maintain
the correct number of generators. �

Remark 3: Note that the reachable sets computed in Algo-
rithm 3 using side information are less conservative than the ones
computed in Algorithm 2 using constrained matrix zonotopes
which in turn are less conservative than the ones computed
in Algorithm 1 using the matrix zonotope, i.e., Rk ⊆ R̄s

k ⊆
R̄k ⊆ R̂k, as additional information is included in the form of
additional constraints.

Remark 4: The multiplication between a zonotope and ma-
trix zonotopes is computed exactly in line 4 of Algorithm 1.
However, the multiplication between a constrained zonotope
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and a constrained matrix zonotope is over-approximated using
Proposition 2 in line 8 of Algorithm 2 and line 16 of Algorithm 3.

Remark 5: The computational complexity of our proposed
algorithms depends on the number of generators of the reachable
sets, the number of generators of the input zonotope, and the
number of generators of the matrix zonotope. A reduce operator
for zonotopes [33] or constrained zonotopes [29] is usually used
to get over-approximated reachable sets with a lower number of
generators at each iteration in order to decrease the complexity. It
is O(nx(nx + nu)γMΣ

(γR̂ + γUk
)) for one step of Algorithm 1

due to the multiplication in line 4.
Next, we consider dealing with measurement noise in combi-

nation with process noise.

C. Linear Systems With Measurement Noise

In the following, we consider measurement noise in addition
to process noise, i.e.,

x(k + 1) = Atrx(k) +Btru(k) + w(k)

y(k) = x(k) + v(k). (37)

Besides the input data matrix U−, we collect the noisy state
measurements Y in the matrices

Y+ =
[
y(1)(1) . . . y(1)(T1) . . . y

(K)(1) . . . y(K)(TK)
]

Y− =
[
y(1)(0) . . . y(1)(T1−1) . . . y(K)(0) . . . y(K)(TK−1)

]
.

Additionally, let Ô = V̂+ −AV̂− with

V̂+ =
[
v̂(1)(1) . . . v̂(1)(T1) . . . v̂

(K)(1) . . . v̂(K)(TK)
]

V̂− =
[
v̂(1)(0) . . . v̂(1)(T1−1) . . . v̂(K)(0) . . . v̂(K)(TK−1)

]
where v̂(i)(k), k = 0, 1, . . . , Ti, denotes again the actual mea-
surement noise sequence on trajectory i that led to the measured
input-state trajectories. If we assume knowledge of the bound
on Ô, the same approach as presented before can be pursued.

Assumption 1: The matrix Ô is bounded by a matrix zonotope
Ô ∈ Mo which is known.

Proposition 3: Given input-state trajectories (U−, Y ) of the

system in (37) such that
[
Y 

− U


−
]


has a full row rank, then
the reachable set

R̂m
k+1 = MΣ̃(R̂m

k × Uk) + Zw, R̂m
0 = X0 (38)

with

MΣ̃ = (Y+ −Mo −Mw)

[
Y−
U−

]†
(39)

over-approximates the exact reachable set, i.e., Rk ⊆ R̂m
k .

Proof: With

Y+ − (V+ −AtrV−)−W− = AtrY− +BtrU−
the proof follows the proofs of Lemma 1 and Theorem 1 given
Assumption 1. �

Next, we utilize the introduced constrained matrix zonotope
in Section III to find a less conservative set given Assumption 1.

Proposition 4: Given input-state trajectories (U−, Y ) of the

system in (37) such that
[
Y 

− U


−
]


has a full row rank, then
the reachable set

R̄m
k+1 = NΣ̃(R̄m

k × Uk) + Zw, R̄m
0 = X0 (40)

with

NΣ̃ = 〈CMΣ̃
, G̃MΣ̃

, ÃNΣ̃
, BNΣ̃

〉

ÃNΣ̃
=

[
A

(1)
NΣ̃

. . . A
(γMo+γMw )
NΣ̃

]

A
(i)
NΣ̃

= G
(i)
Mw

[
Y−
U−

]⊥
, i = {1, . . . , γMw

}

A
(i)
NΣ̃

= G
(i)
Mo

[
Y−
U−

]⊥
, i = {γMw

+ 1, . . . , γMo
+ γMw

}

BNΣ̃
= (Y+ − CMw

− CMo
)

[
Y−
U−

]⊥
(41)

over-approximates the exact reachable set, i.e., R̄m
k+1 ⊇ Rk+1,

where CMΣ̃
and G̃MΣ̃

are defined in (39).
Proof: Similar to Theorem 2, we have

(Y+ − Ŵ− − Ô)

[
Y−
U−

]⊥
= 0.

We do not know Ŵ− and Ô but we can bound them by Ŵ− ∈
Mw = 〈CMw

, G̃Mw
〉 and Ô ∈ Mo = 〈CMo

, G̃Mo
〉. There-

fore, we have(
Y+ − CMw

− CMo
−

γMw∑
i=1

β
(i)
Mw

G
(i)
Mw

−
γMo∑
i=1

β
(i)
Mo

G
(i)
Mo

)[
Y−
U−

]⊥
= 0. (42)

Let βNΣ̃
=
[
βMw

βMo

]
. Thus, we rewrite (42) as

(Y+ − CMw
− CMo

)

[
Y−
U−

]⊥
︸ ︷︷ ︸

BN
Σ̃

=

(
γMw∑
i=1

β
(i)
NΣ̃

G
(i)
Mw

+

γMo∑
i=1

β
(γMw+i)
NΣ̃

G
(i)
Mo

)[
Y−
U−

]⊥
(43)

which yields BNΣ̃
and ANΣ̃

. �
Note that a similar assumption to Assumption 1 has been taken

in [17, Assumption 2]. However, it might be difficult in practice
to find a suitable set Mo even with a given bound on v(k),
k = 0, 1, . . . , T , since A is assumed to be unknown. Therefore,
we introduce a data-based approximation for the reachable set
under the influence of the measurement noise from data. Instead
of Assumption 1, we now only consider a bound on v(k) ∈ Zv .
Similar to the matrix zonotope Mw of the modeling noise, we
have Mv = 〈CMv

, G̃Mv
〉 where V̂+, V̂− ∈ Mv . Algorithm 4

summarizes the proposed approach to deal with measurement
noise. The general idea can be described as follows.

1) Obtain an approximate model M̃ .
2) Obtain a zonotope that gives an over-approximation of

the model mismatch between the true model and the
approximate model M̃ , and the term AtrV− from data.

We obtain an approximate model using a least-squares ap-
proach as shown in line 2 of Algorithm 4. Rewriting (37) in
terms of the available data results in

Y+ − V+ = (M̃ +ΔM̃)

[
Y−
U−

]
−AtrV− +W− (44)
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Algorithm 4: LTI-Meas-Reachability.

Input: input-state trajectories D = (U−, Y ), initial set X0,
process noise zonotope Zw and matrix zonotope Mw,
measurement noise zonotope Zv and matrix zonotope
Mv , and input zonotope Uk, ∀k = 0, . . . , N − 1

Output: reachable sets R̂k, ∀k = 1, . . . , N
1: R̃m

0 = X0

2: M̃ = (Y+ − CMv
− CMw

)

[
Y−
U−

]†
3: AV = maxj

(
(Y+).,j − M̃

[
(Y−).,j
(U−).,j

])

4: AV = minj

(
(Y+).,j − M̃

[
(Y−).,j
(U−).,j

])
5: ZAV = zonotope(AV ,AV )−Zw −Zv

6: for k = 0 : N − 1 do

7: R̃m
k+1 = M̃

(
(R̃m

k + Zv)× U
)
+ ZAV + Zw

8: end for

where ΔM̃ is the model mismatch, i.e., ΔM̃ =
[
Atr Btr

]−
M̃ . Rearranging (44) to have the terms with unknown bounds
on the left-hand side results in

ΔM̃

[
Y−
U−

]
−AtrV− = Y+ − M̃

[
Y−
U−

]
−W− − V+. (45)

We aim to find a zonotope ZAV such that, ∀j = 0, . . ., T − 1,

(Y+).,j − M̃

[
(Y−).,j
(U−).,j

]
− (W−).,j − (V+).,j ∈ ZAV . (46)

To do so, we compute AV and AV in lines 3 and 4, respectively.

Then, ZAV is computed in line 5. Given that ΔM̃

[
(Y−).,j
(U−).,j

]
−

Atr(V−).,j ∈ ZAV , ∀ j = 0, . . . , T − 1, and X+ = Y+ − V+,

we rewrite (44) in terms of sets starting from R̃m
0 = X0 as shown

in line 7.
Remark 6: Algorithm 4 provides a practical approach for

computing the reachable set from noisy data (including pro-
cess and measurement noise). In order to guarantee that the
resulting reachable set is indeed an over-approximation of the
true reachable set, one would need to assume that the data

contains the upper and lower bounds on ΔM̃

[
Y−
U−

]
−AtrV−.

Mathematically speaking, we would require the availability of
data points at some indices i1 and i2 for which

ΔM̃zi1 −Atrvi1 ≥ ΔM̃z −Atrv ∀v ∈ Zv, z ∈ F .

ΔM̃zi2 −Atrvi2 ≤ ΔM̃z −Atrv ∀v ∈ Zv, z ∈ F .

holds, where zi =

[
(X−)·,i
(U−)·,i

]
∈ D. However, even if this con-

dition is not satisfied and no formal guarantees can be pro-
vided, the above approach showed its potential correctly over-
approximating the reachable sets in numerical examples.

Algorithm 5: Polynomial-Reachability.

Input: input-state trajectories D = (U−, X) of the
polynomial system in (47), initial set X0, process noise
zonotope Zw and matrix zonotope Mw, and input
zonotope Uk ∀k = 0, . . . , N − 1.

Output: reachable sets R̂p
k, ∀k = 1, . . . , N

1: R̂p
0 = X0

2: Ω =
[
h(x(0), u(0)) . . . h(x(T − 1), u(T − 1))

]
3: Mp

Σ = (X+ −Mw)Ω
†

4: for k = 0 : N − 1 do
5: R̂p

k+1 = Mp
Σ h(int(R̂p

k), int(Uk)) + Zw

6: end for

V. DATA-DRIVEN REACHABILITY FOR NONLINEAR SYSTEMS

We consider two classes of nonlinear systems, namely, poly-
nomial systems and Lipschitz nonlinear systems.

A. Polynomial Systems

We consider next a polynomial discrete-time control system

x(k + 1) = fp(x(k), u(k)) + w(k) (47)

where fp : Rnx × Rnu → Rnx is a polynomial nonlinear func-
tion. In the interest of clarity, we will sometimes omit k as the
argument of signal variables, however, the dependence on k
should be understood implicitly. Let nz = nx + nu and

z =
[
x
 u
 ]
 =

[
z
1 . . . z
nz

]
 ∈ Rnz (48)

with a misuse of the notations. By a polynomial system, we
mean that fp(z) ∈ R[z]nx is a polynomial nonlinearity, where
R[z]nx is an nx-dimensional vector with entries in R[z], which
is the set of all polynomials in the variables z1, . . . , znz

of some
degree d > 0 given by

f (i)
p (z) =

mi∑
j=1

θjz
αj,1

1 z
αj,2

2 . . . z
αj,nz
nz

with mi the number of terms in f
(i)
p (z), θj ∈ R the coefficients,

and αj = [αj,1 . . . αj,nz
]
 ∈ Nnz

0 the vectors of exponents
with

∑nz

i=1 αj,i ≤ d, for every j ∈ {1, . . . ,mi}.
We write fp(z) as follows (see [34]):

fp(z)=Θtr h(z) (49)

whereh(z) ∈ R[z]ma contains at least all the monomials present
in fp(z) and Θtr ∈ Rnx×ma contains the unknown coefficients
of the monomials in h(z). These monomials can be included
in h(z) if, for instance, the upper bound on the degree of
polynomials in fp(z) is known. Moreover, if the structure of
the polynomial function fp(z) is known, then h(z) contains all
the monomials of fp(z). Similarly to the definition of NΣ in
(12), we denote the set of unknown coefficients consistent with
the data including the true coefficients Θtr by N p

Σ. From (49),
let

Ω =
[
h(x(0), u(0)) . . . h(x(T − 1), u(T − 1))

]
.

Then, the following result computes a set of coefficients that is
consistent with the data and includes the true coefficients Θtr.

Lemma 2: Given a matrix Ω of the polynomial system in (47)
with a full row rank, then the matrix zonotope

Mp
Σ = (X+ −Mw)Ω

† (50)
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contains all matrices Θ that are consistent with the data and the
noise bound, i.e., Mp

Σ ⊇ N p
Σ.

Proof: The proof is similar to Lemma 1. We have from data
and the polynomial system in (47)

X+ = ΘtrΩ+W− (51)

where W− is the noise in the data. We do not know W− but we
can bound it by W− ∈ Mw. Hence, rearranging (51) results in
Mp

Σ in (50) where Θtr ∈ Mp
Σ given that W− ∈ Mw. �

After computing the set of coefficients that is consistent with
the data, the next open question is how to forward propagate
the reachable set. In the linear case in Section IV, we required a
linear map and Minkowski sum operations, which are provided
by zonotope properties. For polynomial systems, we need to
compute monomials of the reachable sets as shown in (49),
which is not possible using zonotopes. Thus, we propose over-
approximating the reachable set, represented by a zonotope, by
an interval, as it is possible to compute the monomials of an
interval set.

The algorithm is summarized in Algorithm 5. We first ini-
tialize the reachable set R̂p

0 in line 1. Then, at each time step
k = 0, . . . , N − 1, we convert the reachable set and the input
set into intervals by writing int(R̂p

k) and int(Uk), respectively.
Then, we substitute in the list of monomials h(int(R̂p

k), int(Uk))
using interval arithmetic. Then, in line 5, we propagate ahead
the estimated set using the matrix zonotope Mp

Σ, interval of all
monomials h(int(R̂p

k), int(Uk)), and the noise zonotope Zw.
Theorem 4: Given a matrix Ω with a full row rank of the

polynomial system in (47), then the reachable set computed
in Algorithm 5 over-approximates the exact reachable set, i.e.,
R̂p

k+1 ⊇ Rk+1.

Proof: Given that Θtr ∈ Mp
Σ, R̂p

k ⊆ int(R̂p
k), Uk ⊆ int(Uk),

and both Rk and R̂p
k start from the same initial set X0, it holds

that Rk+1 ⊆ R̂p
k+1. �

Remark 7: The condition in Lemma 2 of requiring Ω with
a full row rank implies that there exists a right-inverse of the
matrix Ω. This condition can be easily checked given the data.

Remark 8: Similar to LTI systems, we can utilize constrained
matrix zonotopes to obtain less conservative reachable sets,
denoted by R̄p

k, using the improved description of the noise
matrix zonotope Nw and propagating forward using interval
arithmetic. Furthermore, we can also include side information

|Q̄pΘtr − Ȳ p| ≤ R̄p

where Q̄p ∈ Rns×nx , Ȳ p ∈ Rns×ma , and R̄p ∈ Rns×ma are
matrices defining the side information which is known to hold
for the true system matrix Θtr ∈ Rnx×ma . The reachable sets,
denoted by R̄s,p

k , while taking the side information into account
can be computed similar to LTI systems. This will be evaluated
in the evaluation section.

B. Lipschitz Nonlinear Systems

We consider a discrete-time Lipschitz nonlinear control sys-
tem

x(k + 1) = f(x(k), u(k)) + w(k). (52)

We assume in this subsection f to be twice differentiable. A local
linearization of (52) is performed by a Taylor series expansion

Algorithm 6: Lipschitz-Reachability.

Input: input-state trajectories D = (U−, X), initial set X0,
process noise zonotope Zw and matrix zonotope Mw,
Lipschitz constant L�, covering radius δ, and input
zonotope Uk, ∀k = 0, . . . , N − 1

Output: reachable sets R′
k, ∀k = 1, . . . , N

1: R′
0 = X0

2: Zε = 〈0, diag(L�(1)δ/2, . . . , L�(nx)δ/2)〉
3: for k = 0 : N − 1 do

4: M ′ = (X+ − CMw
)

⎡
⎣ 11×T

X− − 1⊗ x�(k)
U− − 1⊗ u�(k)

⎤
⎦†

5: l = maxj

⎛
⎜⎝(X+).,j −M ′

⎡
⎣ 1
(X−).,j − x�(k)
(U−).,j − u�(k)

⎤
⎦
⎞
⎟⎠

6: l = minj

⎛
⎜⎝(X+).,j −M ′

⎡
⎣ 1
(X−).,j − x�(k)
(U−).,j − u�(k)

⎤
⎦
⎞
⎟⎠

7: ZL = zonotope(l, l)−Zw

8: R′
k+1=M ′(1× (R′

k − x�)× (Uk − u�)) + Zw +
ZL + Zε

9: end for

around the linearization point z� =

[
x�

u�

]

f(z) = f(z�) +
∂f(z)

∂z

∣∣∣
z=z�

(z − z�) + . . .

The infinite Taylor series [35] can be represented by a first-order
Taylor series and a Lagrange remainder term L(z) [28, p.65],
that depends on the model, as follows:

f(z) = f(z�) +
∂f(z)

∂z

∣∣∣
z=z�

(z − z�) + L(z). (53)

Since the model is assumed to be unknown, we aim to over-
approximate L(z) from data. We rewrite (53) as follows:

f(x, u) = f(x�, u�) +
∂f(x, u)

∂x

∣∣∣
x=x�,u=u�︸ ︷︷ ︸
Ã

(x− x�)

+
∂f(x, u)

∂u

∣∣∣
x=x�,u=u�︸ ︷︷ ︸
B̃

(u− u�) + L(x, u),

i.e.,

f(x, u) =
[
f(x�, u�) Ã B̃

] ⎡⎣ 1
x− x�

u− u�

⎤
⎦+ L(x, u). (54)

Algorithm 6 shows the proposed approach. We conduct data-
driven reachability analysis for nonlinear systems by the follow-
ing two steps:

1) Obtain an approximate linearized model from the noisy
data.

2) Obtain a zonotope that over-approximates the modeling
mismatch together with the Lagrange remainder L(z) for
the chosen system.
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To obtain an approximate linearized model, we apply a least-
squares approach. Without additional knowledge on L(z) and
w(k) ∈ Zw (or W− ∈ Mw = 〈CMw

, G̃Mw
〉), a best guess in

terms of a least-square approach is M ′ in line 4 of Algorithm 6.
To over-approximate the remainder term L(z) from data, we
need to assume that f is Lipschitz continuous for all z in the
reachable set F as defined in (11).

Assumption 2: It holds that f : F → Rnx is Lipschitz contin-
uous, i.e., that there is someL� ≥ 0 such that‖f(z)− f(z′)‖2 ≤
L�‖z − z′‖2 holds for all z, z′ ∈ F .

For data-driven methods of nonlinear systems, Lipschitz con-
tinuity is a common assumption (e.g. [36], [37]). By compact-
ness of Uk, Rk, k = 0, . . . , N , also F is compact. Therefore,
the data points D = (U−, X) are relatively dense in F such

that for any z ∈ F there exists a zi =

[
(X−)·,i
(U−)·,i

]
∈ D such

that ‖z − zi‖ ≤ δ. The quantity δ is sometimes referred to as
the covering radius or the dispersion. The following theorem
proves the over-approximation of the reachable sets R′

k out of
Algorithm 6 for the exact reachable sets Rk.

Theorem 5: Given data D = (U−, X) from a system in
(52), then the reachable set computed in Algorithm 6 over-
approximates the exact reachable set, i.e., Rk ⊆ R′

k.
Proof: We know from (54) that

f(z) = (M ′ +ΔM ′)
[

1
z − z�

]
+ L(z)

where ΔM ′ captures the model mismatch defined by ΔM ′ =[
f(z�) Ã B̃

]−M ′. Hence, we need to show that ZL + Zε

over-approximates the modeling mismatch and the term L(z),
i.e.,

ΔM ′
[

1
z − z�

]
+ L(z) ∈ ZL + Zε

for all z ∈ F . We start by proving for the available data zi ∈
D = (U−, X) then generalize to z ∈ F . We know that for all
zi ∈ D = (U−, X) and (W−)·,i ∈ Zw, it holds that

(X+)·,i − (W−)·,i = (M ′ +ΔM ′)
[

1
zi − z�

]
+ L(zi)

which implies

(X+)·,i −M ′
[

1
zi − z�

]
∈ ΔM ′

[
1

zi − z�

]
+ L(zi) + Zw.

(55)

Next, we aim to find one zonotope ZL that over-approximates

ΔM ′
[

1
zi − z�

]
+ L(zi) for all the data points, i.e., ∀zi ∈ D

(X+)·,i −M ′
[

1
zi − z�

]
∈ ZL + Zw.

This can be done by finding the upper bound (l in line 5) and
lower bound (l in line 6) from data and hence ZL in line 7. Thus,
we can over-approximate the model mismatch and the nonlinear-
ity term for all data points zi ∈ D = (U−, X), i = 0, 1, . . . , T ,
by

f(zi) ∈ M ′
[

1
zi − z�

]
+ ZL.

Given the covering radius δ of our system together with As-
sumption 2, we know that for every z ∈ F , there exists a zi ∈

D = (U−, X) such that ‖f(z)− f(zi)‖ ≤ L�‖z − zi‖ ≤ L�δ.
This yields

f(z) ∈ M ′
[

1
zi − z�

]
+ ZL + Zε

with Zε = 〈0, diag(L�δ/2, . . . , L�δ/2)〉. �
For an infinite amount of data, i.e., δ → 0, we can see that

Zε → 0, i.e., the formal ZL then fully captures the modeling
mismatch and the Lagrange reminder. Also, we would like to
note that our approach works with any type of right inverse.

Remark 9: Note that determining L� as well as computing
δ is nontrivial in practice. If we assume that the data is evenly
spread out in the compact input set of f , then the following can
be a good approximation of the upper bound on L� and δ for
each dimension o

L̂�(o)

= max
zi,zj∈D,i�=j

‖f (o)(zi)− f (o)(zj)‖
‖zi − zj‖

δ̂ = max
zi∈D

min
zj∈D,j �=i

‖zi − zj‖.

Computing the Lipschitz constant for each dimension decreases
the conservatism, especially when the data has a different scale
for each dimension. Other methods to calculate the Lipschitz
constant L� can be found in [36] and [37], and a sampling
strategy to obtain a specific δ is introduced in [36].

Furthermore, note that from the proof of the above theorem,
we see that for every reachability step, k = 1, . . . , N , local
information on L� and δ in the set Rk × Uk can be used, if
available, to reduce conservatism.

Remark 10: The Lipschitz constant L� and the covering ra-
dius δ are required to hold within the setF . In practice, however,
F is not known a priori. However, any over-approximation
on F would also be sufficient in this sense. Taking any over-
approximation would lead to the same guarantees but might
result in larger required datasets or a more conservative reach-
ability analysis. This requirement also makes sense on an in-
tuitive level. We need data from all regions of significance
for the reachability analysis in the general case of nonlinear
systems.

Remark 11: We choose the linearization points as the center
of the current input zonotope Uk and state zonotope R′

k, and
we repeat the linearization at each time step k. In model-based
reachability analysis, the optimal linearization point is the center
of the current state and input zonotopes as proved in [28, Corol-
lary 3.2], which then minimizes the set of Lagrange remainders.
Therefore, choosing the center of the current input and state
zonotopes as linearization points is a natural choice, but the
theoretical results are independent of this choice.

VI. EVALUATION

In this section, we apply the computational approaches to
over-approximate the reachable exact sets from data. First, we
consider simulative data from a discrete-time LTI system, a
polynomial system, and a nonlinear discrete-time system. Then,
we collected real-world data from an autonomous car and per-
formed the respective experiments. Throughout the section, we
misuse the notationRk to denote also the model-based reachable
set.
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Fig. 2. Projection of the reachable sets of the LTI system in (56) computed via Algorithm 1 (R̂k), Algorithm 2 (R̄k), and Algorithm 3 (R̄s
k) from

noisy input-state data is presented in (a). We compute in (b) and (c) the reachable sets via standard subspace system identification method (N4SID)
including 2σ uncertainty bound in the analysis and via synthesizing a reachset conformant model [21], respectively. For better comparison, we also
add R̂k from (a) to (b) and (c) (as the size required differently scaled axis).

A. LTI Systems

To demonstrate the usefulness of the presented approach, we
consider the reachability analysis of a 5-D system which is a
discretization of the system used in [28, p. 39] with sampling
time 0.05 sec. The system has the following model:

Atr =

⎡
⎢⎢⎢⎣
0.9323 −0.1890 0 0 0
0.1890 0.9323 0 0 0

0 0 0.8596 0.0430 0
0 0 −0.0430 0.8596 0
0 0 0 0 0.9048

⎤
⎥⎥⎥⎦

Btr =
[
0.0436 0.0533 0.0475 0.0453 0.0476

]

. (56)

The initial set is chosen to be X0 = 〈1, 0.1I〉 where 1 and I are
vectors of one and the identity matrix, respectively. The input
set is Uk = 〈10, 0.25〉. We consider computing the reachable
set when there is a random noise sampled from the zonotope

Zw =
〈
0,
[
0.005 . . . 0.005

]T〉
. Three trajectories of length 10

(T = 30) are used as input data D. We present in Fig. 2(a)
the projections of the following reachable sets on the first two
dimensions.

1) The true model based reachable sets Rk.
2) The reachable sets R̂k computed via Algorithm 1 using

matrix zonotopes.
3) The reachable sets R̄k computed via Algorithm 2 using

constrained matrix zonotopes.
4) The reachable sets R̄s

k utilizing the states decoupling as
a side information computed via Algorithm 3. The used
parameters are Q̄ = I , Ȳ = 0 and

R̄ =

⎡
⎢⎢⎢⎢⎣

1 1 0.001 0.001 0.001 1
1 1 0.001 0.001 0.001 1

0.001 0.001 1 1 0.001 1
0.001 0.001 1 1 0.001 1
0.001 0.001 0.001 0.001 1 1

⎤
⎥⎥⎥⎥⎦ .

We compare the different data-driven reachability results to
the true reachable set computed via model-based reachability
analysis given the exact underlying model. Consistent with the

TABLE II
EXECUTION TIME IN MINUTES FOR REACHABILITY ANALYSIS OF THE LTI

SYSTEM

theoretical analysis and guarantees derived in this work, the data-
driven reachability results correctly over-approximate the true
reachable sets at all times.

We measured the execution time of the proposed algorithms
in comparison to the model-based algorithm, which is done by
the linear map and Minkowski sum operations [28, p. 17]. The
experiments were done on a processor 11th Generation Intel(R)
Core(TM) i7-1185G7 with 16.0 GB RAM. Table II shows the
execution time in minutes. Analyzing Table II and Fig. 2(a)
shows a tradeoff between the size of the reachable sets and the
execution time.

Furthermore, we compare the data-driven reachability results
with one standard system identification method and apply state-
of-the-art reachability analysis with the identified model. More
specifically, we apply the N4SID subspace identification algo-
rithm [38] to the noisy data, and show the zonotope describing
the resulting reachable set corresponding to the 2σ uncertainty
bound in Fig. 2(b). In comparison, the N4SID reachable sets are
quite conservative. We also compare our algorithms with the
reachset conformance technique [21] in Fig. 2(c). We added
a high amount of noise in the data by assuming the noise

zonotope to be Zw =
〈
0,
[
0.03 . . . 0.03

]T〉
to quantify the

main differences between the two approaches in Fig. 2(c). Our
approach comes with robust guarantees; however, it is con-
servative, especially with a high amount of noise. The reach
conformance cannot guarantee state inclusion in the computed
set for the unseen measurements, which is guaranteed in our
approach.
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Fig. 3. Projection of the reachable sets of the LTI system in (56) from noisy input-state data with additional measurement noise computed via the
proposed approaches in Propositions 3 (R̂m

k ), Proposition 4 (R̄m
k ), as well as the proposed practical approach from Algorithm 4 (R̃m

k ) is presented
in (a). The reachable sets in (b) of the polynomial system in (57) are computed using Algorithm 5 (R̂p

k
) and polynomial variants of Algorithm 2 (R̄p

k
)

and Algorithm 3 (R̄s,p
k

). The reachable sets in (c) of the nonlinear tank system [39] from noisy measurement are computed using Algorithm 1 (R̂k),

Algorithm 5 (R̂p
k

) and Algorithm 6 (R′
k).

Next, we consider the same problem setup but with additional
measurement noise in the data as described in (37), whereZw =〈
0,
[
0.005 . . . 0.005

]T〉
, Zv =

〈
0,
[
0.002 . . . 0.002

]T〉
,

and Mo = Mv −AtrMv as an assumed a priori known
over-approximation. The results of applying the approaches
introduced in Section IV can be seen in Fig. 3(a) which shows
the following sets.

1) The true model based reachable sets Rk.
2) The reachable sets R̂m

k using matrix zonotopes as intro-
duced in Proposition 3.

3) The reachable sets R̄m
k using constrained matrix zono-

topes as introduced in Proposition 4.
4) The reachable sets R̃m

k using the practical approach com-
puted via Algorithm 4.

The data-driven reachable sets over-approximate the perfect
model based reachable set correctly, and the practical approach
provides the least conservative result. For further evaluation
of the applicability of the practical approach, we additionally
validate that[

Atr Btr
] ∈

(
M ′

[
Y−
U−

]
+MAV

)[
X−
U−

]†
where MAV is computed from ZAV as described in (9) and
(10).

B. Polynomial Systems

We consider the problem of computing the reachable sets of
the nonlinear discrete-time system described by

fp(x, u) =

[
0.7x1 + u1 + 0.32x2

1

0.09x1 + 0.32u2x1 + 0.4x2
2

]
. (57)

The initial set is chosen to be X0 = 〈[1 2]
, diag([0.05 0.3])〉.
The input set is Uk = 〈[0.2 0.3]
, diag([0.01 0.02])〉. We
consider computing the reachable set when there is random noise
sampled from the zonotope Zw = 〈[0 0]
, [0.7× 10−4 0.7×
10−4]
〉. We used as input data 140 data points (T = 140) from

TABLE III
EXECUTION TIME IN MINUTES FOR REACHABILITY ANALYSIS OF THE

POLYNOMIAL SYSTEM

20 trajectories, of length seven. We present in Fig. 3(b) the
following reachable sets.

1) The reachable sets R̂p
k computed via Algorithm 5 using

matrix zonotopes.
2) The reachable sets R̄p

k using constrained matrix zono-
topes computed via the polynomial variant of Algo-
rithm 2.

3) The reachable sets R̄s,p
k utilizing the side information

(similar to LTI example) computed via the polynomial
variant of Algorithm 3.

Due to the nonlinearity in the model, it is only possible using
the state-of-art model-based reachability analysis techniques to
compute an over-approximation of the exact reachable sets Rk

[28]. Thus, it is acceptable to have the data-driven reachable set
intersecting with the over-approximate model-based reachable
set. We measured the execution time of the proposed algorithms
as shown in Table III. Our approach in computing the set of
monomials for the polynomial system using interval arithmetic
is faster than the state-of-the-art nonlinear reachability analy-
sis [30, p. 18].

C. Lipschitz Nonlinear Systems

We consider a scenario where we have collected data and we
do not know the underlying system type. We apply the proposed
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Fig. 4. SVEA vehicle based on an NVIDIA Jetson TX2 embedded
computer used to evaluate the proposed solutions.

Fig. 5. Computed reachable sets for the SVEA vehicle using Algo-
rithm 6.

data-driven reachability analysis to a continuous stirred tank re-
actor (CSTR) simulation model [39]. The initial set is a zonotope

X0 =
〈[−1.9 −20

]

, diag

([
0.005 0.3

])〉
. The input set

Uk =
〈[

0.01 0.01
]


, diag
([
0.1 0.2

])〉
and the noise set

Zw =
〈
0,
[
5× 10−6 5× 10−6

]
〉
. We show in Fig. 3(c) the

following.
1) The model based reachable sets Rk.
2) The reachable sets R̂k using matrix zonotopes in Algo-

rithm 1 for LTI system. The R̂k fails to over-approximate
Rk as the system is nonlinear.

3) The reachable sets R̂p
k using matrix zonotopes in Al-

gorithm 5 for polynomial system. Approximating the
underlying system using a polynomial is better than the
LTI approximation.

4) The reachable sets R′
k in Algorithm 6 for Lipschitz

nonlinear system.R′
k provides theoretical guarantees and

thus is more conservative than R̂k and R̂p
k.

D. Autonomous Vehicle

We used in our experiments the SVEA (Small-Vehicles-for-
Autonomy) vehicle [40] shown in Fig. 4. It is equipped with
NVIDIA Jetson TX2 embedded computer and Qualisys motion
capture system. We use historical datasets gathered from the
same car from other driving scenarios than the presented ones.

The input to the vehicle are the steering angle and the velocity
and the output is the position of the vehicle. We consider process

noise bounded by the zonotope Zw =
〈
0,
[
0.05 0.05

]
〉
.

The reachable sets of a single step prediction using Algo-
rithm 6 are shown in Fig. 5. The reachable sets enclose the true
trajectory.

VII. CONCLUSION

We consider the problem of computing the reachable sets
directly from noisy data without requiring a mathematical model
of the system. An approach to compute an over-approximation of
the reachable set of the unknown system by over-approximating
the reachable set of all sets of models consistent with the data
and the noise bound is introduced. Further, we discuss some
ideas for extending this result considering measurement noise
added to the process noise. Moreover, we introduce a systematic
approach to how prior information on the system can be included
in the reachability analysis. Then, we provide algorithms to
compute the reachable sets of polynomial systems given an
upper bound on the degree of the polynomial and Lipschitz
nonlinear systems, where we first fit a linear model and then over-
approximate the model mismatch and Lagrange reminder from
data.

It is part of ongoing work to investigate whether the proposed
reachability analysis can be applied for (adaptive) robust model
predictive control and how the resulting computational expenses
and conservatism compare to the set-based parameter estimation
and the respective forward-propagation with hyper-cubes [41],
boxes [42] or more general set representations in [43]. Further-
more, we want to quantify the amount of conservatism in our
proposed approaches mathematically.
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APPENDIX

PROOFS OF CONSTRAINED MATRIX ZONOTOPES

PROPOSITIONS

A. Proof of Proposition 1

Proof: The proof of (13) is along the lines of [29, Prop. 1].
Let NR be the right-hand side of (13). The proof con-
sists of proving two parts: 1) RN1 ⊆ NR and 2) NR ⊆
RN1. For any X ∈ N1, ∃β(1:γN1

), such that X = CN1
+∑γN1

i=1 β
(i) G

(i)
N1

and
∑γN1

i=1 β
(i)A

(i)
N1

= BN1
and hence RX =

RCN1
+
∑γN1

i=1 β
(i)RG

(i)
N1

. This implies that RX ∈ NR by the
definition of NR. Given that X is arbitrary then RN1 ⊆
NR. Similarly, for any XR ∈ NR, ∃β(1:γNR

), such that XR =

R(CN1
+
∑γNR

i=1 β(i) G
(i)
N1

) and
∑γNR

i=1 β(i)A
(i)
N1

= BN1
. it fol-

lows that ∃X ∈ N1 such that XR = RX . Thus, XR ∈ RN1,
and therefore, NR ⊆ RN1 as XR is arbitrary. We hence proved
that NR = RN1.



3068 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 68, NO. 5, MAY 2023

Let N12 be the right-hand side of (14) and let X1 ∈ N1 and
X2 ∈ N2. Then

∃β([1:γN1
])

N1
:X1 =CN1

+

γN1∑
i=1

β
(i)
N1

G
(i)
N1

,

γN1∑
i=1

β
(i)
N1

A
(i)
N1

= BN1
,

and

∃β([1:γN2
])

N2
:X2 = CN2

+

γN2∑
i=1

β
(i)
N2

G
(i)
N2

,

γN2∑
i=1

β
(i)
N2

A
(i)
N2

= BN2
.

Let β
([1:γN12

])

N12
=
[
β
([1:γN1

])

N1
β
([1:γN2

])

N2

]
. Then

X1 +X2 = CN1
+CN2

+

γN1∑
i=1

β
(i)
N12

G
(i)
N1

+

γN2∑
i=1

β
(γN1

+i)

N12
G

(i)
N2

,

γN1∑
i=1

β
(i)
N12

A
(i)
N1

= BN1
,

γN2∑
i=1

β
(γN1

+i)

N12
A

(i)
N2

= BN2
.

Thus, X1 +X2 ∈ N12, and therefore, N1 +N2 ⊆ N12. Con-
versely, let X12 ∈ N12, then

∃β([1:γN12
])

N12
:X12 = CN12

+

γN12∑
i=1

β
(i)
N12

G
(i)
N12

,

γN12∑
i=1

β
(i)
N12

A
(i)
N12

= BN12
.

Partitioning β
([1:γN12

])

N12
=
[
β
([1:γN1

])

N1
β
([1:γN2

])

N2

]
, it follows that

there exist X1 ∈ N1 and X2 ∈ N2 such that X12 = X1 +X2.
Therefore, X12 ∈ N1 +N2 and N12 ⊆ N1 +N2. �

B. Proof of Proposition 2

Proof: Let C1 be the right-hand side of (15) and let X1 ∈ N
and c ∈ C. Then

∃β([1:γN ])
N : X1 =CN +

γN∑
i=1

β
(i)
N G

(i)
N ,

γN∑
i=1

β
(i)
N A

(i)
N = BN

∃β([1:γC ])
C : c =cC +GCβ

([1:γC ])
C , ACβ

([1:γC ])
C = bC .

Let

β
([1:γC1 ])
C1 =

[
β
([1:γN ])
N β

([1:γC ])
C β

([1:γNγC ])
NC

]
. (58)

with

β
([1:γNγC ])
NC =[
β
(1)
N β

(1)
C . . . β

(γN )
N β

(1)
C β

(1)
N β

(2)
C . . .β

(γN )
N β

(2)
C . . .β

(γN )
N β

(γC)
C

]
.

Then

X1 c = CN cC +
γN∑
i=1

β
(i)
C1 G

(i)
N cC + CNGCβ

([γN+1:γN+γC ])
C1

+

γN∑
i=1

γC∑
j=1

β
(i)
N β

(j)
C G

(i)
N g

(j)
C .

Next, we find the constraints on β
([1:γC1 ])
C1 in (58). The con-

straints on β
([1:γN ])
C1 and β

([γN+1:γN+γC ])
C1 can be captured by

ANβ
([1:γN ])
C1 = vec(BN ) and ACβ

([γN+1:γN+γC ])
C1 = bC , respec-

tively.

Finally, to find the constraint on β
([1:γNγC ])
NC (i.e.

on β
([γN+γC+1:γC1 ])
C1 ), we first compute the intervals to

which β
([1:γN ])
N and β

([1:γC ])
C are confined to

β
(i)
L,N ≤ β

(i)
N ≤ β

(i)
U,N , β

(j)
L,C ≤ β

(j)
C ≤ β

(j)
U,C

in (18)–(21). Consequently, we know that

min

(
β
(i)
L,Nβ

(j)
L,C , β

(i)
L,Nβ

(j)
U,C , β

(i)
U,Nβ

(j)
L,C , β

(i)
U,Nβ

(j)
U,C

)
≤ β

(i)
N β

(j)
C ≤

max

(
β
(i)
L,Nβ

(j)
L,C , β

(i)
L,Nβ

(j)
U,C , β

(i)
U,Nβ

(j)
L,C , β

(i)
U,Nβ

(j)
U,C

)
(59)

holds for all i = 1, . . . , γN and j = 1, . . . , γC . This inter-
val in (59) can again be over-approximated by scaling the
generator matrices G

(i)
N g

(j)
C by max

(|β(i)
L,Nβ

(j)
L,C|, |β(i)

L,Nβ
(j)
U,C|,

|β(i)
U,Nβ

(j)
L,C|, |β(i)

U,Nβ
(j)
U,C|

)
and let −1 ≤ β

([γN+γC+1:γC1 ])
C1 ≤ 1.

Thus, X1 c ∈ C1 or generally, N C ⊆ C1. �
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