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Self-Triggered Stabilization of Discrete-Time Linear Systems With
Quantized State Measurements
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Abstract—We study the self-triggered stabilization of discrete-
time linear systems with quantized state measurements. In the net-
worked control system we consider, sensors may be spatially dis-
tributed and be connected to a self-triggering mechanism through
finite data-rate channels. Each sensor independently encodes its
measurements and sends them to the self-triggering mechanism.
The self-triggering mechanism integrates quantized measurement
data and then computes sampling times. Assuming that the closed-
loop system is stable in the absence of quantization and self-
triggered sampling, we propose a joint design method of an en-
coding scheme and a self-triggering mechanism for stabilization.
To deal with data inaccuracy due to quantization, the proposed
self-triggering mechanism uses not only quantized data but also
an upper bound of quantization errors, which is shared with a
decoder.

Index Terms—Networked control systems, quantized control,
self-triggered control.

I. INTRODUCTION

The subject of this article is self-triggered control with quantized
state measurements. Quantized control and self-triggered control have
been extensively studied in the past few decades. In both research areas,
many methods have been developed for control with limited informa-
tion about plant measurements. However, a synergy between quantized
control and self-triggered control has not been studied sufficiently.
It is our aim to combine these two research areas. In particular, we
construct a self-triggering mechanism that determines sampling times
for stabilization from quantized measurements of possibly spatially
distributed sensors.

Signal quantization is unavoidable for data transmission over digital
communication channels. Coarse quantization may make feedback
systems unstable. Moreover, asymptotic convergence to equilibrium
points cannot be achieved by static finite-level quantizers in general.
Time-varying quantizers for stabilization with finite data rates have
been developed in [1] and [2]. This class of time-varying quantizers
has been introduced for linear time-invariant systems and then has
been extended to more general classes of systems, such as nonlinear
systems [3], [4], switched linear systems [5], [6], and systems under
DoS attacks [7]. Instability due to quantization errors raises also a
theoretical question of how coarse quantization is allowed without
compromising the closed-loop stability. From this motivation, data-rate
limitation for stabilization has been extensively investigated; see the
surveys [8], [9].
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To reduce resource utilization, techniques for aperiodic data trans-
mission have attracted considerable attention. Event-triggered con-
trol [10], [11] and self-triggered control [12] are the two major ap-
proaches of the aperiodic transmission techniques. In both event-
triggered control systems and self-triggered control systems, the trans-
mission of information occurs only when needed. In event-triggered
control systems, triggering conditions are based on current measure-
ments and are monitored continuously or periodically. Instead of such
frequent monitoring, self-triggering mechanisms compute the next
transmission time when they receive measurements. The advantage of
self-triggered control systems is that the sensors can be deactivated
between transmission times. Various triggering mechanisms, together
with stability analysis, have been proposed; see, e.g., [13]–[15] for
the event-triggered case and [16]–[18] for the self-triggered case.
Moreover, joint design methods of feedback control laws and triggering
mechanisms have been developed in [19]–[22] and the references
therein.

Quantized event-triggered control has become an active research
topic in the recent years; see, e.g., [23]–[29]. However, there has been
relatively little work on quantized self-triggered control. A consensus
protocol with a quantized self-triggered communication policy has been
proposed for multiagent systems in [30] and [31], but these systems
differ significantly from the models we study. Sum-of-absolute-values
optimization has been employed for self-triggered control with discrete-
valued inputs in [32]. In [33], self-triggered and event-triggered control
with input and output quantization has been studied. However, the
self-triggering mechanisms proposed in [32] and [33] need the non-
quantized measurements, which would remove difficulties present in
the computation of sampling times. Many technical tools are commonly
used for quantized control and self-triggered control. This is because
analyzing implementation-induced errors plays a crucial role in both
research areas. Hence coupling these two research areas is quite natural.

In this article, we consider the networked control system shown in
Fig. 1 and assume that the system is stable when no quantization or self-
triggering sampling is performed. Our main contribution is to develop
a joint design method of an encoding scheme and a self-triggering
mechanism for stabilization. The proposed encoding and self-triggering
strategy has the following advantageous features.
1) The proposed self-triggering mechanism determines sampling

times from the quantized state, unlike the self-triggering mech-
anisms developed in [32] and [33] that use the original (nonquan-
tized) state. Due to this property, we do not need to install the
self-triggering mechanism at the sensors. Therefore, the proposed
encoding and self-triggering strategy is applicable to the scenario
in which the sensors do not have computational resources enough
to determine sampling times by self-triggering mechanisms; see
also [34] for the computational issue of self-triggered control.

2) In the proposed encoding scheme, an individual sensor encodes
its measurement data without information from other sensors.
In contrast, the existing scheme proposed in [33] has to collect
measurement data from all sensors in one place. This issue does
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Fig. 1. Networked control system. Since the encoding and decoding of
sampling times is simple and not essential in our discrete-time setting,
we omit it in the figure.

not arise in the previous study [32], because it considers only input
quantization for single-input systems. The distributed architecture
allows the proposed encoding scheme to be applied to systems with
spatially distributed sensors.

In contrast with the distributed architecture of the encoding scheme,
the self-triggering mechanism works in a centralized way, i.e., it in-
tegrates measurement data sent by all sensors in order to compute
sampling times for stabilization. In this aspect, the use of quantized
measurements in the self-triggering mechanism is also important when
sensors are spatially distributed. In fact, even when the self-triggering
mechanism is colocated with one sensor, it needs to receive measure-
ment data from other distant sensors, which is done through digital
channels in most cases.

The quantized self-triggered stabilization problem we study has two
difficulties. First, sampling times are computed only from inaccurate
information on the plant state. A key insight for solving this issue
is that the self-triggering mechanism can share an upper bound of
quantization errors with the decoder. To compensate for the inaccuracy
of information on the state, the proposed triggering mechanism exploits
not only the quantized state but also the upper bound of quantization
errors. The second difficulty is that the self-triggered sampling makes
the encoding and decoding scheme aperiodic. To deal with this aperi-
odicity, we introduce in the analysis a new norm with respect to which
the closed-loop matrix is a strict contraction. The contraction property
of the norm enables us to develop a simple update rule of the encoding
and decoding scheme, which requires less computational resources in
the encoders.

The remainder of this article is organized as follows. In Section II,
the networked control system we consider is introduced. In Section III,
we propose a joint design method of an encoding scheme and a
self-triggering mechanism for stabilization. We illustrate the proposed
method with a numerical example in Section IV. Section V concludes
this article.

Notation: The set of nonnegative integers and the set of nonnegative
real numbers are denoted by N0 and R+, respectively. Let A� be the
transpose of a matrix A ∈ Rm×n. Let In denote the identity matrix of
order n. For a vector v ∈ Rn with ith element vi, its maximum norm
is ‖v‖∞ := max{|vi|, . . . , |vn|}. The corresponding induced norm of
a matrix A ∈ Rm×n with (i, j)th element Aij is given by ‖A‖∞ =
max{∑n

j=1 |Aij | : 1 ≤ i ≤ m}. We denote by �(P ) the spectral ra-
dius of P ∈ Rn×n. For a matrix sequence {Ak}k∈N0

⊂ Rm×n, the
empty sum

∑−1
k=0Ak is set to 0.

II. NETWORKED CONTROL SYSTEM

In this section, the control system we consider and a basic encoding
and decoding scheme are introduced. We also present the structure of
the proposed self-triggering mechanism.

A. Plant and Controller

Consider the discrete-time linear time-invariant system{
x(k + 1) = Ax(k) +Bu(k), k ∈ N0

u(k) = Kq�, k� ≤ k < k�+1
(1)

where x(k) ∈ Rn and u(k) ∈ Rm are the state and the input of the
plant at time k ∈ N0, respectively. The time sequence {k�}�∈N0

with
k0 := 0 is computed by a certain self-triggering mechanism, and q� is
the quantized value of x(k�).

Define the closed-loop matrix Acl by Acl := A+BK. We assume
that the closed-loop system is stable in the situation where the state
x(k) is transmitted without quantization at all times k ∈ N0.

Assumption 2.1: The feedback gain K is chosen so that the closed-
loop matrix Acl is Schur stable, that is, there exist constants Γ ≥ 1 and
γ ∈ (0, 1) such that ∥∥Ak

cl

∥∥
∞ ≤ Γγk ∀k ∈ N0. (2)

We also place an assumption that a bound of the initial state x(0)
is known. One can obtain an initial state bound from the standard
zooming-out procedure developed in [2], where quantized signals are
assumed to be transmitted at every time.

Assumption 2.2: A constant E0 > 0 satisfying ‖x(0)‖∞ ≤ E0 is
known.

In this article, we study the following notion of the closed-loop
stability.

Definition 2.3: The discrete-time system (1) achieves exponential
convergence under Assumption 2.2 if there exist constants Ω ≥ 1 and
ω ∈ (0, 1), independent of E0, such that

‖x(k)‖∞ ≤ ΩE0ω
k ∀k ∈ N0 (3)

for every initial state x(0) ∈ Rn satisfying ‖x(0)‖∞ ≤ E0.
Remark 2.4: Consider the continuous-time linear time-invariant

system

ẋc(t) = Acxc(t) +Bcuc(t), t ≥ 0 (4)

where xc(t) ∈ Rn and uc(t) ∈ Rm are the state and the input of the
plant at time t ≥ 0, respectively. A standard self-triggered mechanism
is given by

t�+1 := t� + inf{τ > 0 : f(x(t�), τ) > 0}, � ∈ N0

for some function f : Rn × R+ → R. However, this mechanism has
two implementation issues. First, the next sampling time t�+1 (or the
intersampling time t�+1 − t�) needs to be quantized when it is sent
to the sensors over finite data-rate channels. Second, the triggering
mechanism has to check the condition f(x(k�), τ) > 0 continuously
with respect to τ > 0. An easy way to circumvent these issues is to place
a time-triggering condition {t�}�∈N0

⊂ {�h}�∈N0
for some h > 0 as

in the self-triggering mechanism proposed in [18] and the periodic
event-triggering mechanism (see, e.g., [15]). When the continuous-time
system (4) is discretized with period h under this time-triggering
condition, the resulting discrete-time system is in the form (1), where
the matrices A and B are given by

A = eAch, B =

∫ h

0

eAcτdτBc

and the state x(k) and the input u(k) are x(k) = xc(kh) and u(k) =
uc(kh) for k ∈ N0.
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B. Basic Encoding and Decoding Scheme

Let � ∈ N0, and assume that we have obtained E� > 0 satisfying
‖x(k�)‖∞ ≤ E� at the �th sampling time k = k�. In the next section,
we will explain how to obtain such a boundE�; see (11) and Lemma 3.2
below for details.

Let η ∈ N be the number of sensors, and let n1, . . . , nη ∈ N satisfy
n = n1 + · · ·+ nη . We partition the state x(k�) into

x(k�) =

⎡⎢⎢⎣
x〈1〉(k�)

...

x〈η〉(k�)

⎤⎥⎥⎦
where x〈i〉(k�) ∈ Rni is measured by the ith sensor for i = 1, . . . , η.
By assumption, x〈i〉(k�) satisfies ‖x〈i〉(k�)‖∞ ≤ E�. LetN ∈ N be the
number of quantization levels per dimension. The ith encoder divides
the hypercube {

x〈i〉 ∈ Rni :
∥∥x〈i〉∥∥∞ ≤ E�

}
into Nni equal hypercubes. Indices {1, . . . , Nni} are assigned to
divided hypercubes by a certain one-to-one mapping. The ith encoder
sends the index of the divided hypercube containing x〈i〉(k�) to the
decoders at the self-triggering mechanism and the feedback gain. If
x〈i〉(k�) lies on the boundary of several hypercubes, then either one of
these hypercubes can be chosen. The decoders calculate the value of
the center of the hybercube corresponding the received index, and the
quantized value q〈i〉� of x〈i〉(k�) is set to this value. By construction, we
obtain ∥∥q〈i〉� − x〈i〉(k�)

∥∥
∞ ≤ E�

N
. (5)

Define

q� :=

⎡⎢⎢⎣
q
〈1〉
�

...

q
〈η〉
�

⎤⎥⎥⎦ ∈ Rn.

Then (5) yields

‖q� − x(k�)‖∞ ≤ E�

N
. (6)

C. Structure of Self-Triggering Mechanism

The sampling times {k�}�∈N0
is generated by a self-triggering

mechanism of the form{
k�+1 := k� +min{τmax, τ�}, k0 := 0
τ� := min{τ ∈ N : g(q�, E�, τ) > σE�}, � ∈ N0

(7)

where σ > 0 is a threshold parameter, τmax ∈ N is an upper bound of
intersampling times k�+1 − k�, that is, k�+1 − k� ≤ τmax for every
� ∈ N0, and g : Rn × R+ × N0 → R+ is a certain function. The
details of g will be given in Section III; see (10) below. The self-
triggering mechanism (7) determines the next sampling time k�+1 from
the quantized state q� and the state boundE� without using the original
state x(k�). Therefore, it does not need to be installed at the sensors.
Note that the self-triggering mechanism knows from the state bound
E� that the quantization error does not exceed E�/N by (6).

The intersampling timemin{τmax, τ�} is transmitted to the sensors,
and the sensors measure the state at k�+1 = k� +min{τmax, τ�}.
Setting the upper bound τmax allows the self-triggering mechanism
to inform the sensors about the next sampling instant with a finite data
rate. Since intersampling times can be transmitted by a simple encoding
and decoding scheme, we omit the details.

In contrast to the distributed encoding scheme described in
Section II-B, the sampling times {k�}�∈N0

are computed in a central-
ized manner, that is, the quantized data from all the sensors are collected

in the self-triggering mechanism (7) for the computation of {k�}�∈N0
.

Individual sensors cannot determine the next sampling time by them-
selves due to the lack of information on other measurement data (and
also of computational resources in some cases). To compute sampling
times for stabilization, the centralized self-triggering mechanism (7)
integrates measurement data.

III. QUANTIZED SELF-TRIGGERED STABILIZATION

The encoding and self-triggering strategy presented in Sections II-B
and II-C is completely determined if the following two components are
given.
1) The sequence {E�}�∈N0

of state bounds for the encoding and
decoding scheme.

2) The function g in the self-triggering mechanism (7).
In this section, we first construct the function g, after analyzing errors
due to quantization and self-triggered sampling. Next, we design the
sequence {E�}�∈N0

of state bounds under sampling times computed
by the self-triggering mechanism (7) with this function g. After these
preparations, we provide a sufficient condition for the quantized self-
triggered control system to achieve exponential convergence. Finally,
we summarize the proposed joint design of an encoding scheme and a
self-triggering mechanism for stabilization.

A. Error Analysis for Self-Triggered Sampling

We construct the function g in the self-triggering mechanism (7) so
that the input error ‖Kq� −Kx(k)‖∞ satisfies

‖Kq� −Kx(k)‖∞ ≤ σE� (8)

for all k� + 1 ≤ k < k�+1 and � ∈ N0. To this end, we first obtain an
upper bound of the input error.

Lemma 3.1: Let � ∈ N0 and suppose that the system (1) with the
encoding and decoding scheme described in Section II-B satisfies
‖x(k�)‖∞ ≤ E� for someE� > 0. Then the quantized state q� satisfies

‖Kq� −Kx(k)‖∞ ≤
∥∥∥∥∥K
(
In −Ak−k� −

k−k�−1∑
τ=0

AτBK

)
q�

∥∥∥∥∥
∞

+
∥∥KAk−k�

∥∥
∞
E�

N
(9)

for all k� ≤ k < k�+1.
Proof: Let � ∈ N0 and k� ≤ k < k�+1. Since

x(k) = Ak−k�x(k�) +

k−k�−1∑
τ=0

AτBKq�

=

(
Ak−k� +

k−k�−1∑
τ=0

AτBK

)
q� −Ak−k� (q� − x(k�))

it follows that

q� − x(k) =

(
In −Ak−k� −

k−k�−1∑
τ=0

AτBK

)
q�

+Ak−k� (q� − x(k�)) .

Thus, the inequality (9) follows from (6). �
We define the function g in the self-triggering mechanism (7) by

g(q,E, τ) :=

∥∥∥∥∥K
(
In −Aτ −

τ−1∑
p=0

ApBK

)
q

∥∥∥∥∥
∞
+
∥∥KAτ

∥∥
∞
E

N

(10)
for q ∈ Rn, E ≥ 0, and τ ∈ N0. Lemma 3.1 shows that if E� > 0
satisfies ‖x(k�)‖∞ ≤ E�, then

‖Kq� −Kx(k)‖∞ ≤ g(q�, E�, k − k�)
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for all k� ≤ k < k�+1. Combining this and the triggering condition
given in (7), we obtain the desired inequality (8) for all k� + 1 ≤ k <
k�+1 and � ∈ N0.

B. Generating State Bounds for Encoding–Decoding Scheme

To complete the design of the encoding and decoding scheme
described in Section II-B, we next construct a sequence {E�}�∈N0

satisfying ‖x(k�)‖∞ ≤ E� for all � ∈ N0. Note that the sampling times
{k�}k∈N0

are computed by the self-triggering mechanism (7) with the
function g in (10).

Using the constants Γ ≥ 1 and γ ∈ (0, 1) satisfying (2), we define
{E�}�∈N0

by⎧⎪⎨⎪⎩
E� := Ẽ�, � ∈ N

Ẽ0 := ΓE0,

Ẽ�+1 :=
(
γk�+1−k�(1− δσ) + δσ

)
Ẽ�, � ∈ N0

(11)

where

δ :=
Γ‖B‖∞
1− γ

.

In the periodic sampling case, such as [2], [4], [5], and [7], the decay rate
of{E�}�∈N0

depends on the numberN of quantization levels. However,
the update rule (11) uses only the threshold parameter σ and the
intersampling time k�+1 − k�. The self-triggering mechanism exploits
the advantage of small quantization errors for reducing the number of
data transmissions. Consequently, the numberN of quantization levels
does not directly affect the decay rate of {E�}�∈N0

.
The following result provides a simple condition for the hypercube

{x ∈ Rn : ‖x‖∞ ≤ E�} to contain the state x(k�).
Lemma 3.2: Suppose that Assumption 2.2 hold. Let the time se-

quence {k�}�∈N0
be as in (7), where the function g is defined by

(10). Take a number N ∈ N of quantization levels and a thereshold
parameter σ > 0 such that

‖K‖∞
N

≤ σ. (12)

Then the state x of the system (1) satisfies

‖x(k�)‖∞ ≤ E� ∀� ∈ N0 (13)

where the sequence {E�}�∈N0
is defined by (11).

To prove this lemma, we use a norm ‖ · ‖cl with respect to which
the closed-loop matrix Acl is a strict contraction, i.e., ‖Aclξ‖cl < ‖ξ‖cl

for all nonzero ξ ∈ Rn, under Assumption 2.1. Such a norm was con-
structed for infinite-dimensional systems in [35, Lem. II.1.5] and [36]
without detailed proof. We state the finite-dimensional version in the
following lemma and include the proof in the Appendix for complete-
ness.

Lemma 3.3: Let F ∈ Rn×n, Γ ≥ 1, and γ > 0 satisfy∥∥F k
∥∥
∞ ≤ Γγk ∀k ∈ N0.

Then the function

||| · ||| : Rn → R

: ξ → |||ξ||| := sup
k∈N0

∥∥γ−kF kξ
∥∥
∞

is a norm on Rn. Moreover, the norm ||| · ||| satisfies

‖ξ‖∞ ≤ |||ξ||| ≤ Γ‖ξ‖∞ ∀ξ ∈ Rn (14)

and ∣∣∣∣∣∣F kξ
∣∣∣∣∣∣ ≤ γk|||ξ||| ∀ξ ∈ Rn, ∀k ∈ N0. (15)

Under Assumption 2.1, there exist constants Γ ≥ 1 and γ ∈ (0, 1)
such that ‖Ak

cl‖∞ ≤ Γγk for all k ∈ N0. Using the constants Γ and γ,
we define a new norm on Rn by

‖ξ‖cl := sup
k∈N0

∥∥γ−kAk
clξ
∥∥
∞, ξ ∈ Rn. (16)

Lemma 3.3 shows that the matrixAcl is a strict contraction with respect
to the norm ‖ · ‖cl.

Proof of Lemma 3.2: By Lemma 3.3, the norm ‖ · ‖cl defined as in
(16) satisfies

‖ξ‖∞ ≤ ‖ξ‖cl ≤ Γ‖ξ‖∞ ∀ξ ∈ Rn (17)

and ∥∥Ak
clξ
∥∥

cl
≤ γk‖ξ‖cl ∀ξ ∈ Rn, ∀k ∈ N0. (18)

By the property (17), we obtain the desired inequality (13) if

‖x(k�)‖cl ≤ Ẽ� ∀� ∈ N0. (19)

Using the property (17) and Assumption 2.2, we obtain

‖x(0)‖cl ≤ Γ‖x(0)‖∞ ≤ ΓE0 = Ẽ0.

Hence (19) is true for � = 0. We now proceed by induction and assume
(19) to be true for some � ∈ N0. Define e(k) := q� − x(k) for k� ≤
k < k�+1, and set p� := k�+1 − k�. Then

x(k�+1) = A
p�
cl x(k�) +

p�−1∑
τ=0

A
p�−τ−1
cl BKe(k� + τ). (20)

By (12),

g(q�, E�, 0) = ‖K‖∞E�

N
≤ σE�. (21)

Under the self-triggering mechanism (7), we obtain

g(q�, E�, τ) ≤ σE� (22)

for all 1 ≤ τ < p�. By definition, E� = Ẽ� for all � ∈ N and
E� ≤ ΓE� = Ẽ� for � = 0. Since ‖x(k�)‖∞ ≤ E� by assumption,
Lemma 3.1 in the combination with the inequalities (21) and (22)
yields

‖Ke(k� + τ)‖∞ ≤ g(q�, E�, τ) ≤ σE� ≤ σẼ�

for all 0 ≤ τ < p�. Applying the properties (17) and (18) to (20), we
obtain

‖x(k�+1)‖cl

≤ γp�‖x(k�)‖cl + Γ

p�−1∑
τ=0

γp�−τ−1‖B‖∞‖Ke(k� + τ)‖∞

≤ γp�Ẽ� + σΓ‖B‖∞
p�−1∑
τ=0

γτ Ẽ�

≤ (γp�(1− δσ) + δσ) Ẽ� = Ẽ�+1. (23)

Thus, (19) holds for �+ 1. �

C. Sufficient Condition for Exponential Convergence

The following theorem gives a sufficient condition for the closed-
loop system to achieve exponential convergence.

Theorem 3.4: Suppose that Assumptions 2.1 and 2.2 hold. Construct
the components g and {E�}�∈N0

of the encoding and self-triggering
strategy by (10) and (11), respectively. If the number N ∈ N of quan-
tization levels and the thereshold parameter σ > 0 satisfy

‖K‖∞
N

≤ σ <
1

δ
=

1− γ

Γ‖B‖∞ (24)

then the system (1) with the encoding and self-triggering strategy
described in Sections II-B and II-C achieves exponential convergence.
Moreover, the constant ω given by

ω := (γτmax(1− δσ) + δσ)1/τmax (25)

satisfies (3) for some Ω ≥ 1.
Before proceeding to the proof of this theorem, we provide some

remarks on the obtained sufficient condition (24). The condition
‖K‖∞/N ≤ σ is used to avoid g(q�, E�, 0) > σE� for � ∈ N0, as
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shown in the proof of Lemma 3.2; see (21). Without this condition, the
input error due to quantization may be larger than the threshold σE�

even at the sampling time k = k�. On the other hand, the condition
σ < 1/δ is used to guarantee exponential convergence. In fact, we see
from the definition (11) of {E�}�∈N0

that the condition σ < 1/δ is
satisfied if and only if {E�}�∈N0

is a decreasing sequence. Combing
this fact with the bound of the state obtained in (13), we prove that the
closed-loop system achieves exponential convergence.

Proof of Theorem 3.4: Since δσ < 1 by (24), it follows that

γτ (1− δσ) + δσ < γ0(1− δσ) + δσ = 1 ∀τ ∈ N.

Define

ω := max
1≤τ≤τmax

(γτ (1− δσ) + δσ)1/τ < 1.

By the definition (11) of {E�}�∈N0
,

Ẽ�+1 ≤ Ẽ�ω
k�+1−k� ∀� ∈ N0.

Therefore

E� ≤ Ẽ� ≤ Ẽ0ω
k� = ΓE0ω

k� ∀� ∈ N0. (26)

For all k� ≤ k < k�+1 and � ∈ N0,

x(k) = Ak−k�x(k�) +

k−k�−1∑
τ=0

AτBKq�.

Lemma 3.2 gives

‖x(k�)‖∞ ≤ E� ∀� ∈ N0

and by construction, the quantized value q� also satisfies

‖q�‖∞ ≤ E� ∀� ∈ N0.

Therefore, there exists M ≥ 1 such that for all k� ≤ k < k�+1 and
� ∈ N0,

‖x(k)‖∞ ≤ME�.

Combining this with (26), we obtain

‖x(k)‖∞ ≤ (MΓ)E0ω
k�

≤ (ω−τmaxMΓ)E0ω
k

for all k� ≤ k < k�+1 and � ∈ N0. Thus, the system (1) achieves
exponential convergence.

It remains to show that

τmax = arg max
1≤τ≤τmax

(γτ (1− δσ) + δσ)1/τ . (27)

This fact was used in [36, Th. 5.8] without proof. Here we give all
details for the sake of completeness.

We prove that

φ(τ) := (γτ (1− δσ) + δσ)1/τ

is strictly increasing on [1,∞). It suffices to show that

Φ(τ) := logφ(τ) =
log(γτ (1− δσ) + δσ)

τ
satisfies Φ′(τ) > 0 for every τ > 0. Define

ν(τ) := γτ (1− δσ) + δσ.

Since

Φ′(τ) =
ν′(τ)
ν(τ)

τ − log ν(τ)

τ2

it follows that Φ′(τ) > 0 if and only if

ψ(τ) :=
ν ′(τ)
ν(τ)

τ − log ν(τ) > 0.

We have that

ψ′(τ) =
τ (ν(τ)ν ′′(τ)− ν ′(τ)2)

ν(τ)2

for all τ > 0. Therefore, ψ′(τ) > 0 if and only if

ν(τ)ν ′′(τ)− ν ′(τ)2 > 0.

Since

ν ′(τ) = γτ (1− δσ) log γ

ν ′′(τ) = γτ (1− δσ)(log γ)2

it follows from 0 < δσ < 1 that

ν(τ)ν ′′(τ)− ν ′(τ)2 = γτδσ(1− δσ)(log γ)2 > 0

for all τ > 0. Therefore,ψ′(τ) > 0. Sinceψ(0) = 0, we obtainψ(τ) >
0 and hence Φ′(τ) > 0 for all τ > 0. Thus, (27) holds. �

D. Design of Encoding and Self-Triggering Strategy

Based on Theorem 3.4, we design an encoding and self-triggering
strategy for stabilization. Before doing so, we explain how to com-
pute constants Γ ≥ 1 and γ ∈ (0, 1) satisfying (2). First, we set a
constant γ ∈ (0, 1). Next, we numerically compute a constant Γ ≥ 1
corresponding to γ as

Γ = sup
k∈N0

∥∥γ−kAk
cl

∥∥
∞. (28)

Let �(Acl) be the spectral radius of Acl. Every γ > �(Acl) satisfies (2)
for some Γ ≥ 1. On the other hand, if γ < �(Acl), there does not exist
a constant Γ ≥ 0 such that (2) holds. Note that a smaller γ does not
always allow a larger threshold parameter σ, because the constant Γ
given by (28) becomes larger as γ decreases.

We summarize the proposed joint design of an encoding scheme and
a self-triggering mechanism for exponential convergence.

Encoding and self-triggering strategy
Step 0: Take an upper bound τmax of intersampling times and a decay

parameter γ ∈ (�(Acl), 1). Set Γ := supk∈N0
‖γ−kAk

cl‖∞,
and choose a number N ∈ N of quantization levels and a
threshold parameter σ > 0 so that

‖K‖∞
N

≤ σ <
1− γ

Γ‖B‖∞ . (29)

At each sampling time k�, the following information flow and compu-
tation occur.
Step 1: The encoders generate the indices corresponding to the state

x(k�) by the scheme described in Section II-B and then trans-
mit them to the self-triggering mechanism and the feedback
gain. At both components, the indices are decoded to the
quantized value q� of x(k�).

Step 2: The intersampling time k�+1 − k� ∈ {1, . . . , τmax} is com-
puted by the self-triggering mechanism (7), where the function
g is given by (10), and then is sent to the sensors, the encoders,
and the decoders.

Step 3: The encoders at the sensors calculate the next state bound
E�+1 by the update rule (11). The decoders at the self-
triggering mechanism and the feedback gain also perform the
same calculation.

We make some comments on the above strategy. First, in Step 2,
the intersample time k�+1 − k� is transmitted to the encoders and
the decoders. This is because they also utilize intersampling times in
Step 3 for the computation of the next state bound E�+1. Second, the
distributed architecture described in Section II-B and the update rule
(11) of {E�}�∈N0

allow each sensor to encode its own measurements
without using the measurements of the other sensors. Hence, the pro-
posed strategy can be applied to the system whose sensors are spatially
distributed.
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We immediately see that the condition (29) holds for every suffi-
ciently large number N ∈ N of quantization levels and every suffi-
ciently small threshold parameter σ > 0. In other words, the closed-
loop system achieves exponential convergence under sufficiently fine
quantization and fast self-triggered sampling. Whether exponential
convergence is achieved does not depend on the upper bound τmax

of intersampling times, but the upper bound ω of the decay rate of
the state given in (25) becomes smaller as τmax increases. Note that ω
depends onσ but not onN . Fine quantization reduces the number of data
transmissions in the proposed encoding and self-triggering strategy, but
ω is determined only by the parameters of self-triggered sampling.

Remark 3.5: Proposition 3.13 of [7] provides another method to
construct a norm with respect to whichAcl is a strict contraction under
Assumption 2.1. In this method, an invertible matrix is a design param-
eter for the encoding and decoding scheme. Since a decay parameter γ
is easier to tune than an invertible matrix, we here use Lemma 3.3 for
the construction of a new norm.

IV. NUMERICAL EXAMPLE

We discretize the linearized model of the unstable batch reactor
studied in [37] with sampling period h = 0.01. Then the matrices A
and B in the state (1) are given by

A =

⎡⎢⎢⎢⎣
1.0142 −0.0018 0.0651 −0.0546

−0.0057 0.9582 −0.0001 0.0067

0.0103 0.0417 0.9363 0.0563

0.0004 0.0417 0.0129 0.9797

⎤⎥⎥⎥⎦

B = 10−2 ×

⎡⎢⎢⎢⎣
0.0005 −0.1034

5.5629 0.0002

1.2511 −3.0444

1.2511 −0.0205

⎤⎥⎥⎥⎦ .
For this discretized system, we compute the linear quadratic regulator
whose state weighting matrix and input weighting matrix are the diag-
onal matrices I4 and 0.05× I2, respectively. The resulting feedback
gain K is given by

K =

[
1.3565 −3.3445 −0.5501 −3.8646

5.8856 −0.0462 4.5150 −2.4334

]
.

The closed-loop matrix Acl = A+BK is Schur stable, and
Assumption 2.1 is satisfied. For the computation of time responses,
we take the initial state

x(0) =
[
−1 −1 −1 1

]�
.

The initial state bound E0 in Assumption 2.2 is set to 1.1.
The spectral radius of the closed-loop matrixAcl is given by�(Acl) =

0.9402, and we set γ = 1.01× �(Acl) = 0.9496. Then Γ defined by
(28) is Γ = 2.6012. By Theorem 3.4, if the number N of quantization
levels and the threshold parameter σ satisfy

12.8803

N
≤ σ < 0.3482 (30)

then the closed-loop system achieves exponential convergence. The
parameters of the self-triggering mechanism are given by σ = 0.28
and τmax = 20, and we consider two casesN = 61 andN = 101. The
condition (30) is satisfied in both cases. In what follows, we compare
the time responses between the cases N = 61 and N = 101.

Fig. 2 shows the time responses of the state norm ‖x(k)‖∞. The
blue solid line shows the ideal case where the state x(k) is transmitted
at every k ∈ N0 without quantization. The red dashed line and the
green dotted line indicate the casesN = 61 andN = 101, respectively.
We see from Fig. 2 that the state norm converges to zero in both

Fig. 2. State norm ‖x(k)‖∞.

Fig. 3. Intersampling times k�+1 − k�. (a) Case N = 61. (b) Case
N = 101.

cases. The convergence speeds have little difference between the cases
N = 61 and N = 101, although quantization errors become smaller
as N increases. This is because N is related to the number of data
transmissions rather than the convergence speed.

To see this, we plot the intersampling times k�+1 − k� for the cases
N = 61 and N = 101 in Figs. 3(a) and (b), respectively. We see from
these figures that the intersampling times in the case N = 101 are
larger than those in the case N = 61. In particular, the number of data
transmissions for k ≥ 40 is significantly reduced by the self-triggering
mechanism in the case N = 101. The total numbers of data transmis-
sions in the time-interval [0, 200] are 62 for the case N = 61 and
37 for the case N = 101. The amount of data per transmission in
the case N = 101 is (101/61)4 = 7.5156 times larger than that in
the case N = 61. Hence the total amount of transmitted data in the
time-interval [0, 200] for the case N = 61 is smaller than that for the
case N = 101. Note, however, that an important benefit to be gained
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Fig. 4. State bound E�.

from fine quantization is that the sensors can save energy and extend
their lifetime, by reducing the number of sampling.

Fig. 4 plots the sequence {E�}�∈N0
of state bounds used for the

encoding and decoding scheme. The blue circles and the red squares
indicate the cases N = 61 and N = 101, respectively. In both cases,
{E�}�∈N0

converges to zero; see also (26). We have shown in the proof
of Theorem 3.4 that the decay rate(

γk�+1−k�(1− δσ) + δσ
) 1

k�+1−k�

in the update rule (11) becomes smaller as the intersampling time
k�+1 − k� increases. Since the intersampling times in the caseN = 101
are large compared with those in the caseN = 61 as seen in Figs. 3(a)
and (b), the convergence speed of the red squires (N = 101) is slightly
slower than that of the blue circles (N = 61) in Fig. 4.

Figs. 5(a) and (b) show the time responses of the first element
x〈1〉(k) ∈ R of the state x(k) and its quantized value q

〈1〉
� in the

cases N = 61 and N = 101, respectively. The average values of the
quantization errors are given by 1.2523× 10−2 in the case N = 61
and 9.6675× 10−3 in the caseN = 101. As expected, the quantization
errors in the caseN = 101 are smaller on average than those in the case
N = 61. We see from Figs. 5(a) and (b) that the accurate information
on the state due to fine quantization is utilized to reduce the number of
data transmissions.

V. CONCLUSION

We have developed a joint strategy of encoding and self-triggered
sampling for the stabilization of discrete-time linear systems. The
encoding method is distributed in the sense that an individual sensor
encodes its measurements without knowing measurement data of other
sensors. To compute sampling times, the centralized self-triggering
mechanism integrates quantized measurement data sent from possibly
spatially distributed sensors and then estimates input errors due to
quantization and self-triggered sampling. We have provided a sufficient
condition for the stabilization of the quantized self-triggered control
system. This sufficient condition is described by inequalities on the
number of quantization levels and the threshold parameter of the self-
triggering mechanism. Future work involves extending the proposed
method to output feedback stabilization in the presence of disturbances
and guaranteed cost control.

APPENDIX

Proof of Lemma 3.3

First we show that the map ||| · ||| is a norm on Rn. Since∥∥γ−kF kξ
∥∥
∞ ≤ γ−kΓγk‖ξ‖∞ ≤ Γ‖ξ‖∞ (31)

for all k ∈ N0 and ξ ∈ Rn, it follows that |||ξ||| <∞ for all ξ ∈ Rn.

Fig. 5. State x〈1〉 and quantized value q〈1〉. (a) Case N = 61. (b) Case
N = 101.

By definition, |||ξ||| ≥ 0 for every ξ ∈ Rn and |||0||| = 0. Since

‖ξ‖∞ =
∥∥γ−0F 0ξ

∥∥
∞ ≤ sup

k∈N0

∥∥γ−kF kξ
∥∥ = |||ξ||| (32)

for every ξ ∈ Rn, it follows that |||ξ||| = 0 implies ξ = 0. For all a ∈ R
and ξ ∈ Rn,

|||aξ||| = sup
k∈N0

∥∥γ−kF k(aξ)
∥∥
∞

= |a| sup
k∈N0

∥∥γ−kF kξ
∥∥
∞

= |a| |||ξ|||.

For every ξ, ζ ∈ Rn,

|||ξ + ζ||| = sup
k∈N0

∥∥γ−kF k(ξ + ζ)
∥∥
∞

≤ sup
k∈N0

(∥∥γ−kF kξ
∥∥
∞ +

∥∥γ−kF kζ
∥∥
∞
)

≤ sup
k∈N0

∥∥γ−kF kξ
∥∥
∞ + sup

k∈N0

∥∥γ−kF kζ
∥∥
∞

= |||ξ|||+ |||ζ|||.

Thus, ||| · ||| is a norm on Rn.
Next we prove that the norm ||| · ||| has the properties (14) and (15).

Take ξ ∈ Rn. We have already shown in (32) that ‖ξ‖∞ ≤ |||ξ|||. On the
other hand, (31) yields

|||ξ||| = sup
k∈N0

∥∥γ−kF kξ
∥∥ ≤ Γ‖ξ‖∞.
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Therefore, (14) holds. The remaining assertion (15) follows by∣∣∣∣∣∣F kξ
∣∣∣∣∣∣ = sup

�∈N0

∥∥γ−�F k+�ξ
∥∥

= γk sup
�∈N0

∥∥γ−(k+�)F k+�ξ
∥∥

≤ γk|||ξ||| ∀k ∈ N0.

This completes the proof. �
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