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Characterization of Input–Output Negative
Imaginary Systems in a Dissipative Framework
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Abstract—In this article, we define the notion of sta-
ble input–output negative imaginary (IONI) systems. This
new class captures and unifies all the existing stable sub-
classes of negative imaginary (NI) systems and is capa-
ble of distinguishing between the strict subclasses (e.g.,
strongly strictly negative imaginary, output strictly neg-
ative imaginary (OSNI), input strictly negative imaginary,
etc.) in the literature. In addition to a frequency-domain
definition, the proposed IONI class has been character-
ized in a time-domain dissipative framework in terms of
a new quadratic supply rate w(u, ū, ˙̄y). This supply rate
consists of the system’s input (u), an auxiliary input (ū)
that is a filtered version of the system’s input, and the
time-derivative of an auxiliary output of the system ( ˙̄y).
This supply rate corrects earlier supply rate attempts in
the literature, which were only expressed in terms of the
input (u) and the time-derivative of the system’s output
(ẏ). In this article, IONI systems are proved to be a class
of dissipative systems with respect to the proposed sup-
ply rate w(u, ū, ˙̄y). Subsequently, an equivalent frequency-
dependent (Q(ω), S(ω), R(ω)) dissipative supply rate is
also proposed for IONI systems. These findings reveal the
connections between the NI property and classical dissi-
pativity in both the time domain and frequency domain.
We also provide linear matrix inequality (LMI) tests on the
state-space matrices to check whether a system belongs to
the IONI class or any of its important subclasses. Finally,
the derived results are specialized for OSNI systems since
such systems exhibit interesting closed-loop stability prop-
erties when connected, in a positive feedback loop, to NI
systems without poles at the origin. Several illustrative nu-
merical examples are provided to make the results intuitive
and useful.

Index Terms—Dissipativity, input–output negative imagi-
nary (IONI) systems, input–output passive systems, output
strictly negative imaginary (OSNI) systems, quadratic sup-
ply rate, storage function.
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I. INTRODUCTION

N EGATIVE imaginary (NI) systems theory was introduced
in [1] and was primarily inspired by the “positive position

feedback control” of highly resonant mechanical systems with
colocated position sensors and force actuators [2]. NI theory has
formalized and unified some well-known vibration control tech-
niques (e.g., graphical techniques and integral resonant control
schemes) developed for lightly damped flexible structures using
positive position feedback [1], [3]. NI theory offers a stand-alone
robust control analysis and synthesis framework, similar to
passivity and small-gain methodologies [4]. The NI system
property is closely related to counterclockwise input–output
dynamics in a nonlinear setting [5] and input–output
Hamiltonian systems in both a linear and a nonlinear setting [6],
[7]. NI control theory can be considered to be an energy-based
control methodology [8], and consequently, it has a strong
connection with dissipative theory [9]. These connections will
be investigated in detail in this article. NI systems theory has
gained popularity owing to its simple robust stability condition
that depends only on the dc loop gain. Hence, the theory
can be easily applied to practical systems without having an
exact mathematical model [10]–[13]. NI theory finds potential
applications in vibration control of lightly damped flexible
structures [1], cantilever beams [14], large space structures [15],
and robotic manipulators [15], in control of nanopositioning
systems [16], in control of large vehicle platoons [17], etc.

In this article, the notion of input–output negative imaginary
(IONI) systems is defined via a new frequency-domain defini-
tion that eliminates the difficulties identified in [18]. This new
definition differs substantially from adjacent concepts in [18]–
[21]. The IONI class proposed here includes stable NI systems
and the existing strict subclasses of the NI class, e.g., strictly
negative imaginary (SNI) [1], strongly strictly negative imag-
inary (SSNI) [22] (denoted by SSNI(α=1,β=1) in this article),
SSNI [23] (denoted by SSNI(α=2,β=1)

1 in this article), and out-
put strictly negative imaginary (OSNI) [8], [18]. It also creates a
valid input strictly negative imaginary (ISNI) system class (with
ε > 0, δ ≥ 0, α ∈ N, β ∈ N). The meaning of the parameters
δ, ε, α, and β will be explained in Definition 6. A set-theoretic
relationship among the subclasses of IONI systems is illustrated
in the Venn diagram shown in Fig. 2.

The connections between NI systems theory and classical
dissipativity have not yet been thoroughly explored. In the case
of passive systems, a complete characterization exists in the lit-
erature, which was built on Willems’s dissipative framework [9]
and Hill–Moylan’s (Q,S,R)-dissipative framework [24]–[26].

1For real, rational and proper transfer functions, SSNI(α=2,β=1) is the bigger
set that contains SSNI(α=1,β=1).
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Fig. 1. Interconnection of NI systems with positive feedback.

Fig. 2. Venn diagram shows the set-theoretic relationship amongst
subclasses of the IONI and NI classes.

All strict and nonstrict passive systems can be shown to be
dissipative in respect of a supply rate w(u, y) that depends
on the input (u) and the output (y) of the system. Different
variants of the passivity theorem are available in the litera-
ture, which are proven using the (Q,S,R)-dissipative frame-
work [25], [26]. In [27], Griggs et al. introduced a class of
systems with “mixed” input–output passive and finite-gain prop-
erties. Griggs et al. [27], also proved finite-gain input–output
stability of the closed-loop system having “mixed” properties
using a frequency-domain dissipative approach. Inspired by the
work presented in [27], Patra and Lanzon introduced in [19] the
notion of “mixed” IONI and finite-gain properties along with a
stand-alone frequency-domain definition for IONI systems on a
finite frequency interval. Patra and Lanzon [19] also provided a
frequency-domain (Q(ω), S(ω), R(ω))-dissipative supply rate
to characterize such systems. Later, Das et al. [20], [21] pur-
sued a similar approach alike [19] to establish internal stability
conditions for interconnected systems with “mixed” NI, passive
and finite-gain properties.

Unlike [19]–[21], in this article, it is shown that the IONI
systems are dissipative with respect to a new time-domain
supply rate w(u, ū, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū by proving the
existence of a positive semidefinite storage function V (x). An
auxiliary output ȳ = y −Du is utilized to capture the full class
of OSNI systems (i.e., including biproper cases), while the
auxiliary input ū, which is a filtered version (as discussed later
in Section V) of the actual input u, is used to capture an ISNI
property. For a strictly proper OSNI system, this supply rate
reduces to 2ẏ�u− δ ẏ�ẏ, which finds an interesting physical in-
terpretation. For example, in the case of a spring–mass–damper
system being OSNI, the term ẏ�u gives the mechanical power
input [velocity (ẏ) × force (u)], while the term ẏ�ẏ represents
the power dissipated in the damper (d ẏ2), and hence, the ex-
pression

∫ T

0 (2ẏ�u− δ ẏ�ẏ)dt gives the stored energy of the

system, which is always nonnegative. However, for more general
systems, the supply rate provides an abstraction of the net power
inflow into the system, and often, it is not possible to find an exact
physical interpretation.

Apart from the time-domain analysis, a frequency-domain
(Q(ω), S(ω), R(ω))-dissipative framework is also proposed in
this article to characterize IONI systems. Thereafter, an equiv-
alence is established between the time-domain and frequency-
domain dissipative frameworks via applying Parseval’s theo-
rem. Furthermore, LMI-based state-space characterizations are
derived for the IONI systems and each of its subclasses. We
also specialize the above results to OSNI systems since such
systems exhibit interesting closed-loop stability properties when
connected (in a positive feedback loop) with NI systems that
may contain complex conjugate poles on the imaginary axis
excluding the origin.

II. NOTATION AND MATHEMATICAL PRELIMINARIES

The notation is standard throughout. The set of all natu-
ral numbers (excluding 0) is denoted by N = {1, 2, 3, . . . }.
R≥0 denotes the set of all nonnegative real numbers. A−∗ and
A−� represent shorthand for (A−1)∗ and (A−1)� respectively.
λmax(A) denotes the maximum eigenvalue of a matrix A that
has only real eigenvalues. Let Rm×n be the set of all real,
rational, and proper transfer function matrices of dimension
m× n, and let RHm×n

∞ denote the set of all asymptotically
stable transfer function matrices in Rm×n. For M(s) ∈ Rm×m,
the real-Hermitian and imaginary-Hermitian frequency response

parts are given by
1

2
[M(jω) +M(jω)∗] and

1

2j
[M(jω)−

M(jω)∗], respectively, where M(jω)∗ = M(−jω)�. The L2-
adjoint of a transfer function matrix M(s), where s ∈ C,
is expressed as M∼(s) = M(−s)�. (A,B,C,D) denotes a
state-space realization of a real, rational, and proper trans-
fer function matrix M(s) = D + C(sI −A)−1B. L2

m(jR)
denotes the frequency-domain Lebesgue space [19], [28] un-

der the inner product 〈f, g〉 = 1

2π

∫∞
−∞ f(jω)∗g(jω) dω < ∞

when f, g ∈ L2
m(jR). For a signal f ∈ L2

m(jR), the norm

is given by ‖f‖ =
√
〈f, f〉 =

√
1

2π

∫∞
−∞ f(jω)∗f(jω) dω <

∞. A dynamical system is said to be initially relaxed if
it has zero initial condition, i.e., x(0) = 0. The term “sta-
ble system” refers to an asymptotically stable system, i.e.,
the associated transfer function matrix belongs to RH∞.
The space of all real-valued, absolutely square integrable,
time-domain functions is defined by Lm

2 = {f : R → Rm :
f(t) = 0 when t < 0,

∫∞
0 f(t)�f(t) dt < ∞}, while the space

of all real-valued, locally square integrable, time-domain
functions is defined by Lm

2e = {f : R → Rm : f(t) = 0 when
t < 0,

∫ �
0 f(t)�f(t) dt < ∞ ∀T ∈ [0,∞)}. An energy supply

rate function w(u, y) is an abstraction of the rate of energy
inflow into a physical system that is expressed by the mapping
w : U × Y → R, where the input space U ∈ Lm

2e and the output
space Y ∈ Lp

2e, and satisfies the property
∫ �
0 w(u, y) dt < ∞

for all admissible (u, y) ∈ U × Y and ∀T ∈ [0,∞). In particu-
lar,

∫ T

0 w(u, y) dt < ∞ ∀T ∈ [0,∞] when (u, y) ∈ Lm
2 × Lp

2.
Note that an energy supply rate can also be defined in the
frequency domain for a stable system, and it remains equivalent
to the corresponding time-domain supply rate via Parseval’s
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theorem [4]. The symbol
∏

denotes the product operator. For
a transfer function M(s) ∈ Rm×m, L −1[M(s)] represents the
impulse response (also called the Kernel function), where L −1

denotes the inverse Laplace operator. The symbol 	 denotes the
time-domain convolution operator and the expression y(t) =
L −1[M(s)] 	 u(t) indicates that the output signal y(t) is be-
ing generated by the time-domain convolution of the impulse
response of the system and an input u(t). The spectral factor-
ization [29], [30] of a transfer function matrix F (s) is given by
F (s) = F∼

s (s)Fs(s), where Fs(s) denotes the stable, minimum
phase spectral factor of F (s) and F∼

s (s) = Fs(−s)� indicates
the antistable, antiminimum phase spectral factor. Let S1 and S2

be two subsets of R, then S1\S2 = S1 ∩ Sc
2 where Sc

2 denotes
the complementary set of S2 in R. A⊗B represents the Kro-
necker product of the matrices A and B. Let sym[A] = A+A�

for A ∈ Rm×m and sqr[B] = B�B for B ∈ Rp×q.

III. TECHNICAL PRELIMINARIES

In this section, essential technical preliminaries, definitions,
and lemmas are presented, which underpin the proofs of the
main results of this article.

The finite-dimensional, causal, LTI systems studied in this
article are described by2

M :

{
ẋ = Ax+Bu, x(0) = x0,
y = Cx+Du.

(1)

The admissible inputs u(t) are considered to be in the space
Lm

2 such that the unique solution of the state trajectory x(t)
exists forward in time t ≥ 0 and x ∈ Ln

2e. Therefore, the output
y(t) also exists forward in time t ≥ 0 and y ∈ Lp

2e. Let us
introduce the state transition function Φ, associated with M ,
being a mapping from R≥0 × R≥0 × Rn × Lm

2 to Rn. Here,
Φ(t1, t0, x(t0), u(t)) denotes the state x(t1) at time t1 when the
system M starts from an initial state x(t0) ∈ Rn at time t = t0,
and an admissible inputu(t) is applied onM for the time interval
t ∈ [t0, t1].

A. Dissipative Systems Notations and Definitions

Let us recall the notion of dissipativity of finite-dimensional,
causal, LTI systems introduced in [9]. It is important to mention
here that in the following definitions related to time-domain dis-
sipativity, we have chosen to restrict the input space to Lm

2 since,
in this article, we aim to establish the equivalence between the
time-domain dissipativity and frequency-domain dissipativity of
stable NI systems where the frequency-domain dissipativity is
characterized by only finite energy input signalsU ∈ L2

m(jR).
Definition 1 (Dissipative systems) [9]: A dynamical system

M , given in (1), is said to be dissipative with respect to an energy
supply rate w(u, y) if there exists a function V : Rn → R≥0,
called the storage function, such that

V (x(0)) +

∫ T

0

w(u, y) dt ≥ V (x(T )) (2)

for any T ∈ [0,∞), any initial condition x(0) ∈ Rn and any
admissible inputu ∈ Lm

2 wherex(T ) = Φ(T, 0, x(0), u(t)) and
w(u, y) has been evaluated along any trajectory of (1).

2For simplicity of presentation, the dependence ofx,u, andy on time t ∈ R≥0

is omitted.

Inequality (2) is known as the “dissipation inequality” in
the sense of Willems. Note that for asymptotically stable LTI
systems and for all input u ∈ Lm

2 , limt→∞ x(t) is finite and also
x ∈ Lm

2 ; hence, y ∈ Lp
2 implying

∫∞
0 w(u, y) dt < ∞. In such

cases, Willems’s dissipation inequality implies

V (x(0)) +

∫ ∞

0

w(u, y) dt ≥ V (x(∞)) . (3)

Furthermore, if V : Rn → R≥0 is a differentiable storage
function, then the dissipation inequality (2) can be expressed
in the differential form as

w(u, y) ≥ V̇ (x) (4)

where the “dot” represents the time-derivative.
Note that for finite-dimensional LTI systems with minimal

state-space realizations, the storage function V (x) can be char-
acterized with a quadratic formx�Px, without loss of generality,
where P = P� > 0 [9], [31]. Moreover, in an LTI setting, the
storage function V (x) can always be assumed to be a differen-
tiable function of x [24], [32].

For a dissipative system with a completely controllable state
space, the “required supply” is defined as [33]

Vr(x1) = inf
x∗ → x1

u(·), T ≤ 0

∫ 0

T

w(u, y) dt (5)

where x∗ ∈ Rn represents the point of minimum storage. In
general, the origin of a state space is the point of mini-
mum storage, where V (x∗) = V (0) = 0. The “required sup-
ply” is the least amount of energy required to excite a
system to a desired state from the state of minimum en-
ergy level [34]. Vr(x) is a possible storage function for any
dissipative system with a reachable (from the origin) state
space.

Definition 2 ((Q,S,R)-dissipativity in Hill–Moylan’s frame-
work) [24]: A dynamical system M , given by (1) with x0 = 0,
is said to be (Q,S,R)-dissipative if there existQ = QT ∈ Rp×p,
S ∈ Rp×m and R = RT ∈ Rm×m such that∫ T

0

(
y�Qy + 2y�Su+ u�Ru

)
dt ≥ 0 (6)

for any T ∈ [0,∞) and all u ∈ Lm
2 .

If the supply rate function in Willems’s framework is con-
sidered to be w(u, y) = y�Qy + 2y�Su+ u�Ru where Q =
QT ∈ Rp×p, S ∈ Rp×m and R = RT ∈ Rm×m, then (4) takes
the form

y�Qy + 2y�Su+ u�Ru ≥ V̇ (x). (7)

So far we have discussed only time-domain dissipativity.
However, dissipative characterization can also be expressed in
the frequency domain. The following definition articulates the
notion of frequency-domain (Q(ω), S(ω), R(ω))-dissipativity,
which may be regarded as a frequency-domain counterpart of
the Hill–Moylan’s (Q,S,R)-dissipativity.

Definition 3 ((Q(ω), S(ω), R(ω))-dissipativity) [19], [27]:
Let M(s) ∈ RH p×m

∞ be the transfer function matrix of a
causal system M with the input–output relationship Y (s) =
M(s)U(s), where U ∈ L2

m(jR). Then, M is said to be
(Q(ω), S(ω), R(ω))-dissipative with respect to the frequency-
dependent triplet (Q(ω), S(ω), R(ω))whereQ(ω) = Q(ω)� ∈
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Rp×p, S(ω) ∈ Cp×m and R(ω) = R(ω)� ∈ Rm×m ∀ω ∈ R if

1

2π

∫ ∞

−∞
[Y (jω)∗Q(ω)Y (jω) + Y (jω)∗S(ω)U(jω)

+U(jω)∗S(ω)∗Y (jω) + U(jω)∗R(ω)U(jω)] dω ≥ 0 (8)

for all U ∈ L2
m(jR).

The following lemma on the characterization of output strictly
passive (OSP) systems is recalled here, so that it can be used later
in this article to define the OSNI systems property.

Lemma 1 [8], [18]: A system F (s) ∈ RHm×m
∞ with

F (s) + F∼(s) having full normal rank is OSP if and only if
there exists δp > 0 such that

F (jω) + F (jω)∗ ≥ δpF (jω)∗F (jω) ∀ω ∈ R ∪ {∞}.
(9)

B. Definitions of Negative Imaginary Systems

In this section, we recall the definitions of NI and SNI systems.
Definition 4 (NI System) [15], [35]: Let M(s) be the real,

rational and proper transfer function matrix of a square and
causal system without any poles in the open right-half plane.
M(s) is said to be NI if the following three conditions hold:

1) j[M(jω)−M(jω)∗] ≥ 0 for all ω ∈ (0,∞) except the
values of ω where s = jω is a pole of M(s);

2) if s = jω0 withω0 ∈ (0,∞) is a pole ofM(s), then it is at
most a simple pole and the residue matrix lims→jω0

(s−
jω0)jM(s) is Hermitian and positive semidefinite; and

3) if s = 0 is a pole of M(s), then lims→0 s
kM(s) = 0 for

all k ≥ 3 and lims→0 s
2M(s) is Hermitian and positive

semidefinite.
In the literature, there are extensions of the NI definition

to improper nonrational systems [23], [36], [37] and NI the-
ory has also been recently extended to discrete-time LTI sys-
tems [38]. However, in this article, we restrict our attention to
only continuous-time, real, rational, and proper NI systems as
per Definition 4.

Definition 5 (SNI System) [1]: Let M(s) be the real, rational,
and proper transfer function matrix of a square and causal
system. M(s) is said to be SNI if M(s) has no poles in {s ∈ C :
�[s] ≥ 0} and j[M(jω)−M(jω)∗] > 0 for all ω ∈ (0,∞).

We now present a necessary and sufficient condition for in-
ternal stability of an NI-SNI positive feedback interconnection,
as shown in Fig. 1.

Theorem 1 [35]: Let M(s) be an NI system without poles
at the origin and N(s) be an SNI system. Then, the positive
feedback interconnection ofM(s) andN(s), as shown in Fig. 1,
is internally stable if and only if

det[I −M(∞)N(∞)] �= 0, (10a)

λmax

[
(I −M(∞)N(∞))−1(M(∞)N(0)− I)

]
< 0, (10b)

λmax

[
(I −N(0)M(∞))−1(N(0)M(0)− I)

]
< 0. (10c)

C. Relationship Between the Transmission Zeros of a
Transfer Function Matrix and the Rank Deficiency of Its
Imaginary-Hermitian Part

In the following, we establish a relationship between the trans-
mission zeros of an NI transfer function matrix on the imaginary
axis and the rank deficiency of its imaginary-Hermitian part at

that frequency. This result will be used later in Section VI to
prove the closed-loop stability of a positive feedback intercon-
nection of an NI system without poles at the origin and an OSNI
system.

Lemma 2: Let G(s) ∈ Rm×m be an NI system with full nor-
mal rank. Suppose s = jωz with ωz ∈ (0,∞) is a transmission
zero ofG(s) but not a pole. Then, det[G(jωz)−G(jωz)

∗] = 0.
Proof: As s = jωz with ωz ∈ (0,∞) is a transmission

zero of G(s), there exists a nonzero vector x ∈ Cm such
that G(jωz)x = 0. This then implies x∗G(jωz)x = 0 ⇒
x∗ 1

2j [G(jωz)−G(jωz)
∗]x=0⇔x∗j[G(jωz)−G(jωz)

∗]x=

0. For convenience, let Z = j[G(jωz)−G(jωz)
∗]. Now,

Z = Z∗ ≥ 0 as G(s) is NI and s = jωz is not a pole of
G(s). Since Z ≥ 0, there exists a unique matrix square
root Z

1
2 ≥ 0 (see [39, p. 406]). Therefore, we have

x∗Z
1
2Z

1
2x = 0 ⇔ y∗y = 0 denoting y = Z

1
2x, which in

turn implies y = 0. Hence, det[Z] = 0 as x �= 0. �
Lemma 3: Let G(s) ∈ Rm×m be an NI system. Then,

j[G(jωz)−G(jωz)
∗] > 0 with ωz ∈ (0,∞) implies

det[G(jωz)] �= 0.
Proof: Suppose via contradiction that det[G(jωz)] = 0.

Then, there exists a nonzero vector x ∈ Cm such that
G(jωz)x = 0, which ultimately implies x∗[j{G(jωz)−
G(jωz)

∗}]x = 0, as shown in the proof of Lemma 2. But, the re-
sult violates the supposition that j[G(jωz)−G(jωz)

∗] > 0 [39,
Ch. 7]. Hence, there does not exist any nonzero x ∈ Cm such
that G(jωz)x = 0, that is, det[G(jωz)] �= 0. �

IV. IONI SYSTEMS

In this section, we define a unifying class of stable negative
imaginary systems, termed as IONI systems,3 that encompasses
the existing strict forms of NI systems, namely, 1) SSNI systems
introduced in [22] (denoted by SSNI(α=1,β=1) in this article),
2) a different class of SSNI systems defined in [23] (denoted
by SSNI(α=2,β=1) in this article), and 3) OSNI systems defined
in [18] and modified later in [8]. Moreover, the proposed IONI
class also gives birth to two new subclasses of SNI systems,
termed as the ISNI systems and very strictly negative imaginary
(VSNI) systems in this article. The set-theoretic relationship
among the subclasses of IONI systems is illustrated in the Venn
diagram of Fig. 2.

Definition 6 (IONI Systems): Let M(s) ∈ RHm×m
∞ . Then,

M(s) is said to be IONI with a level of output strictness δ ≥
0, a level of input strictness ε ≥ 0, and having an arrival rate
specified by α ∈ N and a departure rate specified by β ∈ N
(IONI(δ,ε,α,β)) if

jω[M(jω)−M(jω)∗]− δ ω2M̄(jω)∗M̄(jω)

− ε

(
ω2β

1 + ω2(α+β−1)

)
Im ≥ 0 ∀ω ∈ R ∪ {∞} (11)

where M̄(jω) = M(jω)−M(∞).
Remark 1: α ∈ N (resp. β ∈ N) is referred to as the arrival

(resp. departure) rate as it determines the behavior of j[M(jω)−
M(jω)∗] as ω → ∞ (resp. ω → 0).

The following lemma shows that if inequality (11) is fulfilled
for some δ0 ≥ 0 and ε0 ≥ 0, it is also automatically fulfilled for
any δ ∈ [0, δ0] and any ε ∈ [0, ε0].

3The IONI property is defined for finite-dimensional, causal, square, and
asymptotically stable systems.
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Lemma 4: Let α ∈ N, β ∈ N, δ0 ≥ 0 and ε0 ≥ 0. Let M(s)
be IONI(δ0,ε0,α,β). Then,M(s) is IONI(δ,ε,α,β) for all δ ∈ [0, δ0]
and all ε ∈ [0, ε0].

Proof: This trivially follows from jω[M(jω)−

M(jω)∗] ≥ δ0 ω
2M̄(jω)∗M̄(jω) + ε0

(
ω2β

1 + ω2(α+β−1)

)
Im ≥

δ ω2M̄(jω)∗M̄(jω) + ε

(
ω2β

1 + ω2(α+β−1)

)
Im ∀ω ∈ R∪{∞},

δ∈ [0, δ0] and ε ∈ [0, ε0]. �
We will now classify IONI systems on the basis of the values

of the parameters δ, ε, α, and β.
Definition 7 (Classification of IONI Systems): Let M(s) ∈

RHm×m
∞ . Then, M(s) is said to be:

1) stable NI if it belongs to {M(s) : M(s) is IONI(δ,ε,α,β),
δ ≥ 0, ε ≥ 0, α ∈ N, β ∈ N};

2) ISNI if it belongs to {M(s) : M(s) is IONI(δ,ε,α,β),
δ ≥ 0, ε > 0, α ∈ N, β ∈ N};

3) SSNI(α=1,β=1) if it belongs to {M(s) : M(s) is
IONI(δ,ε,1,1), δ ≥ 0, ε > 0};

4) SSNI(α=2,β=1) if it belongs to {M(s) : M(s) is
IONI(δ,ε,2,1), δ ≥ 0, ε > 0};

5) VSNI if it belongs to {M(s) : M(s) is IONI(δ,ε,α,β),
δ > 0, ε > 0, α ∈ N, β ∈ N}; and

6) OSNI if it belongs to {M(s) : M(s) is IONI(δ,ε,α,β),
δ > 0, ε ≥ 0, α ∈ N, β ∈ N, [M(s)−M∼(s)] has full
normal rank}.

The following lemma states the connections between the
above classifications.

Lemma 5: The following five statements hold.
1) If M(s) is ISNI, then it is also stable NI.
2) If M(s) is OSNI, then it is also stable NI.
3) If M(s) is VSNI, then it is also ISNI and OSNI.
4) If M(s) is SSNI(α=1,β=1), then it is also ISNI.
5) If M(s) is SSNI(α=2,β=1), then it is also ISNI.

Proof: All five cases are trivial consequences of Defini-
tion 7. �

The following lemma gives a simpler, yet equivalent, charac-
terization for each of the classes in Definition 7.

Lemma 6: Let M(s) ∈ RHm×m
∞ . Then, M(s) is:

1) stable NI if and only if M(s) is IONI(0,0,�,�);4

2) ISNI if and only if there exist ε > 0, α ∈ N and β ∈ N
such that M(s) is IONI(0,ε,α,β);

3) SSNI(α=1,β=1) if and only if there exists ε > 0 such that
M(s) is IONI(0,ε,1,1);

4) SSNI(α=2,β=1) if and only if there exists ε > 0 such that
M(s) is IONI(0,ε,2,1);

5) VSNI if and only if there exist δ > 0, ε > 0, α ∈ N and
β ∈ N such that M(s) is IONI(δ,ε,α,β); and

6) OSNI if and only if [M(s)−M∼(s)] has full normal rank
and there exists δ > 0 such that M(s) is IONI(δ,0,�,�).

Proof: We proof each statement separately.
1) Since “M(s) is stable NI” is equivalent to ∃ δ0≥0,

ε0 ≥ 0, α0 ∈ N and β0 ∈ N such that M(s)
is IONI(δ0,ε0,α0,β0) via Definition 7, sufficiency
trivially follows on choosing δ0 = 0, ε0 = 0 and

4The symbol � stands for a “do not care value” because the associated term
disappears from (11) when ε = 0.

any α0 ∈ N and β0 ∈ N whereas necessity follows
from Lemma 4 on choosing δ = 0 and ε = 0 in
Lemma 4.

2) Since “M(s) is ISNI” is equivalent to ∃ δ0 ≥ 0, ε0 > 0,
α0 ∈ N and β0 ∈ N such that M(s) is IONI(δ0,ε0,α0,β0)

via Definition 7, sufficiency trivially follows on choosing
δ0 = 0 whereas necessity follows from Lemma 4 on
choosing δ = 0 in Lemma 4.

3) Since “M(s) is SSNI(α=1,β=1)” is equivalent to ∃ δ0 ≥ 0
and ε0 > 0 such that M(s) is IONI(δ0,ε0,1,1) via Defini-
tion 7, sufficiency trivially follows on choosing δ0 = 0
whereas necessity follows from Lemma 4 on choosing
δ = 0, α = 1 and β = 1 in Lemma 4.

4) Since “M(s) is SSNI(α=2,β=1)” is equivalent to ∃ δ0 ≥ 0
and ε0 > 0 such that M(s) is IONI(δ0,ε0,2,1) via Defini-
tion 7, sufficiency trivially follows on choosing δ0 = 0
whereas necessity follows from Lemma 4 on choosing
δ = 0, α = 2 and β = 1 in Lemma 4.

5) “M(s) is VSNI” is directly equivalent to ∃ δ0 >
0, ε0 > 0, α0 ∈ N and β0 ∈ N such that M(s) is
IONI(δ0,ε0,α0,β0) via Definition 7.

6) Since “M(s) is OSNI” is equivalent to [M(s)−M∼(s)]
has full normal rank and ∃ δ0 > 0, ε0 ≥ 0, α0 ∈ N and
β0 ∈ N such that M(s) is IONI(δ0,ε0,α0,β0) via Defini-
tion 7, sufficiency trivially follows on choosing ε0 = 0
and any α0 ∈ N and β0 ∈ N whereas necessity follows
from Lemma 4 on choosing ε = 0 in Lemma 4. �

Note that the pointwise frequency-domain condition (11)
can equivalently be expressed on the open positive fre-
quency interval, that is, for all ω ∈ (0,∞), as shown in
Lemma 7.

Lemma 7: LetM(s) ∈ RHm×m
∞ , M̄(s) = M(s)−M(∞),

δ ≥ 0, ε ≥ 0, α ∈ N and β ∈ N. Then, (11) is equivalent to

j[M(jω)−M(jω)∗]− δ ωM̄(jω)∗M̄(jω)

− ε

⎛
⎜⎝ 1

ω2α−1 +
1

ω2β−1

⎞
⎟⎠ Im ≥ 0 ∀ω ∈ (0,∞). (12)

Proof (Sufficiency): The inequality (12) implies
j[M(jω)−M(jω)∗] ≥ 0 ∀ω ∈ (0,∞) which, in turn,
implies M(0) = M(0)� and M(∞) = M(∞)� [1]. Also,
(12) implies j[M(jω̂)−M(jω̂)∗]− δω̂M̄(jω̂)∗M̄(jω̂)−

ε

(
1

ω̂2α−1 +
1

ω̂2β−1

)
Im ≤ 0 ∀ω̂ ∈ (−∞, 0) on letting

ω̂ = −ω and taking the transpose throughout. On
multiplying this last inequality by ω̂ and (12) by ω,
we get jω[M(jω)−M(jω)∗]− δ ω2M̄(jω)∗M̄(jω)−

ε

(
ω

ω2α−1 +
1

ω2β−1

)
Im ≥ 0 ∀ω ∈ R since this in-

equality is trivially satisfied at ω = 0. Then (11) holds
because jω[M(jω)−M(jω)∗]− δ ω2M̄(jω)∗M̄(jω)−

ε

(
ω2β

1 + ω2(α+β−1)

)
Im = (jωM̄(jω)) + (jωM̄(jω))∗ −
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δ(jωM̄(jω))∗(jωM̄(jω))− ε

(
ω2β

1 + ω2(α+β−1)

)
Im, which

is clearly finite and positive semidefinite in the limit ω → ∞.
(Necessity). Trivial restriction. �
The following lemma shows that the SNI set contains the same

elements as the ISNI set.
Lemma 8: M(s) is ISNI if and only if M(s) is SNI.
Proof (Necessity): M(s) is ISNI implies that there exist

ε > 0, α ∈ N and β ∈ N such that (11) holds. This im-

plies that jω[M(jω)−M(jω)∗] ≥ ε

(
ω2β

1 + ω2(α+β−1)

)
Im >

0 ∀ω ∈ (0,∞), which in turn implies that M(s) is SNI.
(Sufficiency): M(s) is SNI implies that j[M(jω)−

M(jω)∗] > 0 ∀ω ∈ (0,∞). This then implies that there exist
a sufficiently small ε > 0 and sufficiently large α ∈ N and β ∈

N such that j[M(jω)−M(jω)∗] ≥ ε

(
1

ω2α−1 +
1

ω2β−1

)
Im

∀ω ∈ (0,∞). This hence implies that M(s) is ISNI. �
The following lemma shows that the set of SSNI(α=1,β=1)

systems is contained within the set of SSNI(α=2,β=1) systems
and also within the set of VSNI systems.

Lemma 9: Let M(s) be SSNI(α=1,β=1). Then, M(s) is also
SSNI(α=2,β=1) and VSNI.

Proof: Since M(s) is SSNI(α=1,β=1), there exists

ε > 0 such that jω[M(jω)−M(jω)∗]≥ε
ω2

1 + ω2
Im ∀ω∈

R ∪ {∞}. Now
ω2

1 + ω2
≥
(

2√
2 + 1

)
ω2

1 + ω4
∀ω∈R∪{∞}

since
1 + ω2

1 + ω4
≤ 1

2
(
√
2 + 1) ∀ω ∈ R ∪ {∞}. Let ε1 =(

2√
2 + 1

)
ε. It easily follows that jω[M(jω)−M(jω)∗] ≥

ε1

(
ω2

1 + ω4

)
Im ∀ω ∈ R ∪ {∞}, which implies that M(s) is

SSNI(α=2,β=1). �
Furthermore, let M̄(s) = M(s)−M(∞), ε2 =

1

2
ε, and

δ2 =
ε2

||(s+ 1)M̄(s)||2∞
. Since (1 + ω2)M̄(jω)∗M̄(jω) =

[(1 + jω)M̄(jω)]∗[(1 + jω)M̄(jω)] ≤ ||(s + 1)M̄(s)||2∞Im
∀ω ∈ R ∪ {∞}, it follows that δ2M̄(jω)∗M̄(jω) ≤
ε2

(
1

1 + ω2

)
Im ∀ω∈R ∪ {∞}. Thus, jω[M(jω)−M(jω)∗]

≥ ε2

(
ω2

1 + ω2

)
Im + ε2

(
ω2

1 + ω2

)
Im ≥ ε2

(
ω2

1 + ω2

)
Im

+ δ2ω
2M̄(jω)∗M̄(jω) ∀ω ∈ R ∪ {∞}. �

The following lemma states that SSNI(α=2,β=1) systems that
have a strictly proper sM̄(s) are also VSNI. The interpretation
of a strictly proper sM̄(s) is easy in a scalar setting as it would
correspond to systems M̄(s) with a relative degree of two.

Lemma 10: Let M(s) be SSNI(α=2,β=1) with
lims→∞[sM̄(s)] = 0 where M̄(s) = M(s)−M(∞). Then,
M(s) is VSNI.

Proof: Since M(s) is SSNI(α=2,β=1), there exists ε > 0

such that jω[M(jω)−M(jω)∗] ≥ ε

(
ω2

1 + ω4

)
Im ∀ω ∈

R ∪ {∞}. Since lims→∞[sM̄(s)] = 0, (s2 +
√
2s+ 1)M̄(s) is

proper. Let ε1 = 1
2ε and δ1 =

ε1

||(s2 +
√
2s+ 1)M̄(s)||2∞

. Since

(1 + ω4)M̄(jω)∗M̄(jω) = [((jω)2 +
√
2jω + 1)M̄(jω)]∗

[((jω)2 +
√
2jω + 1)M̄(jω)] ≤ ||(s2 +

√
2s+ 1)M̄(s)||2∞Im

∀ω ∈ R ∪ {∞}, it follows that δ1M̄(jω)∗M̄(jω) ≤
ε1

1 + ω4
Im ∀ω ∈ R ∪ {∞}. Thus, jω[M(jω)−M(jω)∗] ≥

ε1

(
ω2

1 + ω4

)
Im + ε1

(
ω2

1 + ω4

)
Im ≥ ε1

(
ω2

1 + ω4

)
Im +

δ1ω
2M̄(jω)∗M̄(jω) ∀ω ∈ R ∪ {∞}, which implies that M(s)

is VSNI.
The following lemma shows that in the scalar case, the set

of SSNI(α=2,β=1) systems is contained within the set of VSNI
systems.

Lemma 11: Let M(s) be scalar and SSNI(α=2,β=1). Then,
M(s) is also VSNI.

Proof: Since Lemma 9 guarantees that all SSNI(α=1,β=1)

systems are VSNI, we only need to consider scalar
SSNI(α=2,β=1) systems that are not SSNI(α=1,β=1).

Since M(s) is SSNI(α=2,β=1), ∃ ε > 0 such that jω[M(jω)

−M(jω)∗] ≥ ε

(
ω2

1 + ω4

)
∀ω ∈ R ∪ {∞}. Since M(s) is not

SSNI(α=1,β=1), � ε̂ > 0 such that jω[M(jω)−M(jω)∗] ≥

ε̂

(
ω2

1 + ω2

)
∀ω ∈ R ∪ {∞}. These two conditions together

give limω→∞[jω[M(jω)−M(jω)∗]] = 0, which in turn
implies that limω→∞[jωM̄(jω)] + limω→∞[jωM̄(jω)]∗ = 0,
where M̄(s) = M(s)−M(∞). Since M(s) is scalar and
limω→∞[jωM̄(jω)] is real, we get limω→∞[jωM̄(jω)] = 0,
which is equivalent to lims→∞[sM̄(s)] = 0. The proof is then
complete by invoking Lemma 10. �

The Venn diagram (see Fig. 2) expresses the set-theoretic
relationship amongst different subclasses of IONI systems. The
strict subclasses are determined via appropriate restrictions
on the parameters δ ≥ 0, ε ≥ 0, α ∈ N and β ∈ N used in
(11). Note that only scalar SSNI(α=2,β=1) systems and MIMO
SSNI(α=2,β=1) systems that satisfy lims→∞[sM̄(s)] = 0 are
guaranteed to be also VSNI via Lemma 10 and Lemma 11;
hence, these systems [SSNI(α=2,β=1)] have not been illustrated
through the Venn Diagram.

In the sequel, we will present six numerical examples corre-
sponding to each region of the Venn diagram in Fig. 2 to illustrate
different examples of IONI systems. Note that it is possible to
check the strict conditions separately, one at a time, as explained
in the next lemma.

Lemma 12: Let α∈N, β∈N, δ0 > 0 and ε0 > 0. Let M(s)
be IONI(δ0,0,α,β) and M(s) be IONI(0,ε0,α,β). Then, M(s) is
IONI(δ,ε,α,β) for all δ ∈ [0, 1

2δ0] and all ε ∈ [0, 1
2ε0].

Proof: Since jω[M(jω)−M(jω)∗]≥δ0ω
2M̄(jω)∗M̄(jω)

and jω[M(jω)−M(jω)∗]≥ε0

(
ω2β

1 + ω2(α+β−1)

)
Im for

all ω∈R ∪ {∞}, it easily follows that jω[M(jω)−
M(jω)∗]= 1

2jω[M(jω)−M(jω)∗]+ 1
2jω[M(jω)−M(jω)∗] ≥

1
2 δ0 ω2 M̄ (jω)∗ M̄ (jω) + 1

2ε0

(
ω2β

1 + ω2(α+β−1)

)
Im ≥

δω2M̄(jω)∗M̄(jω)+ ε

(
ω2β

1 + ω2(α+β−1)

)
Im ∀ω ∈ R ∪ {∞},

δ ∈ [0, 1
2δ0] and ε ∈ [0, 1

2ε0]. �
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Example 1: LetM1(s)=
s+ 4

s2 + 8s+ 17
. Then, jω[M1(jω)−

M1(jω)
∗] =

2ω2(15 + ω2)

ω4 + 30ω2 + 289
and M̄1(jω)

∗M̄1(jω) =

16 + ω2

ω4 + 30ω2 + 289
∀ω ∈ R ∪ {∞}. M1(s) belongs to

area 1 of the Venn diagram (see Fig. 2) because
2ω2(15 + ω2)

ω4 + 30ω2 + 289
≥ δω2(16 + ω2)

ω4 + 30ω2 + 289
∀ω ∈ R ∪ {∞} when

δ ∈ (0,
30

16
];

2ω2(15 + ω2)

ω4 + 30ω2 + 289
≥ε

ω2

1 + ω2
∀ω∈R∪{∞}when

ε ∈ (0, 30
289 ];

2ω2(15 + ω2)

ω4 + 30ω2 + 289
≥ ε

ω2

1 + ω4
∀ω ∈ R ∪ {∞}

when ε ∈ (0, 30
289 ]; and

2ω2(15 + ω2)

ω4 + 30ω2 + 289
> 0 ∀ω ∈ (0,∞).

Example 2: Let M2(s) =
1

s2 + s+ 1
. Then, jω[M2(jω)−

M2(jω)
∗] =

2ω2

ω4 − ω2 + 1
and M̄2(jω)

∗M̄2(jω) =

1

ω4 − ω2 + 1
∀ω ∈ R ∪ {∞}. M2(s) belongs to area 2 of

the Venn diagram (see Fig. 2) because
2ω2

ω4 − ω2 + 1
≥

δω2

ω4 − ω2 + 1
∀ω ∈ R ∪ {∞}when δ ∈ (0, 2];

2ω2

ω4 − ω2 + 1
≥

ε
ω2

1 + ω2
∀ω ∈ R ∪ {∞} only when ε = 0;

2ω2

ω4 − ω2 + 1
≥

ε
ω2

1 + ω4
∀ω ∈ R ∪ {∞} when ε ∈ (0, 2]; and

2ω2

ω4 − ω2 + 1
>

0 ∀ω ∈ (0,∞).
Example 3: Consider the transfer function M3(s) =

s2 + 12.5

s4 + s3 + 42.5s2 + 12.5s+ 150
. Then, long and tedious

algebraic manipulations give jω[M3(jω)−M3(jω)
∗]=

2ω2(12.5− ω2)2

(ω4−42.5ω2+150)2+ω2(12.5− ω2)2
and M̄3(jω)

∗M̄3(jω)

=
(12.5− ω2)2

(ω4 − 42.5ω2 + 150)2 + ω2(12.5− ω2)2
∀ω ∈ R ∪ {∞}.

M3(s) belongs to area 3 of the Venn diagram (see Fig. 2)
since jω[M3(jω)−M3(jω)

∗] ≥ δω2M̄3(jω)
∗M̄3(jω) for all

ω ∈ R ∪ {∞} when δ ∈ (0, 2]; jω[M3(jω)−M3(jω)
∗] ≥

ε
ω2β

1 + ω2(α+β−1)
∀ω ∈ R ∪ {∞} only when ε = 0 as

jω[M3(jω)−M3(jω)
∗] = 0 at ω = ±

√
12.5 rad/s

whereas
ω2β

1 + ω2(α+β−1)
> 0 at ω = ±

√
12.5 rad/s; and at

ω =
√
12.5 rad/s, jω[M3(jω)−M3(jω)

∗] ≯ 0.

Example 4: Let M4(s) =
2s+ 1

(s+ 1)2
. Then, jω[M4(jω)−

M4(jω)
∗] =

4ω4

(1 + ω2)2
and M̄4(jω)

∗M̄4(jω) =

1 + 4ω2

(1 + ω2)2
∀ω ∈ R ∪ {∞}. M4(s) belongs to the

area 4 of the Venn diagram (see Fig. 2) because
4ω4

(1 + ω2)2
≥ δω2 (1 + 4ω2)

(1 + ω2)2
∀ω ∈ R ∪ {∞} only when

δ = 0;
4ω4

(1 + ω2)2
≥ ε

ω2

1 + ω4
∀ω ∈ R ∪ {∞} only when

ε = 0;
4ω4

(1 + ω2)2
≥ ε

ω2β

1 + ω2(α+β−1)
∀ω ∈ R ∪ {∞} when

α = 1, β = 2 and ε ∈ (0, 2]; and
4ω4

(1 + ω2)2
> 0 ∀ω ∈ (0,∞).

Example 5: The transfer function M5(s) =
2s2 + s+ 1

(s+ 1)(2s+ 1)(s2 + 2s+ 5)
belongs to area 5 (i.e., simply

a stable NI system without any form of strictness) of the
Venn diagram because jω[M5(jω)−M5(jω)

∗] = 0 at
ω = 1 rad/s and M̄5(jω)

∗M̄5(jω) = 0.01 at ω = 1 rad/s,
which imply that (11) can only be satisfied with δ = 0 and
ε = 0.

Example 6: The transfer functions M6a(s) =
1

s
, M6b(s) =

1

s2 + 1
and M6c(s) =

1

s2
belong to area 6 of the Venn diagram

(hence do not belong to the IONI class) since they are not
asymptotically stable.

V. CONNECTIONS BETWEEN IONI SYSTEMS AND

DISSIPATIVITY

Section V-A derives a stable spectral factor of a transfer
function associated with the filter term in (11) for usage in the
subsequent sections. Section V-B extends the classical notion
of dissipativity to include supply rates that involve the time
derivative of the system’s output taking inspiration from [5],
[25], [33] and introduces a new time-domain dissipative frame-
work for characterizing the class of stable IONI systems, in-
cluding its strict subclasses. In Section V-C, IONI systems
are characterized in an equivalent frequency-domain frame-
work with respect to a (Q(ω), S(ω), R(ω))-dissipative supply
rate.

A. Analysis of the Filter Term Used in Definition 6

In order to establish the connections between the IONI system
property (11) and dissipative theory, a new supply ratew(u, ū, ˙̄y)
will be proposed in the sequel to characterize IONI systems in
a time-domain dissipative framework. This supply rate involves
the input to a physical system (u), an auxiliary input (ū) which
is a filtered version of u, and the time-derivative of an auxiliary
output ( ˙̄y) where the auxiliary output ȳ = y −M(∞)u. In order
to obtain ū, a bandpass filter has to be constructed as the stable
spectral factor of

f(s) =
(−s)βsβ

1 + (−s)(α+β−1) s(α+β−1)
(13)

where α ∈ N and β ∈ N. Note that when s = jω, f(jω) =
ω2β

1 + ω2(α+β−1)
which is the frequency response function within

the last term of (11) associated with ε.

Lemma 13: Let f(s)=
(−s)βsβ

1 + (−s)(α+β−1) s(α+β−1)
with

α ∈ N and β ∈ N. Then, f(s) can be spectral fac-
torized as f(s) = f∼

s (s)fs(s) where fs(s) ∈ RH∞ is
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Fig. 3. Log–log frequency plot of the filter function f̄(ω) =
1

ω2α−1+ 1

ω2β−1

for four different combinations of α and β.

given by

fs(s) =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

s

s+ 1
when α = β = 1,

sβ

(α+β−1
2 −1)∏
i=0

(
s2 + 2 sin

[
(2i+ 1)π

2(α+ β − 1)

]
s+ 1

)
when α+ β is odd,

sβ

(s+ 1)
(α+β

2 −2)∏
i=0

(
s2 + 2 sin

[
(2i+ 1)π

2(α+ β − 1)

]
s+ 1

)
when α+ β is even and α+ β > 2.

(14)

Proof: Applying the rules of stable spectral factorization [29],
[30] of single variable frequency-domain functions in s ∈ C,
f(s) can be factorized as f(s) = f∼

s (s)fs(s) where fs(s) rep-
resents the stable spectral factor and f∼

s (s) = fs(−s) denotes
the corresponding antistable spectral factor. �

Fig. 3 shows the frequency plot of the filter function f̄(ω) =
1

ω2α−1 + 1
ω2β−1

=
1

ω
f(jω), on log–log axes, for four different

combinations of α and β. The definition of f̄(ω) guarantees that
f̄(0) = 0 and f̄(∞) = 0 for any α, β ∈ N. The interpretation
of this filter f̄(ω) [and correspondingly of f(jω)] is as follows.
First, the term 1

2π

∫∞
−∞ U(jω)∗[εf(jω)Im]U(jω) dω quantifies

the input energy dissipation, and hence, it signifies the level
of input strictness of an IONI system. Fig. 3 reveals that ISNI
systems must have an imaginary-Hermitian frequency response,
which is strictly less than zero for all ω ∈ (0,∞) and can only
become zero at ω = 0 and ω = ∞. Second, the arrival rate at
ω = ∞ and the departure rate at ω = 0 are governed by the
parameters α and β, respectively. The arrival (resp. departure)
rate at ω = ∞ (resp. ω = 0) is the decay (resp. growth) rate of
the imaginary-Hermitian frequency response toward (resp. away
from) the real axis near ω = ∞ (resp. ω = 0).

B. IONI Systems in a Time-Domain Dissipative
Framework

In this section, we will establish that for an initially relaxed
IONI system with a controllable state-space, there always exists
a positive semidefinite storage function V (x) such that the
system satisfies the dissipation inequality (2) with a particular
time-domain supply rate w(u, ū, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū
for some δ ≥ 0 and ε ≥ 0, where ȳ = y −M(∞)u is defined
as an auxiliary output of M and ū is a filtered auxiliary input
chosen as the inverse Laplace of Ū(s) = [fs(s)Im]U(s) where
U(s) = L [u(t)] and fs(s) ∈ RH∞ is defined in (14). Note that
in this section, the admissible inputs u are considered to be in the
space Lm

2 along with sufficient smoothness properties such that
a unique solution of the state trajectory x(t) exists forward in
time t ≥ 0 and also (since A will be assumed Hurwitz) x ∈ Ln

2 .
Hence, ˙̄y(t) = Cẋ(t) = CAx(t) + CBu(t) also exists for all
t ≥ 0 and ˙̄y ∈ Lm

2 . Furthermore, ū ∈ Lm
2 since fs(s) ∈ RH∞

and since u ∈ Lm
2 by assumption.

Theorem 2: Let M be a finite-dimensional, causal and square
system given by the minimal state-space equations ẋ = Ax+
Bu and y = Cx+Du with zero initial condition. Let the as-
sociated transfer function matrix be M(s) ∈ RHm×m

∞ . Define
ȳ = y −Du and ū = L −1[fs(s)Im] 	 u where fs(s) ∈ RH∞
is defined in (14). Let δ ≥ 0, ε ≥ 0, α ∈ N and β ∈ N. Then,
D = D� and M is dissipative with respect to the supply
rate w(u, ū, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū if and only if M(s) is
IONI(δ,ε,α,β).

Proof: The proof has been divided into the sufficiency and
necessary parts as follows.

(Sufficiency) First note thatM(s) is IONI(δ,ε,α,β) implies that
M(s) is stable NI, which in turn implies D = D� [1]. To show
that an IONI(δ,ε,α,β) system M is dissipative with respect to
the supply rate w(u, ū, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū, we have to
establish that there exists a storage functionV : Rn → R≥0 such
that M satisfies the dissipation inequality (2). Since the state
space is assumed to be completely controllable, there exists an
admissible input u(t) defined as

u(t) =

{
0 when t < t−1,
ũ(t) when t−1 ≤ t ≤ 0,
0 when t > 0,

which steers the system from x(t−1) = 0 to any x(0) ∈
Rn. Let y(t) be the corresponding output and Y (jω),
Ȳ (jω), U(jω) and Ū(jω) denote, respectively, the Fourier
transform of the real-valued time-domain signals y(t),
ȳ(t), u(t) and ū(t). Also, Ȳ (jω) = Y (jω)−DU(jω) =
M̄(jω)U(jω), where M̄(jω) = M(jω)−D and Ū(jω) =
[fs(jω)Im]U(jω). Now,

∫ 0

t−1

w(u, ū, ˙̄y) dt =

∫ 0

t−1

(2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū) dt

=

∫ ∞

−∞
(2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū) dt+ δ

∫ ∞

0

˙̄y� ˙̄y dt

+ ε

∫ ∞

0

ū�ū dt [since M is causal and time-invariant]

≥
∫ ∞

−∞
(2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū) dt [since δ ≥ 0 and ε ≥ 0]
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=
1

2π

∫ ∞

−∞

[(
jωȲ (jω)

)∗
U(jω) + U(jω)∗

(
jωȲ (jω)

)

− δ ω2 Ȳ (jω)∗Ȳ (jω)− ε Ū(jω)∗Ū(jω)

]
dω

[since A is Hurwitz and applying Parseval’s theorem [4]]

=
1

2π

∫ ∞

−∞
U(jω)∗

[
jω{M(jω)−M(jω)∗} − δ ω2M̄(jω)∗

× M̄(jω)− ε

(
ω2β

1 + ω2(α+β−1)

)
Im

]
U(jω) dω

[since M(∞) = M(∞)� is implied by (11)]

≥ 0 [using Definition 6].

Hence, for arbitrary t−1 ≤ 0 and x(t−1) = 0, we have∫ 0

t−1
w(u, ū, ˙̄y) dt ≥ 0. We now construct the required supply

function as Vr(x) = inf 0=x∗ →x
u(·), t−1≤0

∫ 0

t−1
w(u, ū, ˙̄y) dt ≥ 0, where

the origin is the point of minimum storage (i.e., x∗ = 0). Thus,
Vr(x) can be considered as a storage function candidate associ-
ated with the IONI(δ,ε,α,β) system M [33].

It remains to be shown that Vr(x) satisfies the dissipation
inequality (2). Note that in taking the system from x = 0 at
t = 0 to x1 ∈ Rn at t = t1, we could first take it to x0 ∈ Rn at
time t0 while minimizing the energy and then take it to x1 at
time t1 along the path for which the dissipation inequality is to be
evaluated. This is possible sinceM is a causal and time-invariant
system. As Vr(x1) represents the infimum amount of energy
required to reach x1 at t = t1 from x = 0 at t = 0, the energy
required to reach the same destination x1 from the same starting
point x = 0 via any other path will be greater than or equal
to Vr(x1). Therefore, Vr(x0) +

∫ t1
t0

w(u, ū, ˙̄y) dt ≥ Vr(x1) fol-
lows. It can, hence, be concluded that the IONI(δ,ε,α,β) system
M is dissipative with respect to the supply rate w(u, ū, ˙̄y) =
2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū for the same δ, ε, α and β.

(Necessity) This part proceeds through a sequence of implica-
tions, where frequency-domain integrals with limits from −∞
to ∞ are considered taking inspiration from similar arguments
used in [19] and [27]. For the same choice of δ ≥ 0, ε ≥ 0, and
α, β ∈ N, and since M(s) ∈ RHm×m

∞ ,

M is dissipative with respect to

w(u, ū, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū

⇔ ∃V : Rn → R≥0 such that∫ �

0

(
2 ˙̄y�u− δ ˙̄y� ˙̄y − ε ū�ū

)
dt ≥ V (x(T ))− V (x(0))

∀T ∈ [0,∞) and ∀u ∈ Lm
2

⇒
∫ ∞

0

(
2 ˙̄y�u− δ ˙̄y� ˙̄y − ε ū�ū

)
dt ≥ 0 ∀u ∈ Lm

2

[since M is stable and V (x(∞)) = V (0) = V (x(0))]

⇔ 1

2π

∫ ∞

−∞

[(
jωȲ (jω)

)∗
U(jω) + U(jω)∗

(
jωȲ (jω)

)

− δ ω2 Ȳ (jω)∗Ȳ (jω)− ε Ū(jω)∗Ū(jω)

]
dω ≥ 0

∀U ∈ L2
m(jR) [via Parseval’s theorem [4]]

⇔ 1

2π

∫ ∞

−∞
U(jω)∗

[
jω[M(jω)−M(jω)∗]− δ ω2M̄(jω)∗

× M̄(jω)− ε

(
ω2β

1 + ω2(α+β−1)

)
Im

]
U(jω) dω ≥ 0

∀U ∈ L2
m(jR) (15)

⇔
[
jω[M(jω)−M(jω)∗]− δ ω2M̄(jω)∗M̄(jω)

− ε

(
ω2β

1 + ω2(α+β−1)

)]
Im ≥ 0 ∀ω ∈ R ∪ {∞}. (16)

The equivalence between (15) and (16) is outlined here: (16) ⇒
(15) is straightforward and (15) ⇒ (16) follows, for example,
from the necessity proof of [4, Th. 2.6]. �

The following corollary is an immediate consequence of
Theorem 2 and establishes the time-domain dissipativity of all
stable NI systems and also the strict subclasses (e.g., ISNI,
SSNI(α=1,β=1), SSNI(α=2,β=1), VSNI, OSNI) under the NI
systems class.

Corollary 1: LetM be a finite-dimensional, causal and square
system given by the minimal state-space equations ẋ = Ax+
Bu and y = Cx+Du with x(0) = 0. Let the associated trans-
fer function matrix be M(s) ∈ RHm×m

∞ . Define ȳ = y −Du
and ū = L −1[fs(s)Im] 	 u where fs(s) ∈ RH∞ is defined in
(14). Then,

1) M is stable NI if and only if M(∞) = M(∞)� and M
is dissipative with respect to w(u, ˙̄y) = 2 ˙̄y�u;

2) M is ISNI if and only if M(∞) = M(∞)� and there
exist ε > 0, α ∈ N and β ∈ N such that M is dissipative
with respect to w(u, ū, ˙̄y) = 2 ˙̄y�u− εū�ū;

3) M is SSNI(α=1,β=1) if and only ifM(∞) = M(∞)� and
there exists ε > 0 such that M is dissipative with respect
to w(u, ū, ˙̄y) = 2 ˙̄y�u− εū�ū with α = 1 and β = 1;

4) M is SSNI(α=2,β=1) if and only ifM(∞) = M(∞)� and
there exists ε > 0 such that M is dissipative with respect
to w(u, ū, ˙̄y) = 2 ˙̄y�u− εū�ū with α = 2 and β = 1;

5) M is VSNI if and only if M(∞) = M(∞)� and there
exist δ > 0, ε > 0, α ∈ N and β ∈ N such that M is
dissipative with respect to w(u, ū, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y −
εū�ū; and

6) M is OSNI if and only if [M(s)−M∼(s)]has full normal
rank, M(∞) = M(∞)� and there exists δ > 0 such that
M is dissipative with respect tow(u, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y.

Proof: Trivial restriction of Theorem 2 by setting appropriate
choices of the parameters δ ≥ 0, ε ≥ 0, α ∈ N and β ∈ N. �

The following lemma gives a necessary and sufficient condi-
tion for checking time-domain dissipativity of an IONI(δ,ε,α,β)
system without involving a storage function.

Lemma 14: Let M(s) ∈ RHm×m
∞ be the transfer function

matrix of a finite-dimensional, causal and initially relaxed sys-
tem M . Let y = L −1[M(s)] 	 u with u ∈ Lm

2 . Define ȳ =
y −M(∞)u and ū = L −1[fs(s)Im] 	 uwhere fs(s) ∈ RH∞
is defined in (14). Let δ ≥ 0, ε ≥ 0, α ∈ N and β ∈ N. Then,
M(s) is IONI(δ,ε,α,β) if and only if M(∞) = M(∞)� and∫ ∞

0

(
2 ˙̄y�u− δ ˙̄y� ˙̄y − ε ū�ū

)
dt ≥ 0 ∀u ∈ Lm

2 .
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Proof: The proof readily follows from the necessity part of
the proof of Theorem 2 and Definition 6. �

C. IONI Systems in a Frequency-Domain Dissipative
Framework

In this section, IONI(δ,ε,α,β) systems are characterized in
a frequency-domain dissipative framework with respect to a
(Q(ω), S(ω), R(ω))-dissipative supply rate that has a strong
connection with the time-domain supply rate w(u, ū, ˙̄y) =
2 ˙̄y�u− δ ˙̄y� ˙̄y − εū�ū introduced in Section V-B. Here, the
matrices Q(ω) ∈ Rm×m, S(ω) ∈ Cm×m and R(ω) ∈ Rm×m

∀ω ∈ R can be viewed as frequency-domain operators.
Theorem 3: Let M(s) ∈ RHm×m

∞ be the transfer func-
tion matrix of a finite-dimensional, causal and initially re-
laxed system M . Define D = M(∞). Let δ ≥ 0, ε ≥ 0, α ∈ N
and β ∈ N. Then, M(s) is IONI(δ,ε,α,β) if and only if D =

D� and M is (Q(ω), S(ω), R(ω))-dissipative with Q(ω) =
−δω2Im,S(ω) = −jωIm + δω2D andR(ω) = −δω2D�D −

ε

(
ω2β

1 + ω2(α+β−1)

)
Im ∀ω ∈ R.

Proof: First note that M(s) ∈ IONI(δ,ε,α,β) implies that
M(s) is stable NI which, in turn, implies D = D� [1]. Let
fs(s) be defined as in (14), y = L −1[M(s)] 	 u, ȳ = y −Du
and ū = L −1[fs(s)Im] 	 u with u ∈ Lm

2 . Then,

M(s) is IONI(δ,ε,α,β)

⇔
∫ ∞

0

(
2 ˙̄y�u− δ ˙̄y� ˙̄y − ε ū�ū

)
dt ≥ 0 ∀u ∈ Lm

2

[via Lemma 14]

⇔ 1

2π

∫ ∞

−∞

[
(jωȲ (jω))∗U(jω) + U(jω)∗(jωȲ (jω))

− δ (jωȲ (jω))∗(jωȲ (jω))− ε Ū(jω)∗Ū(jω)

]
dω ≥ 0

∀U ∈ L2
m(jR) [by applying Parseval’s theorem [4]]

⇔ 1

2π

∫ ∞

−∞

[
Y (jω)∗(−δω2Im)Y (jω) + Y (jω)∗(−jωIm

+ δω2D)U(jω) + U(jω)∗(jωIm + δω2D�)Y (jω)

+ U(jω)∗
{
−δω2D�D−ε

(
ω2β

1+ω2(α+β−1)

)
Im

}
U(jω)

]
dω

≥ 0 ∀U ∈ L2
m(jR)

[substituting Ȳ(jω) = Y (jω)−DU(jω) and Ū(jω)

= (fs(jω)Im)U(jω)]

⇔ 1

2π

∫ ∞

−∞

[
Y (jω)∗Q(ω)Y (jω) + Y (jω)∗S(ω)U(jω)

+ U(jω)∗S(ω)∗Y (jω) + U(jω)∗R(ω)U(jω)

]
dω ≥ 0

∀U ∈ L2
m(jR)

⇔ M is (Q(ω), S(ω), R(ω))-dissipative. �

The following corollary is an immediate consequence of
Theorem 3 and shows that all stable NI systems and also the
strict subclasses (i.e., ISNI, SSNI(α=1,β=1), SSNI(α=2,β=1),
VSNI, OSNI) exhibit frequency-domain (Q(ω), S(ω), R(ω))-
dissipativity.

Corollary 2: Let M(s) ∈ RHm×m
∞ be the transfer function

matrix of a finite-dimensional, causal and initially relaxed sys-
tem M . Define D = M(∞). Then,

1) M is stable NI if and only if D = D� and M is
(0,−jωIm, 0)-dissipative;

2) M is ISNI if and only if D = D� and there
exist ε > 0, α ∈ N and β ∈ N such that M is

(0,−jωIm,−ε
ω2β

1 + ω2(α+β−1)
Im)-dissipative;

3) M is SSNI(α=1,β=1) if and only if D = D� and there

exists ε > 0 such that M is (0,−jωIm, −ε
ω2

1 + ω2
Im)-

dissipative;
4) M is SSNI(α=2,β=1) if and only if D = D� and there

exists ε > 0 such that M is (0,−jωIm, −ε
ω2

1 + ω4
Im)-

dissipative;
5) M is VSNI if and only if D = D� and there

exist δ > 0, ε > 0, α ∈ N and β ∈ N such that
M is (−δω2Im,−jωIm + δω2D, −δω2D�D −

ε
ω2β

1 + ω2(α+β−1)
Im)-dissipative; and

6) M is OSNI if and only if [M(s)−M∼(s)]has full normal
rank, D = D� and there exists δ > 0 such that M is
(−δω2Im,−jωIm + δω2D, −δω2D�D)-dissipative.

Proof: Trivial restriction of Theorem 3 for appropriate
choices of δ ≥ 0, ε ≥ 0, α ∈ N and β ∈ N. �

Remark 2: In [19]–[21], a frequency-domain dissipation

inequality
1

2π

∫∞
−∞[Y (jω)∗(−jωIm)U(jω) + U(jω)∗(jωIm)

× Y (jω)− U(jω)∗(εIm)U(jω)]dω ≥ 0 with ε ≥ 0 was used
which is equivalent to satisfying the time-domain dissipation
inequality

∫ �
0 (2ẏ�u− εu�u) dt ≥ 0. However, Bhowmick and

Patra [18] showed that there are no asymptotically stable sys-
tems satisfying the above dissipation inequality with ε > 0. In
order to resolve this issue, in this article, a filtered version of
the input has been chosen as Ū(jω) = [fs(jω)Im]U(jω) to
construct the ISNI supply rate where fs(s) is a stable spec-

tral factor of the transfer function
(−s)βsβ

1 + (−s)(α+β−1) s(α+β−1)

as defined in (14). This leads to a new time-domain dissipa-
tion inequality

∫ �
0 (2 ˙̄y�u− εū�ū) dt ≥ 0 different from [19]–

[21] to characterize ISNI systems [see Example 4 for
an example system that satisfies the new dissipation
inequality].

The following corollary provides the connection between the
time-domain and frequency-domain dissipativity.

Corollary 3: Let the suppositions of Theorem 2 hold
and D = D�. Then, M is dissipative with respect to
the supply rate w(u, ū, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y − ε ū�ū if and
only if M is (Q(ω), S(ω), R(ω))-dissipative with Q(ω) =
−δω2Im,S(ω) = −jωIm + δω2D andR(ω) = −δω2D�D −

ε

(
ω2β

1 + ω2(α+β−1)

)
Im ∀ω ∈ R.
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Proof: Trivial from Theorems 2 and 3. �

VI. STATE-SPACE CHARACTERIZATION OF IONI SYSTEMS

In this section, we provide a state-space characterization of
the full class of IONI systems. The state-space realizations in
the results of this section are not required to be minimal.

Theorem 4 (IONI Lemma): Let M(s) ∈ RHm×m
∞ have

an arbitrary state-space representation (A,B,C,D) with
det[jωI −A] �= 0 ∀ω ∈ R. Let δ ≥ 0, ε ≥ 0, α ∈ N and β ∈
N. Let (Af , Bf , Cf , Df ) be an arbitrary state-space representa-
tion of fs(s) ∈ RH∞, as defined in (14), withdet[jωI −Af ] �=

0 ∀ω ∈ R. Let

[
A B
C1 D1

C2 D2

]
=

⎡
⎢⎢⎣

A 0 B
0 Im ⊗Af Im ⊗Bf

CA 0 CB

0 Im ⊗ Cf Im ⊗Df

⎤
⎥⎥⎦ and

(A, B) be controllable. Then, M(s) is IONI(δ,ε,α,β) if and only
if D = D� and there exists X = X� such that

sym

[
XA XB
C1 D1

]
≥ δ sqr [C1 D1 ] + ε sqr [C2 D2 ] . (17)

Proof: Let M̄(s) = M(s)−D. Then,

M(s) is IONI(δ,ε,α,β)

⇔
[
jω[M(jω)−M(jω)∗]− δω2M̄(jω)∗M̄(jω)

− εfs(jω)
∗fs(jω)Im

]
≥ 0 ∀ω ∈ R ∪ {∞}

⇔ D = D� and[(
jωM̄(jω)

)
+
(
jωM̄(jω)

)∗ − δ(jωM̄(jω))∗(jωM̄(jω))

− εfs(jω)
∗fs(jω)Im

]
≥ 0 ∀ω ∈ R ∪ {∞}

⇔ D = D� and⎡
⎣ jωM̄(jω)
fs(jω)Im

Im

⎤
⎦
∗ [−δIm 0 Im

0 −εIm 0
Im 0 0

]

×

⎡
⎣ jωM̄(jω)
fs(jω)Im

Im

⎤
⎦ ≥ 0 ∀ω ∈ R ∪ {∞}

⇔ D = D� and[
(jωI − A)−1B

Im

]∗ [
C�
1 C�

2 0
D�

1 D�
2 Im

]

×
[−δIm 0 Im

0 −εIm 0
Im 0 0

][
C1 D1

C2 D2

0 Im

]

×
[
(jωI − A)−1B

Im

]
≥ 0 ∀ω ∈ R ∪ {∞}

⇔ D = D� and ∃ X = X� such that

[
XA + A�X XB

B�X 0

]
+

[
0 C�

1

C1 D1 + D�
1

]

+

[
−δ C�

1 C1 − εC�
2 C2 −δ C�

1 D1 − εC�
2 D2

−δD�
1 C1 − εD�

2 C2 −δD�
1 D1 − εD�

2 D2

]
≥ 0

⇔ D = D� and ∃ X = X� such that[
XA + A�X C�

1 +XB
C1 + B�X D1 + D�

1

]

≥ δ

[
C�
1

D�
1

]
[C1 D1 ] + ε

[
C�
2

D�
2

]
[C2 D2 ] . �

Next, we will specialize the IONI lemma into the important
subclasses, viz., ISNI, SSNI(α=1,β=1), SSNI(α=2,β=1), VSNI,
and OSNI.

Corollary 4 (ISNI Lemma): Let M(s) ∈ RHm×m
∞ have

an arbitrary state-space representation (A,B,C,D) with
det[jωI −A] �= 0 ∀ω ∈ R. Then, M(s) is ISNI if and only if
D = D� and there exist ε > 0, α ∈ N, β ∈ N and X = X�

such that

sym

⎡
⎣XA XB 0

C1 D1 0
C2 D2

1
2εIm

⎤
⎦ ≥ 0 (18)

where (Af , Bf , Cf , Df ) is an arbitrary state-space representa-
tion of fs(s) ∈ RH∞, as defined in (14), withdet[jωI −Af ] �=

0 ∀ω ∈ R and

[
A B
C1 D1

C2 D2

]
=

⎡
⎢⎢⎣

A 0 B
0 Im ⊗Af Im ⊗Bf

CA 0 CB

0 Im ⊗ Cf Im ⊗Df

⎤
⎥⎥⎦

with (A, B) controllable.
Proof: Trivial application of Theorem 4 with δ = 0 and

taking a Schur complement. Note that ISNI systems require
arbitrary ε > 0, α ∈ N, and β ∈ N. �

Corollary 5 (SSNI(α=1,β=1) Lemma): Let M(s) ∈
RHm×m

∞ have a controllable state-space representa-
tion (A,B,C,D) with det[jωI −A] �= 0 ∀ω ∈ R and

det[I +A] �= 0. Let

[
A B
C1 D1

C2 D2

]
=

⎡
⎢⎢⎣

A 0 B
0 −Im Im

CA 0 CB

0 −Im Im

⎤
⎥⎥⎦. Then,

M(s) is SSNI(α=1,β=1) if and only if D = D� and there exist
ε > 0 and X = X� such that

sym

[
XA XB
C1 D1

]
≥ ε sqr [C2 D2 ] . (19)

Proof: Trivial application of Theorem 4 with δ = 0, α =
1 and β = 1 on noting that in this case fs(s) =

s
s+1 and,

hence, Af = −1, Bf = 1, Cf = −1, Df = 1. Also, note that
(A,B) is controllable and det[I +A] �= 0 are equivalent to([

A 0
0 −Im

]
,

[
B
Im

])
is controllable. �

Corollary 6 (SSNI(α=2,β=1) Lemma): Let M(s) ∈
RHm×m

∞ have an arbitrary state-space representa-
tion (A,B,C,D) with det[jωI −A] �= 0 ∀ω ∈ R. Let
(Af , Bf , Cf , Df ) be an arbitrary state-space representation
of fs(s) =

s
s2+

√
2s+1

with det[jωI −Af ] �= 0 ∀ω ∈ R. Let
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[
A B
C1 D1

C2 D2

]
=

⎡
⎢⎢⎣

A 0 B
0 Im ⊗Af Im ⊗Bf

CA 0 CB

0 Im ⊗ Cf Im ⊗Df

⎤
⎥⎥⎦ and (A, B) be

controllable. Then, M(s) is SSNI(α=2,β=1) if and only if
D = D� and there exist ε > 0 and X = X� such that

sym

⎡
⎣XA XB 0

C1 D1 0
C2 D2

1
2εIm

⎤
⎦ ≥ 0. (20)

Proof: Trivial application of Theorem 4 with δ = 0,
α = 2 and β = 1. The LMI is just a Schur complement
rearrangement. �

Corollary 7 (VSNI Lemma): Let M(s) ∈ RHm×m
∞ have

an arbitrary state-space representation (A,B,C,D) with
det[jωI −A] �= 0 ∀ω ∈ R. Then, M(s) is VSNI if and only
if D = D� and there exist δ > 0, ε > 0, α ∈ N, β ∈ N and
X = X� such that

sym

⎡
⎢⎣
XA XB 0 0
C1 D1 0 0
C1 D1

1
2δ Im 0

C2 D2 0 1
2εIm

⎤
⎥⎦ ≥ 0 (21)

where (Af , Bf , Cf , Df ) is an arbitrary state-space representa-
tion of fs(s) ∈ RH∞, as defined in (14), withdet[jωI −Af ] �=

0 ∀ω ∈ R and

[
A B
C1 D1

C2 D2

]
=

⎡
⎢⎢⎣

A 0 B
0 Im ⊗Af Im ⊗Bf

CA 0 CB
0 Im ⊗ Cf Im ⊗Df

⎤
⎥⎥⎦

with (A, B) controllable.
Proof: Trivial application of Theorem 4 and using a Schur

complement. �
Corollary 8 (OSNI Lemma): Let M(s) ∈ RHm×m

∞ have
a controllable state-space representation (A,B,C,D) with
det[jωI −A] �= 0 ∀ω ∈ R. Then, M(s) is OSNI if and only
if [M(s)−M∼(s)] has full normal rank, D = D� and there
exist δ > 0 and X = X� such that⎡

⎣XA+A�X XB +A�C� A�C�

B�X + CA CB +B�C� B�C�

CA CB 1
δ Im

⎤
⎦ ≥ 0. (22)

Proof: Trivial application of Theorem 4 with ε = 0 and by
removing the states associated with fs(s). The LMI is just a
Schur complement rearrangement. �

VII. OSNI SYSTEMS IN A DISSIPATIVE FRAMEWORK

As with other strict subclasses (e.g., ISNI, SSNI(α=1,β=1),
SSNI(α=2,β=1), VSNI) under the IONI class, the pointwise
frequency-domain condition (11) defines the OSNI subclass
when δ > 0. The OSNI class was originally proposed in [18] and
generalized later in [8]. OSNI systems exhibit several interesting
properties and also obey a simple internal stability condition
when interconnected with a (not necessarily stable) NI system
in a positive feedback loop. This section is dedicated solely to
the OSNI class of systems to 1) develop a minimal state-space
characterization for OSNI systems, 2) describe OSNI systems
both in the time-domain and the frequency-domain dissipative
frameworks, and 3) establish the equivalence between the OSNI
lemma conditions and the time-domain dissipative characteri-
zation of OSNI systems.

A. Specialized OSNI Lemma for Minimal Systems

We first show the connection between OSNI and OSP systems.
Lemma 15: Let M(s) ∈ RHm×m

∞ and M̄(s) = M(s)−
M(∞). Then, the following statements hold:

1) M(s) is OSNI if and only if F (s) = sM̄(s) is OSP and
M(∞) = M(∞)�;

2) M(s) is stable NI if and only if F (s) = sM̄(s) is passive
and M(∞) = M(∞)�.

Proof: Since the identity F (jω)+F (jω)∗−δF (jω)∗F (jω)
= (jωM̄(jω))+(jωM̄(jω))∗−δ(jωM̄(jω))∗(jωM̄(jω)) =
jω[M(jω)−M(jω)∗]− δω2M̄(jω)∗M̄(jω) holds for all
ω ∈ R ∪ {∞} when M(∞) = M(∞)�, the equivalence in
Part 1) [resp. Part 2)] simply follows on choosing δ > 0
[resp. δ = 0]. �

The following lemma provides a necessary and sufficient
condition for a system given by a minimal state-space realization
to be OSNI and is a generalization of [18, Lemma 6].

Lemma 16 (OSNI Lemma: Specialized): Let M(s) ∈
RHm×m

∞ have a minimal state-space realization (A,B,C,D).
Then, M(s) is OSNI if and only if [M(s)−M∼(s)] has full
normal rank, D = D� and there exist δ > 0 and Y = Y � > 0
such that

AY + Y AT + δ(CAY )�CAY ≤ 0 and B +AY CT = 0.
(23)

Proof: Since the realization is minimal, A is Hurwitz and
hence nonsingular. Then, LMI (22) in Corollary 8 is equivalent
to [

XA+A�X XB +A�C�

B�X + CA CB +B�C�

]

− δ

[
A�C�

B�C�

]
[CA CB ] ≥ 0 (24)

by taking a Schur complement with respect to 1
δ Im. This con-

dition then implies that X < 0 via XA+A�X ≥ δA�C�CA.
Let Y = −X−1. Then (24) is equivalent to⎡
⎢⎢⎢⎣
(−AY − Y AT

−δ (CAY )T (CAY ))
(B − Y ATCT

+δ Y ATCTCB)

(B − Y ATCT

+δ Y ATCTCB)�
(CB +BTCT

−δ BTCTCB)

⎤
⎥⎥⎥⎦ ≥ 0

which is, in turn, equivalent to

AY + Y AT + δ(CAY )�(CAY ) ≤ 0 and B +AY C� = 0

via a simple congruence transformation, that is, premultiplying

with

(
I 0

−C I

)
and postmultiplying with

(
I 0

−C I

)�
. �

Note that the matrix inequality in (23) is not in LMI form
but can be readily converted into an LMI by applying the Schur
complement lemma [4, Appendix A.61].

B. Equivalence Between Time-Domain Dissipativity and
State-Space Characterization of OSNI Systems

We have already established that OSNI systems are dissipative
with respect to the time-domain supply rate w(u, ˙̄y) = 2 ˙̄y�u−
δ ˙̄y� ˙̄y with δ > 0 where ȳ = y −Du is selected as an auxiliary
output of the system. In this subsection, we will show that for
a stable LTI system with a minimal state-space realization, the
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conditions in OSNI Lemma 16 are equivalent to time-domain
dissipativity with respect to the proposed supply rate w(u, ˙̄y)
and a specific storage function given by V (x) = x�Y −1x with
Y = Y � > 0.

Lemma 17: Let M be a causal, square, finite-dimensional,
LTI system given by the minimal state-space equations ẋ =
Ax+Bu and y = Cx+Du with x(0) = 0, A being Hur-
witz and D = D�. Let the associated transfer function ma-
trix be M(s) and define ȳ = y −Du. Let [M(s)−M∼(s)]
have full normal rank. Then, the following statements are
equivalent:

1) M(s) is OSNI;
2) there exist δ > 0 and Y = Y � > 0 such that

AY +Y A�+δ(CAY )�(CAY )≤0 and B=−AY C�;

3) there exists δ > 0 such that M is dissipative with respect
to the supply rate w(u, ˙̄y) = 2 ˙̄y�u− δ ˙̄y� ˙̄y.

The storage function in part 3) can be chosen as V (x) =
x�Y −1x with Y > 0 from part 2).

Proof: 1) ⇔ 2) This equivalence is due to OSNI Lemma 16.
1) ⇔ 3) This equivalence is due to Corollary 1, Part 6).

V (x) = x�Y −1x is an appropriate storage function because the
proof of Lemma 16 shows that (23) is equivalent to (24) with
X = −Y −1, and the conclusion trivially follows by multiplying

(24) with

[
x
u

]
. �

C. Frequency-Domain Dissipativity of OSNI Systems

Part 6) of Corollary 2 establishes the connection between
OSNI systems property and (Q(ω), S(ω), R(ω))-dissipativity.
In [19], systems with “mixed” negative imaginary and finite-gain
properties were defined using a frequency-domain dissipative
framework which can be specialized to purely OSNI systems sat-

isfying the inequality
1

2π

∫∞
−∞[U(jω)∗{jω(M(jω)−M(jω)∗)

− δ ω2M(jω)∗M(jω)}U(jω)] dω ≥ 0 ∀U ∈ L2
m(jR) and

for some δ > 0. This frequency-domain criterion is equivalent
to
∫ �
0 (2ẏ�u− δẏ�ẏ) dt ≥ 0 ∀u ∈ Lm

2 and ∀T ∈ [0,∞) via
Parseval’s theorem [4]. Note, however, that when attempting
to apply the characterization of [19] to biproper systems
(i.e., D �= 0), the term ω2M(jω)∗M(jω) becomes infinite as
ω → ∞ and, hence, the integral does not converge. Thus, the
framework of [19] has to be restricted to strictly proper systems.
Similar issues are also detected in the results of [20] and [21],
which are built on [19]. To resolve this matter, in this article,
the new dissipation inequality

∫ �
0 (2 ˙̄y�u− δ ˙̄y� ˙̄y) dt ≥ 0

was proposed for characterizing OSNI systems by defining
an auxiliary output ȳ = y −Du of the system. This is

equivalent to
1

2π

∫∞
−∞[U(jω)∗{jω(M(jω)−M(jω)∗)−

δ ω2M̄(jω)∗M̄(jω)}U(jω)] dω ≥ 0 via Parseval’s theorem
where M̄(jω) = M(jω)−M(∞). Since M̄(s) is always
strictly proper, the term ω2 M̄(jω)∗M̄(jω) does not become
improper even when M(s) is biproper and, hence, resolves the
aforementioned issue. An illustrative Example 7 is given next
to highlight this fact.

Example 7: Consider M(s) =
s+ 4

s+ 2
. In this case,

jω[M(jω)−M(jω)∗]− δ ω2M̄(jω)∗M̄(jω) gives upon

simplification
4ω2

4 + ω2
− δ

4ω2

4 + ω2
=

4ω2

4 + ω2
(1− δ) ≥ 0 for

all ω ∈ R ∪ {∞} and all δ ∈ (0, 1]. Thus, M(s) is a biproper
OSNI system. Note that if this frequency-domain condition
was instead jω[M(jω)−M(jω)∗]− δ ω2M(jω)∗M(jω) in
accordance with [19, Def. 1], then in the present example,

the term ω2M(jω)∗M(jω) would become
ω2(16 + ω2)

(4 + ω2)
which tends to infinity as ω → ∞. Hence, [19, Def. 1]
and the corresponding frequency-domain supply rate
(Q(ω) = −δω2Im, S(ω) = −jωIm, R(ω) = 0) cannot capture
biproper OSNI systems.

D. Internal Stability Condition of an NI-OSNI
Interconnection

This section deals with internal stability of a positive feedback
interconnection of NI and OSNI systems, as shown in Fig. 1.
In order to prove the internal stability theorem of the NI-
OSNI interconnection, we need the following technical lemma
first.

Lemma 18: Let M(s) be a (not necessarily stable) NI system
without poles at the origin and N(s) be an OSNI system. Let
[I −M(s)N(s)] have full normal rank. Let Ω = {ω ∈ (0,∞) :
s = jω is not a pole of M(s)} and let

j [N(jω0)−N(jω0)
∗] > 0 ∀ω0 ∈ (0,∞)\Ω. (25)

Finally, let there exist no ω ∈ Ω such that det[M(jω)−
M(jω)∗] = 0 and det[N(jω)−N(jω)∗] = 0. Then, [I −
M(s)N(s)] does not have any transmission zero on the jω-axis
for any ω ∈ (0,∞).

Proof (Case I): Suppose M(s) has K ∈ N nonrepeated pole
pairs on the jω-axis. The rest of the proof in this case has been
divided into two parts: Part A proves the result for the set of
frequencies ω ∈ (0,∞)\Ω, while Part B establishes the desired
result for all ω ∈ Ω.

Part A: Let s = jω0 with ω0 ∈ (0,∞)\Ω be a simple pole

of M(s). Then, M(s) can be factorized as M0(s) +
A0

s− jω0

with M0(s) being analytic in the neighbourhood of s = jω0

and A0 = lims→jω0
(s− jω0)M(s). Now, the residue property

of NI systems (see Definition 4) gives Z0 = lims→jω0
j(s−

jω0)M(s) = Z∗
0 ≥ 0 which implies Z0 = jA0 with

A0 = −A∗
0. (26)

Now, choose a sufficiently small γ > 0. Since M(s) is NI,

j[M(jω)−M(jω)∗] ≥ 0 ∀ω ∈ {ω : 0 < |ω − ω0| < γ}

⇔ j

[(
M0(jω) +

A0

j(ω − ω0)

)
−
(
M0(jω) +

A0

j(ω − ω0)

)∗]

≥ 0 ∀ω ∈ {ω : 0 < |ω − ω0| < γ}

⇔ j[M0(jω)−M0(jω)
∗] +

A0 +A∗
0

(ω − ω0)
≥ 0

∀ω ∈ {ω : 0 < |ω − ω0| < γ}
⇒ j[M0(jω0)−M0(jω0)

∗] ≥ 0 (27)

because A0 +A∗
0 = 0 from (26). Now the assumption

j[N(jω0)−N(jω0)
∗] > 0 for all ω0 ∈ (0,∞)\Ω implies

det[N(jω0)] �= 0 via Lemma 3 and ensures

(jN(jω0))
−1 + (jN(jω0))

−∗ > 0. (28)
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Inequalities (27) and (28) together yield

[(jN(jω0))
−1 + (jM0(jω0))]

+ [(jN(jω0))
−1 + (jM0(jω0))]

∗ > 0. (29)

However, we need to show that [I −M(s)N(s)] has no trans-
mission zero at s = jω0, which is equivalent to [jN(s)]−1 +
[jM(s)] having no transmission zero at s = jω0. We show
this via contradiction. Suppose s = jω0 is a transmission zero
of [jN(s)]−1 + [jM(s)]. Then there exists a nonzero vector
y0 ∈ Cm such that [(jN(s))−1 + (jM(s))]y0 = 0 at s = jω0.

Now, for all ω ∈ {ω : 0 < |ω − ω0| < γ}, (jM(jω)) +
(jM(jω))∗ = (jM0(jω)) + (jM0(jω))

∗ because M(jω) =

M0(jω) +
A0

j(ω − ω0)
and [A0 +A∗

0] = 0. Thus

y∗0
[
(jN(jω0))

−1 + (jM0(jω0))
]
y0

+ y∗0
[
(jN(jω0))

−1 + (jM0(jω0))
]∗
y0

= lim
ω→ω0

y∗0
[
(jN(jω))−1 + (jM(jω))

]
y0

+ lim
ω→ω0

y∗0
[
(jN(jω))−1 + (jM(jω))

]∗
y0

= 0.

However, this contradicts (29), which implies that there does
not exist any nonzero vector y0 ∈ Cm such that [(jN(s))−1 +
(jM(s))]y0 = 0. Therefore, [I −M(s)N(s)] does not have any
transmission zero at s = jω0 for any ω0 ∈ (0,∞)\Ω.

Part B: For convenience, define the following three auxiliary
sets of frequencies:

Ωm = {ω ∈ Ω : det [M(jω)−M(jω)∗] �= 0},
Ωn = {ω ∈ Ω : det [N(jω)−N(jω)∗] �= 0},
Ωmn = {ω ∈ Ω : det [M(jω)−M(jω)∗] = 0 and

det [N(jω)−N(jω)∗] = 0}.
It is clear that Ω = Ωm ∪ Ωn ∪ Ωmn. The assumption that there
does not exist any ω ∈ Ω such that det[M(jω)−M(jω)∗] = 0
and det[N(jω)−N(jω)∗] = 0 signifies that Ωmn = ∅. Since
det[M(jω)−M(jω)∗] �= 0 ∀ω ∈ Ωm, it implies j[M(jω)−
M(jω)∗] > 0 ∀ω ∈ Ωm (due to M(s) being NI) which in turn
impliesdet[M(jω)] �= 0 ∀ω ∈ Ωm via Lemma 3. Therefore, for
all ω ∈ Ωm, we have

det[(jM(jω))] det[(jM(jω))−1 + jN(jω)] �= 0, (30)

which implies

det[I −M(jω)N(jω)] �= 0 ∀ω ∈ Ωm. (31)

Similarly, it can be established that j[N(jω)−N(jω)∗] >
0 ∀ω ∈ Ωn, which implies that det[N(jω)] �= 0 ∀ω ∈ Ωn

via Lemma 3. Therefore, for all ω ∈ Ωn, we have

det[(jN(jω))] det[(jN(jω))−1 + jM(jω)] �= 0, (32)

which implies

det[I −M(jω)N(jω)] �= 0 ∀ω ∈ Ωn. (33)

Combining the results (31) and (33), it can be concluded
that det[I −M(jω)N(jω)] �= 0 ∀ω ∈ Ω which is equivalent to
[I −M(jω)N(jω)] having no transmission zero on the jω-axis
for any ω ∈ Ω using [40, Corollary 3.30].

Hence, Parts A and B jointly prove that [I −M(s)N(s)] does
not have any transmission zero at s = jω for any ω ∈ (0,∞).

(Case II) Suppose now that M(s) ∈ RHm×m
∞ . It can readily

be established that [I −M(s)N(s)] does not have any trans-
mission zero on the jω-axis for any ω ∈ (0,∞) via an argument
similar to Part B of the proof of Case I upon noticing that in this
case Ω = (0,∞).

Cases I and II complement each other to establish the lemma
by addressing all possible combinations of the systems M(s)
and N(s). �

We are now ready to state the feedback stability result for the
positive feedback interconnection (see Fig. 1) of an NI system
without poles at the origin and an OSNI system.

Theorem 5: Let M(s) be a (not necessarily stable) NI sys-
tem without poles at the origin and N(s) be an OSNI sys-
tem. LetΩ = {ω ∈ (0,∞) : s = jω is not a pole of M(s)} and
let j[N(jω0)−N(jω0)

∗] > 0 ∀ω0 ∈ (0,∞)\Ω. Suppose there
exists no ω ∈ Ω such that det[M(jω)−M(jω)∗] = 0 and
det[N(jω)−N(jω)∗] = 0. Then, the positive feedback inter-
connection of M(s) and N(s), as shown in Fig. 1, is internally
stable if and only if

det[I −M(∞)N(∞)] �= 0, (34a)

λmax

[
(I −M(∞)N(∞))−1(M(∞)N(0)− I)

]
< 0, (34b)

λmax

[
(I −N(0)M(∞))−1(N(0)M(0)− I)

]
< 0. (34c)

Proof: Let M(s) and N(s) have minimal state-space real-
izations (A1, B1, C1, D1) and (A2, B2, C2, D2), respectively,
given by

M :

{
ẋ1 = A1x1 +B1u1

y1 = C1x1 +D1u1
and N :

{
ẋ2 = A2x2 +B2u2

y2 = C2x2 +D2u2

where D1 = D�
1 , D2 = D�

2 , det[A1] �= 0 and A2 is Hurwitz.
(Case I) Suppose M(s) has K ∈ N nonrepeated pole pairs

on the jω-axis. The assumption j[N(jω0)−N(jω0)
∗] > 0

∀ω0 ∈ (0,∞)\Ω implies det[N(jω0)] �= 0 via Lemma 3 which
in turn implies that for all ω0 ∈ (0,∞)\Ω, s = jω0 is not a
transmission zero of N(s). This, hence, prevents any pole-zero
cancelation of M(s)N(s) at s = jω0 for all ω0 ∈ (0,∞)\Ω
since N(s) has no poles nor transmission zeros at s = jω0 for
all ω0 ∈ (0,∞)\Ω. For the rest of the frequencies ω ∈ Ω, no
pole-zero cancelation occurs sinceN(s) ∈ RHm×m

∞ andM(s)
does not have any pole at s = jω for all ω ∈ Ω. Furthermore,
for all {s ∈ C : �[s] > 0} ∪ {0}, no pole-zero cancelation can
occur in M(s)N(s) as N(s) ∈ RH∞ and M(s) has no poles in
{s ∈ C : �[s] > 0} ∪ {0}. Hence, M(s)N(s) has no pole-zero
cancelation in the entire closed right-half plane (RHP).

Since M(s) is NI without poles at the origin and N(s)
is OSNI, there exist real symmetric matrices Y1 > 0 and
Y2 > 0 such that M(s) satisfies A1Y1 + Y1A

�
1 ≤ 0 and

B1 +A1Y1C
�
1 = 0 [1], [41], while N(s) satisfies A2Y2 +

Y2A
�
2 + δ2(C2A2Y2)

�(C2A2Y2) ≤ 0 with some δ2 > 0 and
B2 +A2Y2C

�
2 = 0 via Lemma 16. The second inequal-

ity implies A2Y2 + Y2A
�
2 ≤ 0 since δ2 > 0. Define U =

I −D1D2, V = I −D2D1, Φ =

[
A1Y1 0
0 A2Y2

]
and T =[

Y −1
1 − C�

1 D2U
−1C1 −C�

1 V
−1C2

−C�
2 U

−1C1 Y −1
2 − C�

2 U
−1D1C2

]
. The positive

feedback interconnection of M(s) and N(s) is internally
stable if and only if det[I −M(∞)N(∞)] �= 0 and [I −
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M(s)N(s)]−1 ∈ RH∞ since M(s)N(s) has no pole-zero can-
celation in the entire closed RHP [40, Th. 5.7]. It is easy to
construct a stabilizable and detectable state-space realization for
[I −M(s)N(s)]−1 and, hence, [I −M(s)N(s)]−1 ∈ RH∞ if
and only if the corresponding system matrix Acl is Hurwitz. As
in [35], it can be shown that Acl = ΦT . Then, following the
proof of [35, Th. 9], except that Lemma 18 must be used instead
of [35, Lemma 6] to take into account the fact that N(s) is an
OSNI system here instead of an SNI system, internal stability
is equivalent to det[I −M(∞)N(∞)] �= 0 and T > 0 which is
equivalent to conditions (34a)–(34c).

(Case II) Suppose M(s) ∈ RHm×m
∞ . Since both M(s) and

N(s) belong to RH∞, no pole-zero cancelation of the loop
transfer function M(s)N(s) can occur in the entire closed RHP.
The rest of the proof follows Case I.

Cases I and II together complete the proof. �
The following corollary specializes Theorem 5 when the

systems satisfy additional constraints at infinite frequency.
Corollary 9: LetM(s) be a (not necessarily stable) NI system

without poles at the origin and N(s) be an OSNI system.
Let Ω = {ω ∈ (0,∞) : s = jω is not a pole of M(s)} and let
j[N(jω0)−N(jω0)

∗] > 0 ∀ω0 ∈ (0,∞)\Ω. Let either M(s)
be strictly proper, or else, M(∞)N(∞) = 0 and N(∞) ≥
0. Suppose there exists no ω ∈ Ω such that det[M(jω)−
M(jω)∗] = 0 and det[N(jω)−N(jω)∗] = 0. Then, the pos-
itive feedback interconnection of M(s) and N(s), as shown in
Fig. 1, is internally stable if and only if λmax[M(0)N(0)] < 1.

Proof: The proof readily follows from Theorem 5 by impos-
ing the additional constraints that either M(s) is strictly proper,
or else, M(∞)N(∞) = 0 and N(∞) ≥ 0. �

The following numerical example illustrates the applicability
of Lemma 18, Theorem 5 and Corollary 9.

Example 8: Both Theorem 5 and Corollary 9 can
capture the internal stability of the NI system M(s) =⎡
⎢⎢⎣

(s2 + s+ 6)

2(s+ 2)(s2 + 4)
0

0
s2 + 12.5

s4 + s3 + 42.5s2 + 12.5s+ 150

⎤
⎥⎥⎦

in positive feedback with the OSNI system N(s) =
(s2 + 1)

(s+ 1)4

[
2 1
1 1

]
because the only pole of M(s) on the jω-axis

restricted to ω ∈ (0,∞) is s = j2 but j[N(j2)−N(j2)∗]

=

[
0.46 0.23
0.23 0.23

]
> 0, and the only frequency ω ∈ (0,∞)\{2}

where det[M(jω)−M(jω)∗] = 0 is ω =
√
12.5 rad/s

whereas the only frequency ω ∈ (0,∞)\{2} where
det[N(jω)−N(jω)∗] = 0 is ω = 1 rad/s. It is easy to
verify that [I −M(s)N(s)] does not have any transmission
zeros on the jω-axis for ω ∈ (0,∞), as stated by Lemma 18,
and it is also easy to verify that M(s)[I −N(s)M(s)]−1 has
only stable poles, as stated by Theorem 5 or Corollary 9 (since
in these results λmax[M(0)N(0)] = 0.79 < 1).

VIII. CONCLUSION

In this article, we define the class of stable IONI systems.
This new IONI class captures all stable NI systems and in-
cludes within it the existing strict subclasses (e.g., SSNI [22],
SSNI [23], and OSNI [8], [18]). It also creates two new strict
subclasses: ISNI and VSNI. This article also establishes the
missing link between NI theory and classical dissipativity in
the sense of Willems [9]. A new time-domain dissipative supply

rate w(u, ū, ˙̄y) is introduced to characterize the full class of
IONI systems which involves the system’s input (u), an auxiliary
filtered version of the input (ū) and the time-derivative of an aux-
iliary output of the system ( ˙̄y). This article also proves that IONI
systems belong to a class of dissipative systems defined with
respect to the particular supply rate w(u, ū, ˙̄y). In addition to
the time-domain dissipative framework, a (Q(ω), S(ω), R(ω))-
dissipative supply rate is also developed to characterize IONI
systems. Most importantly, all these characterizations are shown
to be equivalent and they are also consistent with the original
pointwise frequency-domain definition of stable NI systems.
Furthermore, necessary and sufficient state-space conditions
are derived in LMI form to check whether a given system
is IONI(δ,ε,α,β) or ISNI or OSNI or VSNI or SSNI(α=1,β=1)

or SSNI(α=2,β=1). Finally, a necessary and sufficient internal
stability condition is also presented for a positive feedback
interconnection of an NI system with an OSNI system when
the NI system may contain poles on the jω-axis except at the
origin.

REFERENCES

[1] A. Lanzon and I. R. Petersen, “Stability robustness of a feedback inter-
connection of systems with negative imaginary frequency response,” IEEE
Trans. Autom. Control, vol. 53, no. 4, pp. 1042–1046, May 2008.

[2] J. L. Fanson and T. K. Caughey, “Positive position feedback control for
large space structures,” AIAA J., vol. 28, no. 4, pp. 717–724, 1990.

[3] I. R. Petersen and A. Lanzon, “Feedback control of negative-imaginary
systems,” IEEE Control Syst. Mag., vol. 30, no. 5, pp. 54–72, Oct. 2010.

[4] B. Brogliato, R. Lozano, B. Maschke, and O. Egeland, Dissipative Systems
Analysis and Control: Theory and Applications, 3rd ed. Cham, Switzer-
land: Springer, 2020.

[5] D. Angeli, “Systems with counterclockwise input-output dynamics,” IEEE
Trans. Autom. Control, vol. 51, no. 7, pp. 1130–1143, Jul. 2006.

[6] A. J. van der Schaft, “Positive feedback interconnection of systems,”
in Proc. 50th IEEE Conf. Decis. Control, Eur. Control Conf., 2011,
pp. 6510–6515.

[7] A. J. van der Schaft, “Interconnections of input-output systems with dis-
sipation,” in Proc. 55th IEEE Conf. Decis. Control, 2016, pp. 4686–4691.

[8] P. Bhowmick and A. Lanzon, “Output strictly negative imaginary systems
and its connections to dissipativity theory,” in Proc. 58th IEEE Conf. Decis.
Control, 2019, pp. 6754–6759.

[9] J. C. Willems, “Dissipative dynamical systems: General theory,” Arch.
Rational Mech. Anal., vol. 45, no. 5, pp. 321–351, Jan. 1972.

[10] P. Bhowmick and S. Patra, “An observer-based control scheme us-
ing negative-imaginary theory,” Automatica, vol. 81, pp. 196–202,
Jul. 2017.

[11] P. Bhowmick and S. Patra, “Solution to negative-imaginary control prob-
lem for uncertain LTI systems with multi-objective performance,” Auto-
matica, vol. 112, pp. 1–9, Feb. 2020.

[12] A. Dey, S. Patra, and S. Sen, “Stability analysis and controller design
for Luré system with hysteresis nonlinearities: A negative-imaginary
theory based approach,” Int. J. Control, vol. 92, no. 8, pp. 1903–1913,
2019.

[13] A. Dey, S. Patra, and S. Sen, “Integral control of stable negative-imaginary
systems preceded by hysteresis nonlinearity,” IEEE Trans. Autom. Control,
vol. 65, no. 3, pp. 1333–1339, Mar. 2020.

[14] B. Bhikkaji, S. O. Reza Moheimani, and I. R. Petersen, “A negative
imaginary approach to modeling and control of a collocated structure,”
IEEE/ASME Trans. Mechatronics, vol. 17, no. 4, pp. 717–727, Aug. 2012.

[15] M. A. Mabrok, A. G. Kallapur, I. R. Petersen, and A. Lanzon, “General-
izing negative imaginary systems theory to include free body dynamics:
Control of highly resonant structures with free body motion,” IEEE Trans.
Autom. Control, vol. 59, no. 10, pp. 2692–2707, Oct. 2014.

[16] M. A. Mabrok, A. G. Kallapur, I. R. Petersen, and A. Lanzon, “Spectral
conditions for negative imaginary systems with applications to nanoposi-
tioning,” IEEE/ASME Trans. Mechatronics, vol. 19, no. 3, pp. 895–903,
Jun. 2014.

[17] C. Cai and G. Hagen, “Stability analysis for a string of coupled stable
subsystems with negative imaginary frequency response,” IEEE Trans.
Autom. Control, vol. 55, no. 8, pp. 1958–1963, Aug. 2010.



974 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 68, NO. 2, FEBRUARY 2023

[18] P. Bhowmick and S. Patra, “On output strictly negative-imaginary sys-
tems,” Syst. Control Lett., vol. 100, pp. 32–42, Feb. 2017.

[19] S. Patra and A. Lanzon, “Stability analysis of interconnected systems
with ‘mixed’ negative-imaginary and small-gain properties,” IEEE Trans.
Autom. Control, vol. 56, no. 6, pp. 1395–1400, Jun. 2011.

[20] S. K. Das, H. R. Pota, and I. R. Petersen, “Stability analysis for intercon-
nected systems with ‘mixed’ passivity, negative-imaginary and small-gain
properties,” in Proc. Aust. Control Conf., 2013, pp. 201–206.

[21] S. K. Das, H. R. Pota, and I. R. Petersen, “Damping controller design for
nanopositioners: A ‘mixed’ passivity, negative-imaginary, and small-gain
approach,” IEEE/ASME Trans. Mechatronics, vol. 20, no. 1, pp. 416–426,
Feb. 2015.

[22] A. Lanzon, Z. Song, S. Patra, and I. R. Petersen, “A strongly strict negative-
imaginary lemma for non-minimal linear systems,” Commun. Inf. Syst.,
vol. 11, no. 2, pp. 139–152, 2011.

[23] A. Ferrante, A. Lanzon, and L. Ntogramatzidis, “Foundations of not
necessarily rational negative imaginary systems theory: Relations between
classes of negative imaginary and positive real systems,” IEEE Trans.
Autom. Control, vol. 61, no. 10, pp. 3052–3057, Oct. 2016.

[24] D. Hill and P. Moylan, “The stability of nonlinear dissipative systems,”
IEEE Trans. Autom. Control, vol. AC-21, no. 5, pp. 708–711, Oct. 1976.

[25] D. J. Hill and P. J. Moylan, “Stability results for nonlinear feedback
systems,”Automatica, vol. 13, no. 4, pp. 377–382, Jul. 1977.

[26] P. Moylan and D. Hill, “Tests for stability and instability of interconnected
systems,” IEEE Trans. Autom. Control, vol. AC-24, no. 4, pp. 574–575,
Aug. 1979.

[27] W. M. Griggs, B. D. O. Anderson, and A. Lanzon, “A ‘mixed’ small gain
and passivity theorem in the frequency domain,” Syst. Control Lett., vol. 56,
no. 9, pp. 596–602, Sep. 2007.

[28] M. Green and D. J. N. Limebeer, Linear Robust Control, 1st ed. Englewood
Cliffs, NJ, USA: Prentice-Hall, 1995.

[29] D. Youla and N. Kazanjian, “Bauer-type factorization of positive matrices
and the theory of matrix polynomials orthogonal on the unit circle,” IEEE
Trans. Circuits Syst., vol. CAS-25, no. 2, pp. 57–69, Feb. 1978.

[30] C. A. Desoer, F. M. Callier, and F. Callier, Multivariable Feedback Systems.
Berlin, Germany: Springer, 1982.

[31] H. K. Khalil, Nonlinear Systems, 2nd ed. Englewood Cliffs, NJ, USA:
Prentice-Hall, 1996.

[32] N. Kottenstette, M. J. McCourt, M. Xia, V. Gupta, and P. J. Antsaklis, “On
relationships among passivity, positive realness, and dissipativity in linear
systems,”Automatica, vol. 50, no. 4, pp. 1003–1016, Apr. 2014.

[33] K. A. Morris and J. N. Juang, “Dissipative controller designs for second-
order dynamic systems,” IEEE Trans. Autom. Control, vol. 39, no. 5,
pp. 1056–1063, May 1994.

[34] D. J. Hill and P. J. Moylan, “Dissipative dynamical systems: Basic input-
output and state properties,” J. Franklin Inst., vol. 309, no. 5, pp. 327–357,
May 1980.

[35] A. Lanzon and H.-J. Chen, “Feedback stability of negative imaginary
systems,” IEEE Trans. Autom. Control, vol. 62, no. 11, pp. 5620–5633,
Nov. 2017.

[36] A. Ferrante and L. Ntogramatzidis, “Some new results in the theory of
negative imaginary systems with symmetric transfer matrix function,”
Automatica, vol. 49, no. 7, pp. 2138–2144, Jul. 2013.

[37] A. Ferrante and L. Ntogramatzidis, “On the definition of negative imagi-
nary system for not necessarily rational symmetric transfer functions,” in
Proc. Eur. Control Conf., 2013, pp. 312–316.

[38] A. Ferrante, A. Lanzon, and L. Ntogramatzidis, “Discrete-time negative
imaginary systems,” Automatica, vol. 79, pp. 1–10, May 2017.

[39] R. A. Horn and C. R. Johnson, Matrix Analysis, 2nd ed. New York, NY,
USA: Cambridge Univ. Press, 2012.

[40] K. Zhou, J. C. Doyle, and K. Glover, Robust and Optimal Control.
Englewood Cliffs, NJ, USA: Prentice-Hall, 1996.

[41] J. Xiong, I. R. Petersen, and A. Lanzon, “A negative imaginary lemma
and the stability of interconnections of linear negative imaginary systems,”
IEEE Trans. Autom. Control, vol. 55, no. 10, pp. 2342–2347, Oct. 2010.

Alexander Lanzon (Senior Member, IEEE) re-
ceived the B.Eng. (Hons.) degree in electrical
and electronic engineering from the University
of Malta, Msida, Malta, in 1995, and the M.Phil.
degree in robot control and the Ph.D. degree
in control engineering from the University of
Cambridge, Cambridge, U.K., in 1997 and 2000,
respectively.

He has held research and academic posi-
tions at Georgia Institute of Technology, Atlanta,
GA, USA, and the Australian National University,

Canberra, ACT, Australia, and industrial positions at ST-Microelectronics
Ltd., Kirkop, Malta; Yaskawa Denki (Tokyo) Ltd., Saitama-Ken, Japan;
and National ICT Australia Ltd., Canberra, Australia. In 2006, he joined
the University of Manchester, U.K., where he now holds the Chair in
Control Engineering. His research interests include the fundamentals
of feedback control theory, negative imaginary systems theory, H∞
control theory, robust linear and nonlinear feedback control systems,
and applying robust control theory to innovative mechatronic, robotic
and drone applications.

Prof. Lanzon is a Fellow of the Institute of Mathematics and its Ap-
plications, the Institute of Measurement and Control, and the Institution
of Engineering and Technology. He has served as an Associate Editor
for IEEE TRANSACTIONS ON AUTOMATIC CONTROL (2012–2018), and as
a Subject Editor for the International Journal of Robust and Nonlinear
Control (2012–2015).

Parijat Bhowmick (Member, IEEE) received
the M.Eng. degree in control engineering from
Jadavpur University, Kolkata, India, in 2012, and
the Ph.D. degree in control engineering from
the Indian Institute of Technology Kharagpur,
Kharagpur, India, in 2018.

He has been working as a Postdoctoral
Research Associate with the Control Systems
Centre, Department of Electrical and Electronic
Engineering, University of Manchester, Manch-
ester, U.K., since June 2018. He is an active Re-

searcher in the horizon of robust control of negative imaginary systems,
passivity-based control, dissipativity theory and cooperative control of
multirobot systems.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


