
 

A Novel Hybrid Model for Gasoline Prices Forecasting
Based on Lasso and CNN

Hu Yang*, Xinlu Tian, Xin Jin, and Haijun Wang*

Abstract:    Gasoline is the lifeblood of the national economy. The forecasting of gasoline prices is difficult
because of frequent price fluctuations, its complex nature, diverse influencing factors, and low accuracy of
prediction results. Previous studies mainly focus on forecasting gasoline prices in a single region by single
time  series  analysis  which  ignores  the  daily  price  co-movement  of  different  series  from  multiple  regions.
Because price co-movement may contain useful information for price forecasting, this paper proposes the Lasso-
CNN ensemble model that combines statistical models and deep neural networks to forecast gasoline prices.
In  this  model,  the  Least  Absolute  Shrinkage  and  Selection  Operator  (Lasso)  screens  and  chooses  the
correlated time series to enhance the performance of forecasting and avoid overfitting, while Convolutional
Neural Network (CNN) takes the selected multiple series as its input and then forecasts the gasoline prices in
a certain region. Forecasting results of gasoline prices at the national level and regional levels by using the
new method demonstrate that the new approach provides more accurate results for the predictions of gasoline
prices  than  those  results  generated  by  alternative  methods.  Thus,  the  relevant  series  can  enhance  the
performance of forecasting and help to gain better results.
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1    Introduction

Since  the  outbreak  of  the  COVID-19  pandemic  in
December  2019,  a  lot  of  countries  around  the  world
have adopted the lockdown policy and restricted social
contact to prevent the spread of the disease, which not
only  reduces  people’s  consumption  of  goods  but  also
decreases  the  need  for  travel.  As  a  result,  there  is  a
drop  in  the  demand  for  gasoline  and  the  price  of
gasoline  falls  accordingly.  Recently,  with  the  conflict
between Russia  and Ukraine,  energy prices  have  risen
sharply  because  of  insufficient  energy  supplies.  Such

unexpected  events  undoubtedly  have  significant
impacts  on  the  demand  and  supply  of  crude  oil,
resulting  in  great  fluctuations  in  gasoline  prices.
Gasoline  is  extremely  important  to  the  economy  and
functions as  a  key factor  in  the Consumer Price Index
(CPI).  Sharp  fluctuations  in  gasoline  prices  would
affect  the  CPI,  bring  about  inflation,  and  hurt  the
economy.  Meanwhile,  gasoline  prices  play  a  role  in
macroeconomic  activities.  Since  an  oil  price  shock  is
strongly  correlated  with  the  corresponding  economic
recession, gasoline prices are more likely to explain the
recession  than  gasoline  spending  does[1].  Gasoline
prices  also  affect  home  prices  and  home  foreclosure
rates[1, 2] .  Consumer  activities  responding  to  the
changes in gasoline prices have been studied to explain
a variety of economic phenomena, such as demand for
automobiles[3, 4] ,  choice  of  transportation[5],  search
behavior[6],  and  sticky  prices[7].  Furthermore,  gasoline
price  predictions  play  a  key  role  in  depicting  the
automobile market through microeconomic models and
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analyzing  environmental  policies[8, 9].  As  the  lifeblood
of the nation’s economy, the balance between gasoline
prices  and  others  in  the  market  affects  the  normal
operation  of  the  nation’s  economic  activities,  which
directly  impacts  people’s  life.  As a  result,  fluctuations
in  gasoline  prices  would  directly  affect  the
development of the global economy. Thus, forecasting
gasoline prices has important practical value.

At  present,  researchers  have  conducted  in-depth
analyses  and  research  on  oil  prices  by  econometric
methods, mathematical methods, and a combination of
different  models.  In  these  studies  of  oil  prices,
economic  time  series  methods  are  mostly  used,
including  the  Granger  causality  test[10],  the
cointegration  theory  proposed  by  Engle  and  Granger,
the  Autoregressive  Conditional  Heteroskedastic
(ARCH) model, the ARCH family proposed by Engle,
the  Vector  Autoregression  (VAR)  model,  impulse
response function, etc., which are used to predict the oil
prices in the international oil market[11, 12]. For oil price
predictions  performed  by  mathematical  methods,
Abramson  and  Finizza[13] used  the  belief  networks  to
forecast oil prices; Tang and Hammoudeh[14] proposed
an oil prices prediction model to analyze and predict oil
price fluctuations based on the target zone model. The
combination of  the  aforementioned methods  and other
forecasting  methods  can  grasp  the  factors  of
commodity  price  changes  and  get  better  forecasting
results. Abramson and Finizza[13] proposed a combined
prediction  model  of  belief  network  and  probability
model to predict oil prices; Feng et al.[15] combined the
Autoregressive  Integrated  Moving  Average  (ARIMA)
model with the neural network to predict oil prices; Fan
et al.[16] used the wavelet neural network to predict oil
prices while optimizing the network input by principal
component  analysis.  The  results  show  that  the
combined forecasting method has higher accuracy than
each  of  the  methods.  Although  the  methods  of
forecasting  international  crude  oil  prices  can  be
extended  to  gasoline  prices  forecasting,  most  of  the
methods  can  only  be  applied  to  gasoline  prices
forecasting in  a  single  region.  And,  those methods are
not  suitable  for  gasoline  price  forecasting  in  multiple
regions.

The gasoline prices system is essentially a nonlinear
and  non-stationary  complex  system.  The  flow  of
gasoline through trade subjects forms a gasoline prices

network,  which  contains  the  interrelationship  among
gasoline  trade  subjects  and  interaction  information
among  them.  When  forecasting  gasoline  prices  of
target  regions,  one  can  consider  gasoline  prices  in
different regions as nodes of a complex network. Thus,
the interrelationship of gasoline prices among different
regions can be fully considered to assist the prediction.
The  challenges  of  employing  the  interrelationship  and
interaction  information  among  multiple  series  include
(1) which of the correlated series should be considered
to implement the forecasting model for a target series;
and  (2)  how  to  combine  correlated  series  to  enhance
the forecasting model’s  performance.  To resolve these
two issues, this paper proposes a new hybrid approach,
Lasso-CNN,  a  combination  of  statistical  models  and
deep  neural  networks.  Taking  the  task  of  forecasting
gasoline  prices  in  multiple  regions  in  the  US  as  an
example,  the  new  method  screens  and  selects  a  set  of
relevant  series  by  Least  Absolute  Shrinkage  and
Selection  Operator  (Lasso),  and  then  it  uses
Convolutional  Neural  Network  (CNN)  to  implement
the gasoline prices forecasting. The remaining parts of
this  paper  are  as  follows.  Section  2  provides  a  review
of  related  research.  In  Section  3,  we  propose  an
ensemble  model,  which  illustrates  the  processes  of
modeling  step-by-step.  Section  4  demonstrates  the
application  of  the  Lasso-CNN  ensemble  model  by
using a dataset of real-world US gasoline prices. Finally,
Section 5 draws the conclusion.

2    Related Studies

2.1    Time series forecasting methods

Time  Series  Forecasting  (TSF)  methods  are  widely
used  in  various  fields.  Similar  to  other  TSF  tasks,  the
forecasting of gasoline prices can be considered as the
problem of TSF. TSF methods are of great importance
in  the  real  world,  which  can  solve  the  following
problems, such as network traffic, weather or pollution
forecasting,  and  the  stock  markets[17].  The  prediction
process of time series is mainly divided into two types
of  computation,  the  first  one  involves  statistical
methods  and  the  second  one  involves  soft  computing
methods,  which  include  machine  learning  and  deep
learning.

t+h
Generally,  the  goal  of  gasoline  prices  forecasting  is

to  predict  the  value  of  gasoline  price  at  using
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tavailable  observations  from  a  time  series  at  time .
Suppose there is only a single time-dependent variable
that is available, the problem can be reframed by using
the  Univariate  Time  Series  (UTS)  analysis  methods,
which can be formulated as follows:
 

ŷt+h = f (yt,yt−1, . . . ,yt−k;θ) (1)

Yt = {yt,yt−1, . . . ,yt−k} θ

ŷt+h

t+h k
h = 1, 2, . . .

where  refers to time series,  is the
parameter such as autoregression coefficient,  is the
forecasting value at ,  is the number of inputs, and

 is any positive integer. With other time series,
the  problem  of  gasoline  price  forecasting  becomes  a
problem  of  Multivariate  Time  Series  (MTS)  analysis,
which can be formulated as
 

ŷ j,t+h = f (Y1,t,Y2,t, . . . ,Ym,t;θ) (2)

Y1,t,Y2,t, . . . ,Ym,t

Y j,t = {y j,t,y j,t−1, . . . ,y j,t−k} m
j = 1, 2, . . . ,m

where  refer  to  multi-target  series,
,  and  is  the  number  of

multiple series for .
Intuitively,  gasoline  prices  are  in  the  form  of  time

series, and gasoline prices are the feedback of the market.
So,  one  can  use  the  time  series  method  to  predict
gasoline  prices.  The  main  idea  is  to  predict  some
uncertain  values  in  the  future  based  on  historical
information.  In  the  past,  some  linear  and  non-linear
statistical  methods are used to solve the TSF problem,
such  as  linear  regression,  Historical  Average  (HA),
Autoregressive  Integrated  Moving  Average  (ARIMA)
model[18],  Spatio-Temporal  Autoregressive  Integrated
Moving  Average  (STARIMA)  model[19],  and
Threshold Autoregressive (TAR) model[20]. In addition
to  those  traditional  statistical  methods,  machine
learning  models,  such  as  Decision  Trees  (DTs)[21],
Support  Vector  Machines  (SVMs)[22],  and  Hidden
Markov Models (HMMs)[23], can also model and learn
time  series  forecasting  problems  because  of  the  close
connection between the nature of time series prediction
and the regression analysis of machine learning.

Inspired  by  the  notable  achievements  accomplished
by  deep  learning  in  many  fields,  such  as  natural
language  processing[24],  image  classification[25],  and
reinforcement  learning[26],  several  Artificial  Neural
Network  (ANN)  algorithms  have  drawn  people’s
attention  and  established  that  they  are  strong
contenders among statistical methods in the forecasting
community  due  to  their  higher  accuracies  of
prediction[27].  Significantly  different  from  machine
learning  methods  that  require  hand-crafted  features,

deep  learning  methods  have  a  great  potential  to  learn
complex  non-linear  temporal  feature  and  their
interactions  among  multiple  series.  Because  deep
learning  methods  automatically  learn  complex  data
representations  of  an  MTS,  it  reduces  the  amount  of
work  for  manual  feature  engineering  and  model
design[28, 29] .  Moreover,  deep  learning  methods  can
learn  the  linear  and  nonlinear  patterns  of  data  better.
They  can  help  us  to  better  understand  the  data  and
make accurate time series forecasting models, thus they
can be used to effectively extract the hidden feature of
the  original  data[30].  Therefore,  gasoline  price
forecasting can also be implemented by state-of-the-art
deep learning methods,  such as CNN and Deep Belief
Nets  (DBN)[31],  which  have  accomplished  remarkable
achievements in the fields of image recognition, speech
processing, and natural language processing. In addition,
the Recurrent Neural Network (RNN) can store a lot of
information about the past  situation and allow updates
to  the  hidden  state  dynamically[32−34].  To  address  the
weakness  of  RNNs  in  terms  of  managing  long-term
dependencies,  the  Long-Short  Term  Memory
(LSTM)[35],  which is  a  variant  of  RNN that  is  capable
of  learning  long-term  dependence,  has  also  been
employed for series forecasting[36]. LSTM comprises a
separate  autoencoder  and  forecasting  sub-models.
Different from RNN, an RNN architecture can resolve
the  issue  of  vanishing  gradient.  The  Gate  Recurrent
Unit (GRU)[37] is also an important variant of RNN: its
basic  idea  of  learning  long-term  dependence  is
consistent  with  LSTM;  however,  it  only  has  one  reset
gate and one update gate.

2.2    Lasso regression for variable selection

l1

Although including many time series in the forecasting
process  reduces  the  training  error  and  helps  to  obtain
an  unbiased  model,  it  will  increase  the  variance  of
forecasting  and  generate  inaccurate  prediction  results.
The  variable  selection  method  is  an  effective  tool  to
solve  the  issue:  one  can  only  select  the  relevant
variables  to  build  the  prediction  model  and  discard
other  variables.  Under  the  sparsity  assumption,
estimates  are  sparse  if  many  of  their  components  are
zero  or  approximate  to  zero.  The  shrinkage  methods
are useful and efficient to implement variable selection
by  shrinking  some  of  the  coefficients  to  zero.  Among
these methods, the Lasso or the  penalty is one of the
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most popular and easiest methods proposed for variable
selection[38].  The  Lasso  can  help  some  statistical  and
machine  learning  models  to  select  relevant  variables,
make  the  model  more  stable,  and  enhance  the
interpretability  of  the  models.  Lasso  has  been  widely
used  in  a  variety  of  fields.  For  instance,  in  previous
studies,  researchers  used  Lasso  to  screen  for  effective
predictors  for  crude  oil  prices  forecasting[39] and  used
machine  learning  methods  with  relief  and  feature
selection  techniques  to  make  an  efficient  prediction
model for cardiovascular disease analysis[40]. Similarly,
researchers  used  Lasso-WOA  to  explore  the  carbon
emissions  from  commercial  building  operations.  And,
they utilized the Lasso regression to estimate the results.
The  results  show  that  the  major  driving  forces  of
carbon emissions  from commercial  buildings  in  China
are  the  population  size  and  energy  intensity  of  carbon
emissions[41].  Besides,  variable  selection  is  a  useful
tool  in  other  studies.  For  instance,  EEMD-LASSO-
QRNN  method,  which  consists  of  data  preprocessing,
feature  selection,  prediction,  and  data  post-processing,
is used to forecast the short-term usage of wind power[42].
With  the  help  of  Lasso  variable  selection,  some
supervised  algorithms  can  be  used  to  build  expert
cancer classification models to identify different stages
of  deadly  cancer[43].  MSGP-LASSO  is  a  new  Multi-
Stage  Genetic  Programming  (MSGP)  technique  that
improves  modeling  accuracy  by  coupling  the  MSGP
and multiple LASSO regression together[44].

2.3    Motivation

Although some deep learning methods perform well in
mining  and  learning  the  linear  and  nonlinear
characteristics  of  either  UTS  or  MTS,  most  of  them
take  a  single  series  as  a  forecasting  target  and  ignore
the  interactions  among  multiple  series.  These
interactions may contain the co-movement information
which is helpful for forecasting. For instance, gasoline
prices  in  multiple  regions  can  be  viewed  as  multiple
time  series,  which  cannot  be  modeled  simultaneously
by  using  previous  methods.  Thus,  the  potential
relationships  among  them  cannot  be  revealed  for
forecasting purposes.  Therefore,  the  goal  of  this  paper
is  to  take  advantage  of  the  interactions  among  time
series  to  design  an  interpretable  deep  learning  model,
named the Lasso-CNN ensemble model. Moreover, we
use  the  new  model  to  make  accurate  predictions  of

gasoline  prices  in  multiple  regions  in  the  US.  This
paper has two contributions to its  field:  one is  that  we
develop  a  screening  and  selecting  process,  where
relevant  series  are  used  for  forecasting  a  target  series
based  on  the  complex  networks  and  Lasso  methods,
which  helps  the  deep  learning  model  to  filter  out
invalid  information  and  avoid  overfitting;  the  other
contribution  is  that  we  use  selected  relevant  series  for
forecasting  and  implement  the  Lasso-CNN  ensemble
model  on  them,  which  enhances  the  target  series
forecasting  ability  by  combining  relevant  series  at  the
national level and regional levels.

3    Hybrid Approaches Combining Statistical
Models with Deep Neural Networks

Although  a  variety  of  external  factors  can  affect
gasoline prices, the forecasting is usually carried out by
time series analysis, which only learns and models the
changes  to  gasoline  prices  without  considering  other
auxiliary exogenous series. As a result, this forecasting
model  is  inaccurate  and  unstable.  In  practice,  the
national  gasoline  prices  always  move  along  with
gasoline prices in some regions. Furthermore, there is a
similar  pattern  of  the  regional  gasoline  prices  among
those  regions  that  have  a  similar  degree  of  economic
development  and  consumption  of  goods.  It  indicates
that  gasoline  prices  in  some  certain  regions  are
informative  to  the  prediction  of  the  gasoline  prices  of
the  entire  nation  and  other  regions.  We  propose  the
Lasso-CNN  ensemble  model  that  utilizes  the  above-
mentioned information by implementing the combined
model  of  Lasso and deep neural  networks.  Because of
Lasso’s  good  performance  in  variable  selection  and
CNN’s strong ability of capturing the local features of
the  dynamical  system,  the  new  combined  model  can
learn  and  utilize  the  interactions  of  gasoline  prices  in
different  regions.  Thus,  we can  get  more  accurate  and
robust  forecasting  results  for  both  national  gasoline
prices  and regional  gasoline  prices.  The framework of
the  Lasso-CNN  ensemble  model  constructed  in  this
paper is shown in Fig. 1.

3.1    Relevant time series selection

Although  including  multiple  series  in  the  forecasting
model  may  improve  the  performance  of  forecasting  a
target  series,  involving  redundant  series  causes  the
overfitting problem. Therefore, in the forecasting model,
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duv = ∥ Yu−Yv ∥22

{Y1,t,Y2,t, . . . ,YJ,t}
g

gJ{
Yg j,t
}gJ

g j=1
g j

{
Yg j,t
}gJ

g j=1
∩
{
Yq j,t
}qJ

q j=1
= ∅

g , q g,q = 1, 2, . . . ,
K∑

g=1

gJ = J

we  only  need  to  add  those  relevant  series  that  are
highly  correlated  to  the  target  series.  The  process  of
screening  and  selecting  relevant  series  that  should  be
used  to  predict  the  target  series  includes  the  flowing
steps.  Firstly,  we  calculate  the  similarity  of  any  two
UTSs of  the target  series  to  estimate  their  correlations
by  using  the  Euclid  distance.  For  example,  given  any
two UTSs of gasoline prices  and , their similarity
is  defined  as .  We  prefer  the  Euclid
distance  to  the  correlation  coefficient  because  of  the
significant differences in the scale of gasoline prices in
various regions. Secondly, after the computation of the
similarities,  the  hierarchical  clustering  algorithm  is
employed  to  divide J  UTSs  into  different  groups,
where the sequence of multiple MTSs 
can be grouped into K  sections.  Taking the -th group
as  an  example,  it  contains  UTSs,  denoted  as

,  is  the  index;  if

 and  K, and .

In  essence,  the  Lasso  regression  model  is  the
extension of the Ordinary Least Square (OLS) method,
which  penalizes  coefficients  in  the  process  of
parameter  estimation.  That  is,  the  absolute  value
function  is  used  as  the  penalty  term  to  constrain  the
regression  coefficients.  So,  the  regression  coefficient
minimizes the residual sum of the squares, where some
coefficients  have  shrunken  to  zero.  By  doing  so,  we
complete the process of variable selection. In practical
implementations,  Lasso  regression  is  usually  used  to
select  the  most  important  variables  or  influencing
factors  that  relate  to  the  response  variable,  which  not
only  ensures  high  accuracy  of  the  prediction  but  also

reduces  the  computational  costs  and  further  simplifies
the complexity of the model.

Consider the linear regression model,
 

Y = β0+β1X1+β2X2+ · · ·+βpXp+ε (3)

β0 β1, β2, . . . , βp

ε
{
Yg j,t
}gJ

g j=1

Yt

t = 1,2, ...,T

where  is an intercept,  are coefficients,
and  is the random error. Let  be the observed
value of the input multi-target time series at t,  be the
target  value, .  At  first,  we  screen  related
multi-target  time series  by  using the  Lasso  regression,
which is
 

β̂ = argmin


n∑

i=1

Yt −β0−
gJ∑
j=1

Yg j,tβ j


2

+λ

gJ∑
j=1

|β j|

 (4)

β1, β2, . . . , βgJ

{
Yg j,t
}gJ

g j=1
Yt

λ

gJ∑
j=1

|β j| λ

β̂

where  are  the effects  of  on ,

 is  the  Lasso  penalty,  and  is  a  non-negative

tuning  parameter.  Selecting  how many  time  series  are
determined by the value of the tuning parameter λ. If λ
is non-zero, some  will  be shrunk to zero, where the
corresponding series will not be selected or used in the
forecasting  model.  Thus,  we  implement  the  selection
process  in  the  forecasting  model  to  select  relevant
series  that  are  related  to  the  target  series  of  gasoline
prices in relevant regions.

3.2    Multi-target series forecasting{
Yg j,t
}gJ

g j=1
Taking  the  subset  time  series  of  as  inputs,
CNN is  used  to  implement  the  process  of  forecasting.
CNN consists of multiple convolutional layers, pooling
layers,  and  fully  connected  layers  in  different  ways.
The  convolutional  layer  can  learn  and  extract  the
nonlinear  characteristics  of  the  input  data  through  the
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Fig. 1    Framework of the Lasso-CNN model.
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{
Yg j,t
}gJ

g j=1{
Yg j,t
}mJ

g j=1
mJ ⩽ gJ

convolutional  operation.  And  then,  the  convolutional
layer  outputs  the  new  representation  of  inputs.
Assuming the selected subset time series of  is

,  and .  Firstly,  we  use  multiple  CNN
layers  and  multiple  Relu  layers  to  learn  the  new
representation of multiple series, which is
 

Hl+1,1 = f
(
Hl,1wl,1+bl,1

)
,H
′
l+1,1 =max

(
0,Hl+1,1

)
;

Hl+1,2 = f
(
Hl,2wl,2+bl,2

)
,H
′
l+1,2 =max

(
0,Hl+1,2

)
;

. . .

Hl+1,mJ = f
(
Hl,mJ wl,mJ +bl,mJ

)
,H
′
l+1,mJ

=

max
(
0,Hl+1,mJ

)
(5)

Hl+1,g j

Hl,g j = Yg j,t l = 0 j = mJ wl,g j bl,g j

where  is  the  new  representation  of  input  data,
 when , for 1, 2, …, .  and 

represent  the  weight  and  the  bias  of  the  convolution
kernel,  respectively.  The  advantages  of  the
convolutional  layer  are  weight  sharing  and  local
perception.  We use Relu as the activation function for
CNN here because it can improve the nonlinear fitting
ability  of  the  network.  In  contrast,  the  Sigmoid
activation  function  in  the  BP  algorithm  is  likely  to
cause  the  problem  of  gradient  disappearance  or
gradient explosion.

H
′
l+1,1,

H
′
l+1,2, . . . ,H

′
l+1,mJ

After  obtaining  the  new  representation 
, the pooling layer, which performs as

an  under-sampling  layer,  is  used  to  integrate  new
representations  to  forecast  the  target  series.  The
pooling operation is defined as
 

Hl+1,target = pooling
(
H
′
l+1,1,H

′
l+1,2, . . . ,H

′
l+1,mJ

)
(6)

Hl+1,target

We pool the embeddings from the new representation
of  the  target  time  series  and  obtain  the  new  features

. The pooling operation includes max-pooling,
mean-pooling, or stochastic pooling. Whereas, we only
use max-pooling operation in our analysis.

j Hl+1,target

After the convolution operation and pooling, we take
the  outputs  of  the  pooling  layer  as  the  inputs  to  train
the prediction model. The objective of series prediction
is to reconstruct the relationship between the input and
the  output.  A one-layer  feedforward neural  network is
used  as  the  prediction  function,  which  performs  like
linear regression. For the -th UTS, let  be the
representation learned by the former pooling layer, the
output of a target series is given by
 

Ŷtarget,t+h = σ
(
Hl+1,targetWo+bo

)
(7)

Wo bo

σ(·)
Ŷtarget,t+h

where  and   are  trainable  parameters  or  the
coefficients  of  linear  regression;  is  an  identity
function; and  is the predicted value of the series.

3.3    Loss function

Ytarget,t+h Ŷtarget,t+hLet  be a set of test series, and  be the
set  of  the  corresponding  predicted  series,  whose  loss
function is calculated by the Mean Square Error (MSE)
as follows:
 

MSE =
1
H

H∑
h=1

(
Ytarget,t+h− Ŷtarget,t+h

)2
(8)

where H  is the length of predicted values of the target
series.

3.4    Implementation

In practice, we implemented the new method in Keras.
Following  the  processes  in  the  previous  section,  we
have used Lasso to filter out regions, to which gasoline
prices  are  related  to.  And  then,  the  one-dimensional
convolution is used to process the gasoline prices time
series, where the size of the convolution kernel is 1. And,
a  pooling  layer  is  added  after  the  convolution  layer,
thereby  reducing  the  parameters  of  the  learned
representation. A one-layer feedforward neural network
is  used  as  the  prediction  model  or  the  output  layer,
which only has one hidden neuron. When we train CNN,
we  utilize  the  Adam  algorithm[45] to  estimate  the
unknown  weight  matrix  and  bias  vectors  so  as  to
reduce  the  operation  time  and  simplify  the  parameter
adjustment,  thereby  improving  the  efficiency  of
operation.  The  training  epochs  are  set  to  50  and  the
batch  size  is  set  to  32.  Based  on  these  settings,  the
proposed method is described as the following processes.

4    Experiments and Results

4.1    Dataset

The US gasoline  prices  data  are  from the  weekly  data
published  by  the  Energy  Information  Administration.
The  dataset  is  a  multiple  time  series  consisting  of  28
univariate  time  series,  including  10  cities,  9  states,  8
territories,  and  1  nation.  There  are  968  pieces  of
gasoline  prices  data  (dollar  per  gallon),  spanning  17
years from the last week of May 2003 to the first week
of December 2021. 70% of the data are used as training
samples, and 30% of the data are used as test samples.
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4.2    Experiment settings

The experiments are conducted based on the analysis of
the gasoline prices in the US using the Keras platform[46].
Before  feeding  the  input  data  into  the  new  neural
networks, the multiple MTSs are normalized first. And
then, we embed CNN and GRU into our framework for
forecasting a target  series with relevant  series selected
by Lasso. In comparison, we only use CNN and GRU
to  forecast  the  future  values  without  considering  any
other series. We use two kinds of measures to evaluate
the  performance  of  the  model.  One  is  the  Root  Mean
Square  Error  (RMSE),  which  weighs  the  average
squared difference between the estimated value and the
actual value; the other is the Mean Absolute Percentage
Error  (MAPE),  which  is  one  of  the  commonly  used
metrics that measure the forecasting accuracy based on
100  repeated  random  experiments.  Both  of  them  are
defined as follows:
 

RMSE =

√√√
1
N

N∑
i=1

(yi− ŷi)
2,

and
 

MAPE =
100%

N

N∑
i=1

∣∣∣∣∣∣yi− ŷi

yi

∣∣∣∣∣∣ .
4.3    Result
4.3.1    Relevant regions selection
Before  implementing  the  model  for  forecasting
gasoline prices  of  each region and the entire  nation,  it
is necessary to screen out relevant time series of those
regions  related  to  the  target  series.  The  Lasso
regression is used to achieve the goal. Given different λ
values,  the model  will  find a set  of  optimal regression
coefficients  to  minimize  the  loss.  We  tune  the
hyperparameter λ  by  cross-validation,  choose  the
optimal λ to make cross-validation (cv) smallest, fix the
value  of λ ,  and  run  Lasso  regression  to  obtain  those
relevant  time  series  of  gasoline  prices,  whose
coefficients  are  non-zero.  The  relevant  regions  related
to  the  target  time  series  screened  by  the  Lasso
regression are shown in Table 1.
4.3.2    National level gasoline prices forecasting
In  order  to  evaluate  the  performance  of  different
forecasting  models,  we  first  compare  the  proposed
Lasso-CNN  model  with  different  information  fusion
models,  such  as  max-pooling  and  concatenation

operations,  which  are  different  ways  to  integrate
representations,  denoted  as  Lasso-CNN  (Max)  and
Lasso-CNN  (Conc),  respectively.  In  addition,  for  the
Lasso-CNN model, we can replace CNN with GRU to
obtain the new models,  Lasso-GRU (Max) and Lasso-
GRU  (Conc),  to  learn  the  new  features  of  input  time
series.  Besides,  we  compare  the  proposed  model  with
GRU and  CNN,  which  only  take  UTS of  target  series
as  input  while  forecasting.  And,  we  compare  the
proposed  model  with  CNN  (all),  which  takes  all  the
series for forecasting the target series without screening
them. All  of  these models are used to predict  gasoline
prices at the national level and regional levels in the US.
Table  2 shows  that  the  Lasso-CNN  ensemble  model
outperforms all the alternative methods in terms of both
RMSE  and  MAPE.  According  to Fig.  2,  the  US
gasoline  prices  forecasting  based  on  the  Lasso-CNN
ensemble  model  is  superior  to  other  methods.  It
illustrates  that  gasoline  prices  at  the  regional  level
could  amplify  the  signal  and  help  to  predict  gasoline
prices  at  the  national  level.  And,  we  found  that  the
effect  of  using  the  auxiliary  information  after  the
encoding is not as good as the effect of direct use of the
auxiliary  information,  which  shows  that  the  coding
process  would  cause  the  loss  of  some  information  so
that  the  enhancement  effect  brought  by  the  auxiliary
information is weakened.
4.3.3    Regional levels gasoline prices forecasting
By the same token, at the regional levels,  we compare
the  performance  of  the  new  method  with  other
alternative  methods.  For  each  region,  we  predict  the
gasoline  prices  by  using  other  regions’ information
based  on  the  new  method,  and  we  report  the  average
predictive RMSE and MAPE. The experimental results
are presented in Table 3 and Fig. 3.

Table  3 indicates  that  the  RMSE of  the  Lasso-CNN
ensemble  model  proposed  in  this  paper  is  better  than
other  alternative  methods  for  predicting  regional
gasoline  prices  except  for  New  England,  Rocky
Mountain,  Colorado,  Chicago,  San  Francisco,  and
Seattle.  Moreover,  similar  to  the  predictions  at  the
national level, the auxiliary information filtered out by
Lasso enhances the prediction ability, but the use of the
coded  information  results  in  the  loss  of  effective
information. Intuitively, Fig. 3 shows that the proposed
method  outperforms  other  alternative  models  in  terms
of MAPE in most cases. It also illustrates that there is a
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certain  linkage  among  gasoline  prices  in  different
regions  and  that  the  use  of  information  from  other
relevant  regions  can  enhance  the  prediction  ability  of
gasoline prices forecasting in specific regions. The new
method  has  a  better  performance  of  forecasting  than
alternative methods do.

Therefore,  the  experimental  results  show  that  the
univariate CNN can only process independent gasoline
price  information  in  a  certain  region  for  prediction
purposes. In contrast, the Lasso-CNN method proposed
in this paper takes into account the information of other
related  regions  for  modeling,  which  potentially
enhances  the  performance  of  forecasting  gasoline
prices  in  the  target  region.  And,  the  use  of  relevant
information from other regions after encoding is not as
effective as the direct use of such relevant information,
which  may  be  caused  by  the  loss  of  some  valid
information in the process of advanced coding. We can
reach  the  same  conclusion  on  the  GRU  model.
Meanwhile,  comparing  all  the  experimental  results  of
adding information of all regions at the same level, we
found that the Lasso-CNN performs better for gasoline
prices prediction in terms of RMSE, which shows that
adding information about relevant regions can enhance

 

Table 1    Linkage of regional gasoline prices.

Region Relevant region
US East Coast, Central Atlantic, Lower Atlantic, Midwest, Gulf Coast, Rocky Mountain, West Coast

East Coast New England, Central Atlantic, Lower Atlantic
New England East Coast, Central Atlantic, Lower Atlantic, Rocky Mountain

Central Atlantic East Coast, New England, West Coast
Lower Atlantic East Coast, Gulf Coast

Midwest Gulf Coast, Rocky Mountain, West Coast
Gulf Coast New England, Central Atlantic, Lower Atlantic, Midwest, Rocky Mountain, West Coast

Rocky Mountain Midwest, Gulf Coast, West Coast
West Coast New England, Central Atlantic, Midwest, Gulf Coast, Rocky Mountain
California Florida, Ohio, Texas, Washington
Colorado Minnesota, Texas, Washington
Florida California, New York, Texas

Massachusetts California, New York, Washington
Minnesota Colorado, Ohio, Texas, Washington
New York Florida, Massachusetts

Ohio Minnesota, Texas
Texas California, Colorado, Florida, Massachusetts, Minnesota, Ohio

Washington California, Colorado, Massachusetts
Boston Cleveland, New York City, Seattle
Chicago Cleveland, Denver, Houston, Los Angeles

Cleveland Boston, Chicago, Houston
Denver Chicago, Houston, Seattle
Houston Chicago, Cleveland, Denver, Miami, New York City, San Francisco

Los Angeles Miami, San Francisco
Miami Houston, New York City

New York City Boston, Houston, Miami
San Francisco Denver, Los Angeles, Miami, Seattle

Seattle Boston, Denver, San Francisco
 

 

Table 2    MAPE and RMSE of forecasting gasoline prices of
the  entire  nation  based  on  both  the  new  method  and
alternative methods.

Method MAPE (%) RMSE
Lasso-GRU (Max) 2.3887 0.0824
Lasso-GRU (Conc) 8.0075 0.2297
Lasso-CNN (Max) 1.9283 0.0653
Lasso-CNN (Conc) 2.3838 0.0807

CNN(all) 3.4134 0.1134
uni-GRU 5.6793 0.1817
uni-CNN 4.6230 0.2234
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Table 3    RMSE of forecasting gasoline prices in various regions based on the new method and alternative methods.

Region
RMSE

Lasso-GRU (Max) Lasso-GRU (Conc) Lasso-CNN (Max) Lasso-CNN (Conc) CNN (all) uni-GRU uni-CNN
East Coast 0.0920 0.3456 0.0534 0.0624 0.2110 0.1863 0.2327

New England 0.0794 0.3278 0.0874 0.0801 0.2166 0.1937 0.2401
Central Atlantic 0.1042 0.3581 0.0645 0.0828 0.2679 0.1705 0.2893
Lower Atlantic 0.1075 0.3958 0.0557 0.0749 0.0973 0.2077 0.2071

Midwest 0.1397 0.3942 0.1112 0.1345 0.2401 0.2171 0.2476
Gulf Coast 0.1128 0.2862 0.1114 0.1512 0.1401 0.236 0.2625

Rocky Mountain 0.1686 0.3745 0.1177 0.1167 0.1474 0.1986 0.2219
West Coast 0.2575 0.3275 0.1294 0.1828 0.2224 0.2502 0.1888
California 0.3309 0.4200 0.1790 0.2000 0.3535 0.2844 0.2969
Colorado 0.1761 0.3853 0.1191 0.1071 0.2733 0.2138 0.2348
Florida 0.1319 0.4046 0.0872 0.1053 0.1082 0.2036 0.2502

Massachusetts 0.1328 0.3871 0.1306 0.1601 0.2708 0.1846 0.2249
Minnesota 0.1129 0.3688 0.1032 0.1260 0.1243 0.2187 0.2349
New York 0.0986 0.4136 0.0559 0.0699 0.3029 0.1984 0.2615

Ohio 0.1496 0.4560 0.1117 0.1327 0.1747 0.2384 0.2653
Texas 0.1281 0.3053 0.1065 0.1448 0.1276 0.2426 0.2676

Washington 0.1793 0.3890 0.1247 0.1384 0.2026 0.2203 0.2154
Boston 0.1025 0.3628 0.0789 0.1047 0.1352 0.1886 0.3123
Chicago 0.1273 0.3812 0.1280 0.1335 0.1909 0.2050 0.2533

Cleveland 0.1368 0.3955 0.1194 0.1319 0.1485 0.2206 0.2567
Denver 0.1769 0.3717 0.1419 0.1441 0.2482 0.2165 0.2381
Houston 0.1241 0.3106 0.1118 0.1430 0.2222 0.2306 0.2633

Los Angeles 0.2095 0.4945 0.1272 0.1846 0.3290 0.2783 0.2857
Miami 0.1359 0.4022 0.1098 0.1454 0.1839 0.2297 0.2549

New York City 0.1148 0.3429 0.0871 0.1007 0.1818 0.1882 0.2284
San Francisco 0.3148 0.4218 0.2857 0.1985 0.3855 0.3042 0.3099

Seattle 0.2282 0.3944 0.1527 0.0814 0.2954 0.2573 0.1697
Total 4.2551 10.4467 3.1564 3.5184 5.9147 6.1656 6.9372

Note: Table 3 reports the average predictive performance.
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Fig. 2    Gasoline prices of the entire nation and their prediction based on the new method and alternative methods.
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the  prediction  ability  while  adding  information  about
irrelevant regions can reduce the accuracy of prediction.
Using Lasso to select effective information for modeling,
the influence of useless noise on prediction is avoided,
and the model has better performance.

5    Conclusion

The  Lasso-CNN  ensemble  model  proposed  in  this
paper  is  a  new  gasoline  prices  prediction  method,
where  the  Lasso  method  is  used  to  select  regions  that
gasoline  prices  are  related  to,  and  the  information  of
selected  regions  is  used  as  its  input,  and  then  predict
gasoline prices through CNN. The results show that the
use of the Lasso method can effectively screen out the
relevant regions, which enhances the prediction ability,
the  new approach outperforms alternative  methods  for
predicting  gasoline  prices  at  the  national  level  and
regional  levels.  It  also  shows  that  the  gasoline  prices
network  contains  information  about  the  relationships
and  interactions  among  gasoline  trade  entities,  and
there  is  a  certain  linkage  among  gasoline  prices  in
different  regions.  Since  other  similar  time  series  may
have  valuable  information  that  might  improve  the
prediction accuracy,  predicting a  time series  by taking
into account its linkage with other time series is a better
strategy.  The  new  method  could  also  be  applied  to
other  areas,  such  as  global  crude  oil  prices,  carbon
emissions, climate change forecasting, and more.

In the future, on one hand, factors affecting the price
of  gasoline,  such  as  gasoline  production,  economic
index,  and  crude  oil  price,  should  be  considered  to
improve the prediction accuracy. On the other hand, the
hierarchical structure can be integrated into the model,
and by optimizing the global objective function, we can
simultaneously predict the gasoline price time series in
each region and achieve the optimal overall prediction.
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