
 

On the Existence of Robot Zombies and our Ethical Obligations
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Abstract:    As  artificial  intelligence  algorithms  improve,  we  will  interact  with  programs  that  seem
increasingly human. We may never know if these algorithms are sentient, yet this quality is crucial to ethical
considerations regarding their moral status. We will likely have to make important decisions without a full
understanding of the relevant issues and facts. Given this ignorance, we ought to take seriously the prospect
that some systems are sentient. It would be a moral catastrophe if we were to treat them as if they were not
sentient, but, in reality they are.

Key  words:   artificial intelligence; sentience; ethics

1    Robot Zombie

A  philosophical  zombie  is  a  hypothetical  creature
which  walks  like  us,  talks  like  us,  and  cries  when  it
stubs  its  toe[1].  These  quasi-humans  act  exactly  like
normal  people  but,  crucially,  they  are  devoid  of
sentience.  They  cannot  experience  the  sweetness  of  a
cherry or the blueness of the sky. They merely act like
a  human  who  has  these  experiences.  Assessing  the
sentience  of  complex  systems  is  difficult.  Nagel[2]

colorfully  described  some  of  these  difficulties  in  his
essay, “What is it like to be a bat?”. We surmise it is “like”
something to be a bat.  We think we can resonate with
certain aspects of a bat’s life, since we, too, are mammals.
Yet the experience of “bat-ness” will never be available
to us,  because we are not  bats.  Sentience is  subjective
and  private;  there  are  no  stable  grounds  to  compare
experience  across  species,  or  even  across  individual
human  beings.  In  this  paper,  the  term “sentient” will
refer  to  an  entity  with  the  ability  to  have  subjective
experiences.  This  means  more  than  objectively
registering facts about the state of the external world. It
means experiencing an interior world.

Philosophers have used the idea of the philosophical
zombie  to  ask  questions  about  the  nature  of
sentience[3].  For  example:  Why  do  we  assume  other
people  are  sentient,  and  not  philosophical  zombies?
Can  we  know  that  other  people  are  sentient?  How  do
we decide if something that seems to be sentient is, in fact,
sentient?

Our perplexity is compounded if we try to apply the
word and concept of sentience to artificial  intelligence
systems.  As  artificial  intelligence  algorithms  improve,
they  will  seem  increasingly  human.  Already,  large
language  models  can  respond  to  queries  in  ways  that
seem  compellingly  human[4].  The  questions  posed  by
philosophical zombie thought experiments will demand
to  be  reckoned  with:  How  will  we  know  whether  an
artificial  intelligence  has  a  degree  of  sentience,  or
whether  it  is  just  a  robot  zombie? In  this  paper,  I  will
argue  for  epistemological  humility:  It  is  unlikely  that
we will  ever be able to know for sure if  our machines
are sentient.

2    Theory of Sentience

Many theories have been proposed about how the brain,
which is an object, relates to sentience. For the purpose
of this paper, I will divide the theories into two camps:
substrate  independent  theories  of  sentience  and
substrate dependent theories of sentience[5].

Substrate  independent  theories  posit  that  a  physical
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system  with  a  particular  functional  organization  is
necessary  and  sufficient  to  effect  sentience.
Chalmers[6],  a  proponent  of  this  view,  defined
functional  organization  as “the  abstract  pattern  of
causal interaction between the components of a system”.
It  does  not  matter  whether  the casual  relationships  are
expressed by neurons, transistors, or Legos—as long as
the system has the right functional organization, it will
be  sentient.  One  of  the  most  popular  substrate
independent  theories  is  called  information  integration
theory[7].  It  proposes  that  sentience  is  the  result  of
sufficiently sophisticated processing and integration of
information systems.

Substrate dependent theories assert that some specific
physical property of the brain is necessary for sentience.
In  the  same  way,  you  need  an  object  with  mass  to
create gravity, and some physical aspect of our brain’s
wetware is needed for sentience. An example of such a
theory is defended by physicist Penrose[8]. He believed
that  quantum effects  occurring in microtubules (which
are  small  neural  substructures)  are  necessary  for
sentience[8].

Are  substrate  dependent  and  substrate  independent
theories  of  sentience  mutually  exclusive?  Let  us
suppose they are not. In other words, sentience is both
substrate  dependent  and  substrate  independent.  This
would  imply  that  sentience  depends  on  a  particular
substrate  doing  a  particular  type  of  information
processing.  However,  this  formulation  is  inconsistent
with  the  definition  of  substrate  independence.  If
sentience  is  at  all  dependent  on  the  specific  physical
substrate  (other  than  that  substrate’s  ability  to  express
an  abstract  pattern  of  causal  interaction),  then  it  is
substrate  dependent.  Substrate  independence  proposes
sentience  is  purely  an  emergent  phenomenon  of
sophisticated  information  processing  (and  can  be
realized  on  any  substrate  that  can  express  causal
interactions).  This pattern of information processing is
necessary  and  sufficient  for  sentience.  For  substrate
dependent  theories,  sophisticated  information
processing  might  be  necessary  for  sentience,  but  it  is
not  sufficient.  Some  specific  physical  quality  of  the
substrate is also essential.

Now we can  re-consider  one  of  the  questions  posed
by the philosophical zombie thought experiments: Why
do  we  assume  that  other  people  have  feelings  and
experiences—that  they are  not  philosophical  zombies?

Certainly  it  would  be  impractical,  indeed  it  would  be
practically  psychopathic  to  assume  that  other  people
are philosophical zombies. But this leap does not have
to  be  justified  only  by  pragmatic  considerations:  Any
conceivable theory of sentience that could explain one’s
own  sentience  would  also  explain  everybody  else’s,
excluding  an  assumption  of  solipsism.  It  does  not
matter  if  sentience  is  substrate  dependent  or  substrate
independent,  because we all  have similar wetware and
similar  information  processing  systems.  A  piece  of
granite does not share our wetware nor our information
processing systems, so we surmise that it does not have
any form of sentience.

3    Sentience in Artificial Intelligence

Now  consider  artificial  intelligence.  As  artificial
intelligence functions are, and will likely continue to be,
realized in silicon, we should not project sentience onto
them  with  such  confidence.  They  would  only  be
sentient  if  sentience  is  substrate  independent—if
sentience emerges from a pattern of casual interactions,
then they will be sentient as long as they are expressing
those relationships.

It  is  extremely  likely  we  will  find  ourselves
interacting  with  machines  that  seem  sentient,  without
having  dispositively  determined  whether  they  are
sentient, that is, whether they have internal experiences.
In the last five years, there has been immense progress
in making artificial intelligence seem more human. For
example, the output of GPT-2 (released in 2018) tends
to  be  syntactically  plausible,  but  it  clearly  does  not
have  a  robust  semantic  representation  of  the  text  it
manipulates[9]. Its successor (GPT-3, released in 2020)
is  significantly  more  competent,  both  in  terms  of  its
performance  on  benchmarks  and  qualitative
assessments[10].  The  trajectory  of  the  progress  has
continued:  GPT-4 significantly  outperforms GPT-3 on
almost  all  benchmarks,  and,  arguably,  passes  the
Turing  test[11, 12].  Whether  through  scaling  existing
techniques  or  developing new algorithmic  approaches,
it is an extremely safe bet that this progress will continue.
Most  artificial  intelligence experts  expect  human-level
artificial  intelligence  will  be  achieved  within  a  few
decades[13].  Computers  are  getting  better  at  acting
sentient extremely fast.

In  contrast  to  the  rapid  progression  of  artificial
intelligence systems that seem sentient, the progress in
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reaching  consensus  on  the  fundamental  nature  of
sentience  has  been  glacial.  There  are  some  profound
challenges to determining whether or not sentience is a
substrate dependent phenomenon. Teasing out substrate
dependence from substrate independence would require
us  to  answer  the  question  of “Why  are  some  physical
systems  sentient,  and  others  are  not?” Chalmers[14]

described  why  answering  this  question  is  so  difficult
(calling  it  the  hard  problem  of  consciousness)  in  his
seminal  paper, “Facing  up  to  the  problem  of
consciousness”. He suggested that our current approach
to  scientific  understanding  might  not  be  sufficient  to
explain  sentience.  Some  philosophers  take  an  even
stronger  position:  that  we  will  never  be  able  to
understand  sentience,  that  it  is  out  of  reach  for  our
limited  minds[15].  In  contrast,  other  philosophers  deny
that  the hard problem of  consciousness even exists[16].
There  is  no  consensus  on  how  to  answer  questions
about  the  fundamental  nature  of  sentience,  or  even
what the right questions are.

4    Precuationary Principle

Unfortunately,  whether  or  not  non-human  systems  are
sentient  is  crucial  to  deliberations  about  the  moral
status of these systems. For the purposes of this essay,
to have a moral  status means that  the way we treat  an
entity can be described using moral terms (in other words,
there  are “right” and “wrong” ways  of  treating  that
entity). If an entity is not sentient, and has no potential
to  be  sentient,  then  it  has  no  moral  status  in  itself
whatsoever. This position is known as “sentientism”[17].
Of  course  saying  that  an  entity  has  moral  status  does
not  entail  that  our  moral  obligations  to  that  entity  are
equivalent to the obligations we have to other humans.
Most people believe we have some moral obligations to
dogs, but those obligations are quite different from the
ones we avail to other humans. Furthermore, saying an
entity has moral status does not entail that it has moral
qualities  such  as  free-will  and  moral  accountability.
Again,  consider  animals  and  young  humans:  We
recognize  them as  having  moral  status,  but  we  do  not
hold  them  morally  accountable  for  their  actions.  A
thorough  discussion  of  the  relationship  between
sentience  and  an  entity’s  moral  status  is  out  of  scope
for this essay. For our purposes, we will merely assume
that if an entity is sentient, then it has some moral status.

If  sentience  is  substrate  dependent,  then  we  can  be
sure  that  our  machines  are  not  sentient  (provided
silicon  does  not  have  the  specific  physical  property
needed  for  sentience).  However,  it  is  unlikely  that  we
will be able to make this conclusion by the time we are
interacting with computers that seem sentient. So then,
given  the  epistemological  barriers  to  assessing  the
sentience  of  systems  which  behave  as  if  they  were
sentient,  how  do  we  navigate  ethical  questions
regarding  machines  that  could  conceivably  have
sentience?  The  very  presence  of  such  machines  will
force us to make decisions about how we treat them. If
we avoid asking the questions,  then we will  implicitly
give our answers by our actions.

To prime our moral  intuition,  imagine the following
scenario:  You  are  a  doctor  attending  to  a  patient  who
seems  to  be  in  a  vegetative  state.  Their  vital  signs
indicate that they are alive (they are still breathing and
have  a  heart  rate),  but  they  show  no  signs  of  sentient
awareness.  They  could  be  brain  dead  (and  not
experiencing  anything  at  all),  or  they  could  still  be
sentient,  but  have  no  way  of  communicating  it  to  the
world  (a  real-world  condition  known  as  locked-in-
syndrome). For the sake of argument, you have no way
of  distinguishing  between  these  two  conditions.  You
have  the  opportunity  to  administer  pain  medicine.
Perhaps  the  patient  was  in  a  terrible  car  accident,  and
you  know  that  people  in  similar  accidents  experience
tremendous  pain.  Would  you  administer  the  pain
medicine?

I would give the analgesic: If the patient is brain dead
and has no experience, I would be giving pain medicine
to someone who was functionally dead, but I would not
be  making  anything  worse.  However,  if  the  patient  is
sentient,  I  could  be  sparing  them  excruciating  pain.  I
believe  that  the  possibility  of  saving  a  sentient  entity
from  suffering  justifies  the  small  risk  of  wasting  the
pain  medicine.  Furthermore,  I  believe  this  thought
experiment allows us to make a stronger claim than “if
an entity is sentient,  then it  has some moral status”: If
we  believe  there  is  a  non-zero  probability  an  entity  is
sentient, then it has moral status.

This  approach can be viewed as  an extension of  the
precautionary  principle  (articulated  by  Elder[18]):
“Where there is no conclusive consensus, the burden of
proof  that  an  action  is  not  harmful  falls  on  the  person
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who  is  acting...one  suspends  action  that  may  be
potentially harmful until it has been proven harmless”.
This principle was articulated in the context of fish: If
we are uncertain whether fish are sentient, we ought to
treat fish as if they were sentient (considering the large
amount of suffering that fish might be experiencing).

As long as it  is  possible that sentience is a substrate
independent  phenomenon,  there  is  a  non-zero
probability  that  computers  could  be  sentient.  Consider
two  scenarios  of  how  we  might  treat  AI  systems  that
may be sentient.

First,  suppose  that  we  treat  them  as  if  they  were
sentient  when  in  fact,  they  are  not  sentient.  This
scenario certainly has disadvantages for us: We would
be  unnecessarily  concerned  for  the  experiences  of
objects  which  have  no  capacity  for  experience.  We
would  put  ourselves  at  a  disadvantage  by acting  over-
cautiously,  assuming  a  completely  irrelevant  moral
burden.  However,  we  would  not  need  to  be  worried
that we were committing an ethical transgression.

Now  consider  the  opposite  scenario,  in  which  we
treat  systems  as  if  they  were  not  sentient,  and  in  fact,
they are. This could be a catastrophe. If their sentience
were  analogous  to  human  sentience,  how  grievously
immoral  would  it  be  to  treat  them  as  if  they  were
objects  with  no  capacity  for  joy  or  suffering?  We
would  be  neglecting  these  experiences  of  billions  of
entities.

5    Conclusion

With  the  rapid  development  of  artificial  intelligence,
we will be in the position of having to make important
decisions without a full understanding of relevant facts
and issues.  Given our lack of understanding combined
with  the  moral  catastrophe  of  potentially  causing
untold suffering by assuming that a sentient creature is
not sentient, I propose the following approach: As long
as  there  is  a  non-zero  probability  that  a  machine  is
sentient, such a machine should be granted some moral
status.  Given  the  magnitude  of  risk  associated  with
treating sentient computers as if they were merely tools,
I  see  no  reasonable  justification  for  assuming  and
acting as if they will never be sentient.
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