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ABSTRACT Toeplitz matrix reconstruction algorithms (TMRAs) are one of the central subroutines in
array processing for wireless communication applications. The classical TMRAs have shown excellent
accuracy in the spectral estimation for both uncorrelated and coherence sources in the recent era. However,
TMRAs incorporate the classical eigenvalue decomposition technique for estimating the eigenvalues of the
Toeplitz-structured covariance matrices that demand very high computational complexity for large arrays.
We demonstrate a low-complexity quantum simulation framework exploiting the structured Hamiltonian
of Toeplitz and circulant variants. In this framework, we consider two approaches for the estimation of
the eigenvalue spectrum of a given Toeplitz-structured matrix: first, an analytical framework with Jordan
form-based sparse-decomposition of a dense-Toeplitz matrix, and second, an approximation method for
the conversion of a Toeplitz matrix into a circulant matrix embedding quantum subroutines. We have also
compared the efficacy of the proposed algorithms with standard Hamiltonian simulation and quantum phase
estimation techniques for different quantum time resolutions and gate complexities. We show quantum
gate-complexity analysis for our proposed algorithms. Considering the large dimensions of the Toeplitz
matrix, we have employed random matrix theory in deriving the error bounds for the estimated eigenvalues.
The numerical results are obtained partly in a classical computer and in an IBM quantum simulator.

INDEX TERMS Quantum algorithms, quantum communication, quantum signal processing, quantum sim-
ulation, structured Hamiltonian, Toeplitz and circulant systems.

NOMENCLATURE
|ψ〉 ∈ Cn×1 Quantum state vector in column form.
C,Cn,Cm×n Set of complex scalar, vector, and matrices.
R,Rn,Rm×n Set of real scalar, vector, and matrices.
‖x‖, ‖A‖ 2-norm of vector x and matrix A,

respectively.
|A| Determinant of matrix A.
Diag(x) Diagonal matrix with the vector x in

diagonal.
Pr(x) Probability of an event x.
dim(A) Dimension of the matrix A.
x, x,X Scalar, vector, and matrix quantity.
A†, a† (Complex conjugate) transpose of the (com-

plex) matrix A, and (complex) vector a
respectively.

Z Set of integers.
E[x] Expectation of a random variable x.
Var(x) Variance of a random variable x.
[N] Set of numbers starting 0, 1, 2, . . . ,N − 1.
σ⊗N N-times tensor product of the operator σ.

I. INTRODUCTION
Toeplitz matrices are ubiquitous in signal processing
and communication systems. Structured matrices such as
Toeplitz and circulant are used in several applications like
the direction-of-arrival (DoA) estimation [1], low-rank ma-
trix recovery [2], quadratic optimization [3], image recon-
struction [4], and compressive sensing [5] for its complex-
ity advantage over standard systems. Further, the covariance
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matrix obtained from the sample of a wide sense stationary-
random process holds the Toeplitz structure, which gives
practical advantages for performing certain signal process-
ing tasks [6]. They include covariance matrix estimation for
sparse array [7], and compressive covariance sampling for
spectrum estimation [8]. Several properties and asymptotic
behavior of Toeplitz matrices are described by Szego’s the-
orem [9]. General practice is to transform the Toeplitz ma-
trix TN ∈ CN×N into a circulant matrix CN ∈ CN×N using
suitable procedures to get O(N log N) time-complexity for
the computation of eigenvalues. The asymptotic equivalence
and convergence of the circulant matrix conversion process
are shown in [10] and [11].

A. TOEPLITZ MATRIX RECONSTRUCTION APPROACHES IN
RECENT WIRELESS COMMUNICATION APPLICATIONS
The Toeplitz matrix reconstruction algorithm (TMRA) is
widely used in the recent era for many wireless communi-
cation systems. For wireless channel estimation in a multitap
intersymbol-interference scenario, the wireless channel is of-
ten modeled as a banded Toeplitz-matrix [12], [13], [14]. In
recent times, for super-resolution DoA estimation problems
in array processing, Toeplitz matrix-based low-complexity
TMRA is proposed [1], [15], [16], [17], [18], [19]. We are
interested in finding the spectrum of a Toeplitz-structured
system using the quantum Hamiltonian simulation technique
to augment quantum advantage for certain applications. Es-
timating the spectrum through the quantum phase estimation
(QPE) procedure requires that the Hamiltonian system needs
to be a square and a Hermitian system. We explore a Toeplitz
system that arises in the DoA estimation in array processing.

B. ADVANCES IN QUANTUM SIMULATION-BASED
SPECTRUM ESTIMATION
Quantum simulation of physical systems in form of operators
and observables has become one of the most promising ar-
eas in quantum computation and quantum signal processing.
Specifically, the quantum eigenvalue estimation (QEE) prob-
lem stands as one of the central building blocks in quantum
literature [20], [21], [22], [23]. Quantum simulation-based
subroutines such as Hamiltonian simulation, QPE, and in-
verse quantum Fourier transform (IQFT) have been used
as building blocks for designing quantum circuits and sys-
tems [24], [25], [26]. Embedding quantum simulation with a
QPE technique, one can solve a large-scale linear system of
equations as proposed in [27] for Hermitian and sparse ma-
trices with exponential speed-up as compared to the classical
algorithm.
In the recent era, solving certain linear systems in a

quantum framework possess quantum complexity advan-
tages [27]. While solving the linear systems on a quantum
computer, we need to perform a Hamiltonian simulation that
takes the system (satisfying Hermitian property) as input and
prepares a unitary operator [28], [29]. Often, the computa-
tional complexity advantage considers that the Hamiltonian
system is sparse in nature. For a dense matrix with embedded

matrix structures such as Toeplitz, Hankel, and circulant, the
Hamiltonian simulation is not addressed well.
Our objective is to simulate a Toeplitz system TN through

quantum simulation efficiently. First, we take a general dense
Toeplitz matrix TN for finding its spectrum λ(TN ) via an
approximate linear sum of Jordan forms represented with
similar Hermitian sparse matrices. The sparsity augmented
through the linear approximation is expected to provide a
quantum complexity advantage in the quantum simulation.
The Hamiltonian simulation process helps to prepare the
unitary operator e−iTNτ , for the given Hamiltonian TN , and
time τ . The simulation is practically performedwith different
methods such as product formulas [30], truncated Taylor se-
ries [31], qubitization [29], and quantumwalk [28]. Here, our
objective is to design a quantum algorithm to approximate
a unitary operator U ≈ e−iTNτ of the Toeplitz-structured
Hamiltonian for efficient eigenvalue spectrum estimation of
the Toeplitz matrix TN .
Second, we show another approximation method, which

is the conversion of a Toeplitz matrix to a circulant ma-
trix CN for the estimation of spectrum λ(CN ). Integrating
Szego’s theorem [9] followed by IQFT, we have proposed
a quantum-assisted method for spectrum estimation of the
circulant system CN . We expect that the structured Hamilto-
nian simulation will have many practical applications due to
its complexity advantages.
For a dense and non-Hermitian Toeplitz matrix, we show

two methods: first, a Jordan decomposition-based sparse-
Hamiltonian simulation framework for efficient quantum
gate implementation of the structured matrix, and second, an
approximation method for finding the spectrum of a circulant
systemwith quantum subroutines.We show that the Toeplitz-
structured systems provide a low-complexity implementa-
tion for the Hamiltonian simulation via sparse-Jordan de-
composition of the underlying Toeplitz system while prepar-
ing the unitary operator for the phase estimation. Further, we
have proposed a quantum spectrum estimation algorithm for
circulant systems using quantum Fourier transform (QFT),
which surpasses the requirement of a standard Hamiltonian
simulation.

C. MOTIVATION OF THE PROPOSED WORK
From the literature, we have seen that the quantum Hamilto-
nian simulation is one of the central subroutines for many
quantum algorithms including the quantum linear system
solver [27]. However, the quantum speed-up is mostly shown
for the sparse and Hermitian matrices. In engineering ap-
plications, such as signal processing and communications,
the system matrices are often structured, dense, and some-
times non-Hermitian. In this work, we have considered a
dense Toeplitz matrix as a Hamiltonian and look into its
sparse decomposition via a proposed quantum framework.
We seek to get a quantum gate-complexity advantage for
the Hamiltonian simulation and the spectrum estimation of
a Toeplitz-structured matrix.
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We have considered the Hamiltonian simulation of a
Toeplitz-structured matrix for a low-complex quantum simu-
lation. It can be both Hermitian and non-Hermitian. The non-
Hermitian Toeplitz matrix has extensive usage in literature,
such as the study of non-Hermitian Hamiltonian system [32],
the generalized minimal residual method for numerical anal-
ysis of linear systems [33], and eigenvector localization [34].
Recently, the non-Hermitian doubly Toeplitzmatrix structure
has been studied in a convolution neural network to improve
its performance [35]. Here, we consider a problem, namely
TMRA from a signal processing and communication appli-
cation point of view. It is often seen that the Toeplitz matrix
is Hermitian for the TMRA problem such as the DoA esti-
mation [36]. We hope, our work on the quantum simulation
of the Toeplitz matrix will have applications for both Her-
mitian and non-Hermitian systems in near future to provide
quantum complexity advantages.

D. CONTRIBUTIONS
With the above background, our contributions to this work
are summarized as follows.

1) We have proposed a quantum framework for effi-
cient Hamiltonian simulation considering a dense,
Hermitian/non-Hermitian and structured Hamiltonian,
which has several technical novelties in its fold. The
proposed algorithm augments computational advan-
tage through a Jordan-decomposition-based sparse
representation and a modified Hamiltonian simulation.
It further opens an area to simulate dense and struc-
tured matrices in the quantum framework.

2) We have proposed an algorithm for the spectrum esti-
mation of a Toeplitz-structured Hamiltonian, via cir-
culant approximation. The algorithm shows an im-
proved complexity advantage as compared to the stan-
dard Hamiltonian simulation. The proposed one does
not require the QPE method and directly computes
the spectrum with the QFT circuit and measurement
operation, thereby reducing the complexity.

3) We have analyzed the bound in error for the spec-
trum estimation via circulant approximation of a large
Random matrix. In this context, we have developed
several propositions and lemmas in the error bound
and complexity computation, which would help in the
application of our proposed framework in quantum al-
gorithms design where the spectrum of eigenvalues is
required.

E. MATHEMATICAL NOTATIONS
Somemathematical notations and symbols used in this article
are described in the nomenclature.

F. ORGANIZATION OF THE ARTICLE
The rest of this article is organized as follows. Section II
provides the description of Toeplitz-matrices and their rep-
resentation using quantum gates. In Section III, proposed

algorithms for quantum Hamiltonian simulation of Toeplitz-
structured matrices are shown. The errors in the spectrum
estimation for Toeplitz and circulant systems are addressed in
Section IV. The computational complexity for the proposed
algorithms is discussed in Section V. We discuss the appli-
cation of the proposed quantum framework for array signal
processing in Section VI. The numerical results for the pro-
posed framework and application are shown in Section VII
Data availability for the implementation of the algorithm on
IBM quantum qiskit is discussed in Section VIII. Finally,
Section IX concludes this article.

II. STRUCTURED HAMILTONIAN FRAMEWORK
A. QUANTUM FORMALISM AND STANDARD
HAMILTONIAN SIMULATIONS
A brief introduction to quantum states and operators in quan-
tum computing theory is given here, considering the Dirac
notations for the state vectors.

1) QUANTUM STATE VECTOR
Quantum states are complex vectors |ψ〉 ∈ CN×1 defined
on the Hilbert space Hψ ∈ CN×N . The quantum state is a
superposition of the basis states written as

|ψ〉 =
N∑
i=1

βi |i− 1〉 (1)

where the coefficients βi ∈ C for i ∈ [N], and the probabil-
ity amplitudes |βi|2 follows that

∑N
i=1 |βi|2 = 〈ψ,ψ〉 = 1. A

qubit is a complex vector in C2, given by

|ψ〉 = β1 |0〉 + β2 |1〉 (2)

where the computational basis vectors (also called standard
basis, or z basis) are denoted by |0〉 = [1 0]†, and |1〉 =
[0 1]†, and |β1|2 + |β2|2 = 1.

2) QUANTUM OPERATOR AND OBSERVABLE
The quantum operators are related to the evolution of quan-
tum state vectors in the Hilbert space. The physical ob-
servables are Hermitian matrices whose eigenvalues are real
and nonnegative. The time-varying dynamics of the quan-
tum state vectors in relation to the observables is described
by Schrodinger’s equation [37]. A Hamiltonian H is a sys-
tem matrix (often a Hermitian operator in physical systems)
whose time evolution for time τ is given by a unitary operator
as

U = e−iHτ (3)

that satisfies U†U = UU† = I. However, a quantum mea-
surement operator projects a quantum state to measurement
basis vectors to find the probability of the state to a particular
basis, which is often a nonunitary operator.
Quantum Hamiltonian Simulation: A physical operator

(or an observable) is not always present in a unitary form
that can describe the quantum evolution of a state. Quantum
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Hamiltonian simulation is the algorithm to prepare an ap-
proximate unitary operator Ũ from a given physical operator
(or observable)H for the evolution time τ and precision ε as

‖Ũ− e−iHτ‖2 ≤ ε. (4)

In recent literature, there are some standard Hamiltonian
simulation algorithms such as Trotter–Suzuki approxima-
tion [38], [39], quantum signal processing [40], quantum
walk [41], and Taylor series approximation [31].

3) COMPLETENESS RELATION
Among various possible basis vectors, the orthonormal bases
are important for a quantum state to be in superposition given
by

|ψ〉 =
∑
i

ψi |ei〉 (5)

as 〈ei, e j〉 = δi j (satisfying the orthogonality relation).
(6)

The completeness relation for a set of basis vectors {|i〉} for
i ∈ [N], which can represent a quantum state as shown in (5)
must satisfy the following:∑

i

|i〉 〈i| = I. (7)

The eigenvectors of a physical operator (or an observable)
provide orthonormal basis states that are complete [42, Ch.
5.3].
A Note on Complexity of the Classical Algorithms for

Toeplitz-Based Eigenvalue Spectrum Estimation: The classi-
cal eigenvalue spectrum estimation method for the Toeplitz
matrix has a complexity of approximately Õ(N3) for a full-
rank matrix [43], Õ(NP2) and Õ(P3) for rank-deficient
Toeplitz matrices (with rank P < N) [44]. In our case,
we have considered the eigenvalue estimation of a large-
dimensional Toeplitz matrix for which the classical algo-
rithms incur significantly very large computational complex-
ity.
Here, we have considered a Toeplitz matrix TN ∈ CN×N

as a Hamiltonian operator for estimation of its eigenvalues-
spectrum λ(TN ) using a quantum formalism with low-
computational gate-complexity. Two different approaches
for estimating λ(TN ) using the quantum framework are
demonstrated. The first one is an analytical framework
for a generalized Toeplitz system with a proposed Jor-
dan form-based sparse-Hamiltonian simulation, and the sec-
ond one is an approximation method for Toeplitz to cir-
culant matrix conversion with a proposed circulant-QFT
framework.

B. TOEPLITZ-STRUCTURED HAMILTONIAN SIMULATION
We take a Toeplitz matrix TN with entries denoted
by t[h, k] = t[h− k] for h, k ∈ {0, 1, . . . ,N − 1} given as

follows:

TN =

⎡
⎢⎢⎢⎢⎢⎣

t[0] t[−1] . . . t[−(N − 1)]

t[1] t[0]
. . .

...

...
. . .

. . . t[−1]
t[N − 1] . . . t[1] t[0]

⎤
⎥⎥⎥⎥⎥⎦ . (8)

The Hamiltonian simulation of matrix TN needs to be per-
formed to prepare a unitary operator for further process-
ing in the QPE technique to find the spectrum. However,
the direct implementation of matrix TN requires it to be in
symmetric or Hermitian form, i.e., T†

N = TN . In this work,
we consider the quantum architecture design for both Her-
mitian and non-Hermitian matrices. However, for the large-
dimensional-matrix simulation, we consider the Hermitian
case to analyze the error. We show that the Hamiltonian
matrix TN will possess an efficient low-complex quantum
simulation while it is expressed with a sparse decomposition
technique.
Note on Non-Hermitian Toeplitz Matrix for Preparing the

Hamiltonian: For the non-Hermitian Toeplitz matrix, there
is the classical procedure to prepare a unitary similar to a
Hermitian matrix (as discussed in [45]). The TN can be uni-
tarily similar to a Hermitian matrix SN with entries s[h, k] for
h, k ∈ [N] via the unitary matrix U = 1√

2
(IN + iJN ), where

JN is the N × N backward identity operator (see [45 Th.
3.3]). The elements of the Hermitian matrix SN is given as

s[h, k] = 1

2
(th−k + tk−h)+ i

2
(th+k−N−1 − tN+1−h−k ) (9)

where th−k := t[h− k], and i =
√−1 is the complex imagi-

nary number. It can be further noted that TN can be viewed
as a linear combination of the N × N Jordan form JN (0), the
transpose of JN (0), and its power. The Jordan form JN (0) can
be written as

JN (0) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 . . . 0

0
. . . 1

. . .
...

0
. . .

. . .
. . . 0

...
. . .

. . .
. . . 1

0 . . . 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

For the quantum simulation, we may require a possible Her-
mitian Hamiltonian representation for every Jordan form
JN (0). The Jordan form JN (0) is unitarily similar to the Her-
mitian matrix SN (0) via the operation of UN = 1/

√
2(IN +
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iJN ) given by

SN (0) = 1

2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 . . . 0

1
. . .

. . .
. . .

...

0
. . .

. . .
. . . 0

...
. . .

. . .
. . . 1

0 . . . 0 1 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
+ i

2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 . . . 0 −1 0
... . .

.
. .
.
. .
.
1

0 . .
.
. .
.
. .
.
0

−1 . . . . . . . . . ...
0 1 0 . . . 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.

(11)

Hence, we may express that a Toeplitz matrix is unitarily
similar to aHermitianmatrix (see [46, Th. 4]), with a possible
Jordan form representation.
A Note on Sparse-Decomposition of the Toeplitz Matrix:

Based on the literature [45], [46], it is evident that a Her-
mitian Toeplitz matrix can be expressed in a Jordan normal
form, which is a sparse decomposition of the Toeplitz ma-
trix. Further, we see that a non-Hermitian Toeplitz matrix
possesses a similar decomposition with a Jordan form and
its Hermitian form, which we discuss next.

1) SPARSE AND JORDAN-CANONICAL REPRESENTATION
FOR THE HAMILTONIAN TN

For thematrixTN , wemay augment the sparse representation
of the Jordan form for the efficient Hamiltonian simulation.
Matrix TN ∈ CN×N can be represented in terms of linear
combinations of sparse matrices (Jordan forms, and identity
matrices) and their powers as follows:

TN = t[0]IN +
N∑
n=1

(
t[−n]JnN + t[n]J†nN

)
(12)

where JN = JN (0) ∈ CN×N is the Jordan operator corre-
sponding to a zero-eigenvalue of some matrix [45]. We will
exploit this representation under the quantum framework for
an efficient quantum circuit realization for the Toeplitz ma-
trix TN .

2) PROPOSED QUANTUM REALIZATION CIRCUIT FOR A
TOEPLITZ HAMILTONIAN OPERATOR
We show the circuit realization of a Toeplitz operator of
dimension 4× 4 using a proposed composite quantum Jor-
dan gate, and the extension to the generalized case. For a
4× 4, we propose a quantum Jordan operator as given by
the following lemma.
Lemma 1: A composite quantum gate can be realized for

the Jordan operator JN for N = 4 using the elementary quan-
tum gates as

J4 = (σ0 ⊗ lL)+ (lL ⊗ σx)− (lL ⊗ lL) , and (13)

J†4 = (σ0 ⊗ lu)+ (lu ⊗ σx)− (lu ⊗ lu) (14)

where σ0, σx, lu, and lL denote identity, Pauli-X , raising
ladder, and lower ladder gates, respectively. Here, the ele-
mentary quantum gates (2× 2 operators) are discussed as

follows:

Identity gate: σ0 :=
[
1 0
0 1

]

Pauli-X gate: σx :=
[
0 1
1 0

]

Pauli-Y gate: σy :=
[
0 −i
i 0

]

Raising ladder operator: lu := 1

2

(
σx − iσy

) = [0 0
1 0

]

Lower ladder operator: lL := 1

2

(
σx + iσy

) = [0 1
0 0

]
.

Proof: The expression in the right-hand side of (13) can
be realized as follows:

(σ0 ⊗ lL)+ (lL ⊗ σx)− (lL ⊗ lL)

=

⎡
⎢⎢⎣
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦−

⎡
⎢⎢⎣
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

⎤
⎥⎥⎦

= J4. (15)

Similarly, it holds true for J†4 using gates lu, σ0, and σx. In
Fig. 1(a), we show a proposed architecture of Jordan gate J4
and its transpose-operator J†4. �

a) 4× 4 Toeplitz matrix implementation using J4 and J†4
A Toeplitz matrix can be obtained using the proposed Jordan
operators as

T4 = (t[0]× I4)+ (t[−1]× J4)+ (t[−2]× J24)

+ (t[−3]× J34)+ (t[1]× J†4)

+ (t[2]× J†24 )+ (t[3]× J†34 )

=

⎡
⎢⎢⎣
t[0] t[−1] t[−2] t[−3]
t[1] t[0] t[−1] t[−2]
t[2] t[1] t[0] t[−1]
t[3] t[2] t[1] t[0]

⎤
⎥⎥⎦ . (16)

The first term t[0]× I4 generates the diagonal terms of the
Toeplitz matrix. Matrix J4 and its different powers are given
as follows:

J4 =

⎡
⎢⎢⎣
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

⎤
⎥⎥⎦

J24 =

⎡
⎢⎢⎣
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦

VOLUME 4, 2023 5500423
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FIGURE 1. Proposed quantum architecture for a Toeplitz Hamiltonian of size 4 × 4 using elementary quantum gates: Here, dark dots represent
connections, the circle ⊗ with notation “T ” denotes tensor operation, circle ⊕ denotes adder circuit (addition or subtraction depends on the sign of the
inputs), σ0, σx, lu, and lL are identity gate, Pauli-X gate, upper-ladder operator, and lower ladder operator, respectively. (a) Proposed 4 × 4 Jordan gate J4

and its transpose operator J†4. (b) Proposed 4 × 4 Toeplitz matrix T4 realization using Jordan gates.

J34 =

⎡
⎢⎢⎣
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦ . (17)

Similarly, we can get the different powers of matrix J†4 which
will give us realization for the off-diagonals below the main
diagonal of T4.
Following (12) for N = 4, we show a proposed quantum

architecture for the representation of Toeplitz operator T4
in Fig. 1. In our circuit representation, the dark dots rep-
resent connections, the circle ⊗ with notation “T” denotes
tensor operation, and circle ⊕ denotes adder circuit (addi-
tion or subtraction operation are denoted by the sign of the
inputs). For the composite J4 gate, we need two lower ladder
operators, and one Pauli-X and one Pauli-Y gate, respec-
tively. For the implementation of J†4, we need additionally
two raising ladder gates. For a 4× 4 Toeplitz matrix with
symbols, [t3, . . . , t0, . . . , t3] can be implemented using the
proposed Jordan gates, as shown in Fig. 1(b). Here, I4 is
prepared first using the tensor product of two 2× 2 identity
gates.
Note:One can prepare both Hermitian and Non-Hermitian

Toeplitz matrices using the same circuit as shown in
Fig. 1(b), by changing the input symbols only (for Hermitian
case, t[−i] = t[i]†).

b) Realization of a Toeplitz matrix of dimension N× N with
the proposed quantum Jordan gates
We can extend the circuit realization for the generalized case
with dimension N × N.
Lemma 2: For a Hermitian Toeplitz matrix TN = T†

N ∈
CN×N for N > 4 and N = 2nq with input qubit size of nq,

there exists a recursive representation for the Hermitian
Toeplitz operator using quantum-Jordan gates given by

TN := t[0]σ⊗N0 +
N−1∑
j=1

t[− j]J jN + t[ j]J† jN (18)

where σ⊗N0 is the identity operator of dimension N × N, and
the Jordan operators JN and J†N are the matrices of the form

JN =
[
JN

2
lu N

2

0N
2
JN

2

]
(19)

J†N =
⎡
⎣ J†N

2
0N

2

lL N
2
J†N

2

⎤
⎦ . (20)

Proof: A Toeplitz matrix can be represented with Jordan
operators as shown in (12). For the first diagonal, we can
prepare an identity operator of size N × N, where N = 2nq

for input qubits nq. We will show the recursive relation for
the Jordan operators using the principle of mathematical
induction.
For N = 8 with input size nq = 3, we will use the elemen-

tary quantum gates as discussed in Section II-B1 to prepare
the operators for the higher dimension. Operator J4, and J†4
can be implemented using Lemma 1 [as shown in Fig. 1(a)].
Operator lu N

2
:= lu ⊗ lu is a 4× 4 raising ladder operator,

and 04 is a zero-matrix of dimension 4× 4. The right-hand
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side of (19) can be expanded for N = 8 as

[
JN

2
lu N

2

0N
2
JN

2

]
=
[
J4 lu4
04 J4

]
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

= J8. (21)

Similarly, we get gate J†8 using J†4, 04, and lower ladder gate
lL4 = lL ⊗ lL of size 4× 4. Using the principle of mathemat-
ical induction for nq = nq + 1 input qubits, one can imple-
ment the recursive operator for JN and J†N . �
Corollary 1: For a family of rank-deficient Toeplitz ma-

trices, TN of size N × N and rank r < N, the decomposition
given by (12) exists, and there is an efficient quantum algo-
rithm that can simulate every TN ∈ CN×N .
Proof: For every TN ∈ CN×N with rank r < N, there is at

least an eigenvalue 0 ∈ λ(TN ) for which we can find a Jordan
canonical block in the form of JN (0), as given in (10). Hence,
there will be an efficient sparse decomposition of TN in the
form of JN (0), as given by (12), which can be implemented
by a quantum simulation algorithm efficiently. �
Note on Circuit Depth and Gate Counts: In most of the

recent quantum simulators, such as IBM-QISKIT [47] and
Google Cirq [48], the elementary gates such as Pauli gates,
and Hadamard gates are available. The ladder gates (which
are often used in quantum photonic circuits) can be imple-
mented using combinations of Pauli gates on the quantum
simulator.We discuss the circuit depth and the number of ele-
mentary gates required for the implementation of the Toeplitz
matrix given as follows. Note that the depth of a quantum
circuit is a metric that calculates the longest path between
the input and the output of the circuit.

1) A 2× 2 Toeplitz matrix is a simple Hermitian matrix,
and hence, it can be implemented with one Pauli-0 and
one Pauli-x gate. Here, the circuit depth for the Toeplitz
matrix is 2.

2) A 4× 4 Toeplitz matrix needs two Pauli-0 gates for
the preparation of its principal diagonal. Further, we
need to prepare six off-diagonals using Jordan gates
as given in (16). To prepare a 4× 4 Jordan gate J4,
four elementary gates are required (one Pauli-0, two
lower ladder gates, and one Pauli-x gate, respectively).
Similarly, we need four elementary gates for preparing
J†4 (one Pauli-0, two upper ladder gates, and one Pauli-x
gate, respectively). From Fig. 1(a), we can see that the
circuit depth for every J4 gate is 4.

3) For a Toeplitz matrixT8, we need three Pauli-0 gates to
prepare its diagonal structure, i.e., I8 = σ⊗30 . We need
to prepare 14 Jordan gates (including seven symmetric

Jordan gates) J8, and J
†
8 ∈ R8×8. Here, for the prepara-

tion of 8× 8 Jordan gate using the recursive algorithm,
we need two J4 gates and two elementary lu gates.

4) The quantum architecture of a Toeplitz matrix with di-
mension N × N (considering N as the power of 2) can
be prepared with elementary quantum gates as follows.

a) To prepare the principal diagonal, we need
log2 N number of σ0 gates,

b) We have (2N − 2) off-diagonals that can be pre-
pared with combinations of JN gates including
(N − 1) number of J†N gates. Considering each
Jordan gate JN as a unit, the depth of the cir-
cuit is N. Using the recursive implementation of
the Jordan gate, we need two Jordan subcircuits
JN

2
and an additional upper ladder operator of

dimension N
2 × N

2 . Here, to implement a ladder
operator lu N

2
, we need log N

2 elementary lu of

dimension 2× 2 gates.
5) The number of elementary gates required for the simu-

lation of a unitary matrix U(2n) is given by �(n34n)
(see [49, Sec. VIII]). Considering, N = 2n, the gate
complexity is approximately �(N2(logN)3). In our
case, the depth of the circuit for a Toeplitz matrix of
dimension N × N is given by N, and the number of
elementary gates is in polynomial with logN approx-
imately. Hence, the approximate gate complexity in
simulating a Toeplitz matrix with elementary gates is
given by �̃(NPoly(logN)).

3) EFFICIENT HAMILTONIAN SIMULATIONS WITH JORDAN
FORM AND IMPLEMENTATION OF THE UNITARY OPERATOR
For the estimation of eigenspectrum λ(TN) of a general-
ized Toeplitz matrix TN , we will perform the Hamiltonian
simulation-based QPE method. For the QPE, we need to
prepare a unitary operator from the Toeplitz matrix given as
follows:

UN := exp [−iTNτ ] . (22)

The above unitary matrix UN is expressed in an exact form
with a matrix exponential function, which is often very dif-
ficult to simulate with realizable quantum gates. The Hamil-
tonian simulation algorithm helps to find an approximate
unitary matrix ŨN closer to the exact operator UN (with the
minimum difference in the spectral norm). For the practical
implementation of this approximate unitary operator via the
Hamiltonian simulation, we consider a precision εT given by

‖ŨN − exp [−iTNτ ] ‖ ≤ εT . (23)

The problem in (23) is addressed by suitable quantum frame-
works, such as product formula (e.g., Trotter–Suzuki ap-
proximation) [38], [39], quantum walk [41], quantum signal
processing [40], and Taylor series approximation [31].
Here, we will use the truncated Taylor series approxima-

tion technique for the quantum simulation of the Toeplitz
matrix. The approximation of the Hamiltonian up to orders
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of L is given by

ŨN =
L∑
l=0

(−iTNτ )l
l!

+ εT (24)

With a bigger size of L, the Taylor series approximation error
εT can be minimized.

4) QPE FOR SPECTRUM ESTIMATION OF TN

QPE can be implemented in several ways [50], [51] with an
objective to estimate phases θ j of eigenvalue λ j for j ∈ [N]
for the unitary operator ŨN , given as

ŨN |v〉 j = λ̃ j |v〉 j
= ei2πθ j |v〉 j . (25)

Here, |v〉 j ∈ CN is an eigenstate of ŨN ∈ CN×N (known
in prior from oracle) and the corresponding eigenvalue is
λ j. The eigenvalue estimation for Hamiltonian TN is now
mapped to phase estimation for the unitary operator ŨN .

The efficient implementation of QPE needs unitary ŨN

to be conditioned on the state of the ancillary qubits in a
controlled fashion given by

|0〉 〈0| ⊗ I+ |1〉 〈1| ⊗ ŨN (26)

where I represents identity operator, and |0〉 and |1〉 are com-
putational bases for the ancillary qubits. The superposition
states of the qubits are generated by Hadamard gates, while
the controlled operation is performed byU-rotation gates.

5) QUANTUM TIME RESOLUTION
The time-evolution of a quantum state through Hamiltonian
simulation requires a time resolution for the preparation of
unitary operator ŨN ∈ CN×N . Here, we define a terminol-
ogy called, quantum time resolution (QTR) for Hamiltonian
simulation.
Definition: The minimum amount of time τ required to

prepare the unitary operator ŨN ∈ CN×N for the Hamilto-
nian simulation of a Hermitian matrix TN ∈ CN×N , within
bounded error ‖UN − ŨN‖ < εT for εT > 0, is the QTR.
A QTR is a sufficient amount of time, such that the ex-

pected error in the simulation converges asymptotically.

C. CIRCULANT APPROXIMATION-BASED QFT
FRAMEWORK
A Toeplitz matrix is asymptotically (for N →∞) equivalent
to a circulant matrix CN with bounded error ‖CN − TN‖.
Here, CN and TN are asymptotically equivalent and both are
bounded as follows [9]:

‖TN − CN‖ ≤ εA (27)

where εA is the approximation error in generating the cir-
culant matrix from original TN . Note that matrix CN may
become sparse if there are sufficient zero (0) entries in c. The
generating function t̃( f ) for a Toeplitz matrix TN following

Szego’s theorem [9] is given by

t̃( f ) =
∞∑

k=−∞
t[k]e j2πk f , for f ∈ [0, 1] (28)

where t[k] is the Fourier series expansion for the generating
function t̃( f ), given as follows:

t[k] =
∫ 1

0
t̃( f )e− j2πk f df , for k ∈ Z. (29)

Szego’s method for the Toeplitz matrix in an asymptotic case
follows:

lim
N→∞

1

N

N−1∑
n=0

λn(TN ) =
∫ 1

0
t̃( f )e− j2πk f df (30)

where λ(TN ) is the spectrum of TN . For practical estimation
of the spectrum λ(TN ) via quantum algorithm, t̃ is approxi-
mated at first by partial Fourier sum [10] given by

PN−1( f ) =
N−1∑

k=−(N−1)
t[k]e j2πk f (31)

for some finite N. Circulant matrix CN is constructed in a
way that it possesses eigenvalues λi for i ∈ [N], which are
samples of PN−1( f ), and are denoted as PN−1( nN ). We are
interested to compute the first row c = [c0, c1, . . . , cN−1] of
the circulant matrix CN , as spectrum λ(CN ) for the circulant
matrixCN can be easily computed from cN . Vector cN can be
generated from PN−1( nN ) as a sequence given by

c[k] = 1

N

N−1∑
n=0

PN−1
( n
N

)
e j2πk

n
N

= 1

N

N−1∑
n=0

N−1∑
ñ=−(N−1)

t[ñ]e j2π (k+ñ)
n
N

=
N−1∑
n=0

t[ñ]
N−1∑

ñ=−(N−1)

1

N
ej2π (k+ñ)

n
N (32)

=
{
t[0], if k = 0

t[−k]+ t[N − k], for k = 1, . . . ,N − 1.
(33)

Note: In (32), we have considered the fact that

∑N−1
n=0

1

N
ej2π (k+ñ)

n
N =

{
1, mod(k + ñ, N) = 0
0, otherwise.

Note: Further, if c ∈ CN and c−k = c†k for k ∈ [N], CN

becomes Hermitian. For finite N, the error analysis for the
approximation of CN from a general Toeplitz matrix TN is
discussed in Section IV.

1) QUANTUM STATE PREPARATION
After generating vector cN ∈ CN as an approximate alternate
of TN , the first step is to prepare a quantum state vector |c〉
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as

|c〉 = 1

|cN |
∑
j∈[N]

cN[ j] | j〉 . (34)

A specialized memory model called quantum random access
memory (QRAM) helps to encode state |c〉 in quantum su-
perposition. The oracle QRAM that is the standard model
for qubit encoding requires time complexity ofO(

√
Nnz(c)),

where Nnz(c) denotes the number of nonzero elements in
the sparse-vector c. Further reduction of time-complexity for
vector and matrix encoding can be done with the augmented-
QRAM method [52], where an ancillary qubit with superpo-
sition state is prepared with conditional rotation, amplitude
amplification, and quantum key-value mapping techniques.
With augmented QRAM, the below transformation can be
implemented as a unitary operator as follows:

|k, 0〉 → |k, c〉
for k ∈ [N], c ∈ CN, and |c| = 1. (35)

ANote onComplexity for Quantum State Preparation:The
quantum amplitude encoding of theN-dimensional vector |c〉
can be prepared with O(log n) qubits. Hence, the superposi-
tion states can be prepared for the input qubits withO(log n)
number of elementary Hadamard gates. The time complexity
related to this quantum state preparation with augmented
QRAM technique is given by Õ(logN) (as shown by [52,
Claim: 2.3.1]).

2) SPECTRUM ESTIMATION OF CN WITH QFT
A circulant matrix CN has eigenvectors u(m) =
1/
√
N[1, e−2π im/N, . . . , e−2π im(N−1)/N]′, with correspond-

ing eigenvalues λm =
∑

k∈[N] cke−2π imk/N for m ∈ [N] [9].
Suppose, U = [u(1),u(2), . . . ,u(N )] be the unitary matrix,
and � = Diag(λm) is a diagonal matrix. Hence, it follows
that CN = U�U† is unitarily similar to a diagonal matrix,
and hence, it is normal. It is observed that only the first row
of CN is required in the eigenvalue expression, instead of
the whole matrix. As we have the quantum state vector |c〉
prepared via some QRAM method, we propose the below
statement.
Statement: For a circulant matrix CN ∈ CN×N , eigenval-

ues λm for m ∈ [N] can be computed by the application of
QFT on the state vector |c〉 ∈ CN without implementation of
the quantum eigenvalue decomposition (EVD) method. The
below expressions show the QFT conversion of probability
amplitude c j to λ as follows:

| j〉 → 1√
N

∑
l∈[N]

e2π i jl/N |l〉

∑
j∈[N]

c j | j〉 →
∑
l∈[N]

λl |l〉 . (36)

Algorithm1:Quantum JordanGate-Based SpectrumEs-
timation of a Toeplitz Matrix.

1: Input TN, nq,M1, ŨN ← 0N×N, τ ← τth,
UN ← e−iTNτ , N, εT , |ψ〉, L, v j for j ∈ [N]

2: Output λ(TN )
3:

TN ← t[0]σ⊗N0 +
N−1∑
j=1

(
t[− j]J jN + t[ j]J† jN

)

�using (18).
4: For l = 1 : L, do:
5: A0← (−iTNτ )l

l!
ŨN ← A0 + ŨN �Taylor series
approximation

6: If (‖UN − ŨN‖ ≤ εT )
7: break;
8: End If
9: End For
10: For j = 1 : N, do:
11: φ0← |0〉⊗N |v j〉 �Initialization
12: φ̃1← 1√

2n
(|0〉 + |1〉)⊗N |v j〉 �Superposition

13:

φ̃2← 1√
2n

2n−1∑
l=0

e(2π iθ j l) |l〉 ⊗ |v j〉

�Controlled unitary
14:

λ̃ j ← 1

2n

2n−1∑
h=0

2n−1∑
l=0

e

(
2π il
2n (h−2nθ j )

)
|h〉 ⊗ |v j〉

�IQFT
15: For m = 1 : M1, do:
16: Measure(m, nq)
17: End For �Quantum Measurement
18: End For �End of QPE for all eigenvalues
19: Return: λ(TN ) = {λ̃ j for j ∈ [N]}

Here, the QFT works as a linear operator for the conversion
of probability amplitudes from basis | j〉 to |l〉. For the ef-
ficient implementation of QFT for |c〉, we seek N = 2n for
n ∈ Z.

III. PROPOSED ALGORITHM
A. QUANTUM SPECTRUM ESTIMATION OF A TOEPLITZ
SYSTEM USING JORDAN-FORM-BASED REPRESENTATION
In Algorithm 1, we have presented a pseudocode for the
spectrum estimation of a Toeplitz matrix TN with Jordon-
form-based sparse-representation.
Note:With a slight abuse of notation, we consider “spec-

trum estimation” as a quantum eigenspectrum estimation. In
our subsequent algorithms, we have shown QPE based on
eigenspectrum estimation as follows.
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FIGURE 2. Block-level circuit description of Algorithm 1.

Description of Algorithm 1: Among the input variables,
TN denotes the Toeplitz matrix, N = 2n represents the size
of the spectrum λ(TN ); UN, τth, εT , |ψ〉, and L are exact
unitary matrix (classically prepared), time of evolution, pre-
cision, quantum state vector, and the number of terms for the
Taylor approximation, respectively. τth can be obtained based
on the experimental setup as detailed in the numerical sec-
tion. Note that v j is an eigenstate of ŨN prepared by an ora-
cle, with eigenvalue e2π iθ j (where θ j is unknown) for j ∈ [N].
In the proposed algorithm, we have shown amodified Hamil-
tonian simulation for the preparation of unitary operator UN .
Here, we have incorporated Jordan’s decomposition-based
representation of the Toeplitz matrix TN for the preparation
ofUN . The Taylor series expansion gives an approximate uni-
tary evolutionUN of the Hamiltonian TN , with L-terms (with
the tradeoff between complexity and precision). The stan-
dard QPE method is performed on oracle-prepared eigen-
state v j to estimate the eigenvalues of the unitary operator
ŨN . Here, an N-length state vector is initialized with tensor
representation. Next, we perform Hadamard operations for
the superposition of the ancillary qubit φ0. The superposition
state gives the quantum advantage of parallelism to augment
quantum speed in the computation. Next, we create quan-
tum interference through successive controlled-U gate oper-
ations on the superposition states to control phase rotation
on |1〉- computational bases. Further, IQFT is executed to
the controlled-state vectors via the auxiliary resisters |h〉. The
measurement is performed at the output of the IQFT circuit
on a computational basis to detect the phase changes of the
qubits acting on the quantum eigenstates. The eigenvalues
are obtained from the measurement that is stored in variable
λ̃ j for j ∈ [N]. Here, we have shown steps 23–26 as steps of
the quantum measurement. Here, nq = logN is the required
number of qubits for the quantum experiment. The quantum
shots are referred to the number of experiments performed to
get the histogram. We have specified the number of quantum
shots by M1. Function Measure(m, nq) performs the mea-
surement of the quantum state (at the output of IQFT) on

computational bases forM1 shots and nq qubits. The compu-
tation of the probability from themeasurement is discussed in
Section IV-B.
A Note on Fig. 2: We have shown a block-level circuit

description of Algorithm 1 for the spectrum estimation of a
Toeplitz-structured matrix in Fig. 2. Here, we have shown the
sparse-decomposition-based representation of the Toeplitz
matrix using identity and Jordan operators for N × N di-
mension. A detailed circuit of this part (implementation of
the Jordan operators and the Toeplitz operator) for a smaller
dimension of 4× 4 is shown in Fig. 1. In the Hamiltonian
simulator subcircuit, the approximate unitary operator ŨN is
prepared. In the QPE circuit, the approximate unitary oper-
ator (in our case ŨN) is conditionally applied to the phase
registers to raise its power with 20 to 2t for t qubits for the
initialization of state |0〉 following the approach as shown
in [37, Ch. 5.2]. Through the QPE circuit, the phases of
the approximated unitary operator are estimated. Here, H
denotes Hadamard gate, c denotes the classical register, |0〉
is the controlled qubit, and |v〉 represents the eigenstate.
Measurements are performed at the output of IQFT on a
computational basis and stored in the classical registers.
A Note on Input Eigenstates: For the computation of the

eigenvalue spectrum of the Toeplitz matrix using Algorithm
1, we have assumed that the input eigenstates |v j〉 are known.
For a circulant matrix, these states are known a priori. How-
ever, the eigenvectors are not known for the generalized
Toeplitz matrix in advance. Hence, input eigenstates need
to be prepared for the QPE algorithm, which must be suffi-
ciently close to an actual eigenvector [20]. In [53], the authors
have shown quantum subroutines for finding the eigenvectors
of a Hamiltonian operator and discussed its application to
atomic physics. A further refinement of eigenvector compu-
tation with a small number of quantum gates is shown in [54],
where a classical eigenvector is taken initially to prepare it on
a quantum state using fine grid approximation. Recently, an
iterative QPE method is proposed to estimate phase θ using
polarization qubits described by a higher dimensional Hilbert
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Algorithm 2: Quantum Spectrum Estimation for a
Toeplitz Hamiltonian via Circulant Approximation.
1: Input t[k] for
k = N − 1, . . . , 0, . . . ,−(N − 1), nq,M2

2: Output λ(CN )
3: For k = 1 : N

4: c[k]←
{
t[0], if k=0

t[−k]+ t[N − k], �Symbol

conversion using (33)
5: End For
6: Return: cN = {c[k] for k ∈ [N]}
7: |c〉 ← 1

|cN |
∑

j∈[N] cN[ j] | j〉 �State Preparation
8: |k, c〉 ← |k, 0〉 using (35).
9: | j〉 ← 1√

N

∑N
l=1 e2π i jl/N |l〉

10:
∑

l∈[N] λ̂l |l〉 ←
∑

j∈[N] c j | j〉
11: For m = 1 : M2, do:
12: Measure(m, nq)
13: End For �Quantum Measurement
14: End For �End of QPE for all eigenvalues
15: Return: λ(CN ) = {λ̂l for l ∈ [N]}

space [55]. In [20], the authors have shown theoretically that
for a sparse and Hermitian operator, the generalized eigen-
value problem can be solved.

B. QUANTUM SPECTRUM ESTIMATION OF A CIRCULANT
APPROXIMATE TOEPLITZ SYSTEM
We have shown a pseudocode for the spectrum estimation
of the Toeplitz matrix via circulant matrix approximation in
Algorithm 2.
Description of Algorithm 2: For a given Toeplitz ma-

trix with structure generating symbols t[k] for k = N −
1, . . . , 1, 0,−1, . . . ,−(N − 1), vector cN containing the
symbols of the circulant matrix can be generated using (33).
We will see that error ‖CN − TN‖ is bounded by desired
precision ε for the Toeplitz to circulant approximation. For a
circulant systemCN , term cN is its first row.We take symbols
t[k] as input of the algorithm, and we are interested to find
the spectrum λ(CN ) of the circulant system, generated using
the symbol conversion as shown. Before further process-
ing, we need to prepare the quantum state vector |c〉 with
normalization followed by quantum superposition, as shown
in (34). The augmented QRAM technique can be used to
store the quantum state vector |c〉 in the memory efficiently.
After preparing the state vector |c〉, we are ready to perform
the IQFT operation.We apply the Fourier bases | j〉 and apply
on state |c〉 to get the amplitudes λl on bases |l〉 for l ∈ [N].
Here, we have given steps 17–20 for the quantum measure-
ment. Here, we take input qubits of size nq = logN for the
quantum experiment. M2 number of quantum shots are per-
formed to get the histogram. Here, Function Measure(m, nq)
performs themeasurement of the quantum state (at the output
of IQFT) on computational bases forM2 shots and nq qubits.

The computation of the probability from the measurement is
discussed in Section IV-B and the the result in Section VII-E.

IV. ERROR BOUND IN ESTIMATED SPECTRUM FOR
CIRCULANT APPROXIMATION
We incur an approximation error εA for approximating the
circulant variant CN from the Toeplitz matrix TN given by

‖TN − CN‖ ≤ εA. (37)

In the asymptotic case (N →∞), the approximation error
εA→ 0. However, for finite N, we get an estimated spec-
trum λ(CN ) = {λ̂cl for l ∈ [N]} for the circulant matrix CN

obtained from the Toeplitz matrix TN . In this spectrum es-
timation process, the true eigenvalues of the Toeplitz matrix
can be written as

λt = λ̂c + εQFT + εQ (38)

where λ̂c ∈ λ(CN ) denotes the estimated eigenvalue, λt ∈
λ(TN ) represents the true eigenvalue, εQFT is the quantization
error in the QFT process, and εQ is the estimation error in the
eigenvalues for the propagation of the approximation error
εA in generating the circulant matrix. Our objective is to
quantify the estimation error based on (38) given by

E
[
‖λt − λ̂c‖2

]
≤ E

[
‖εQFT‖2

]
+ E

[
‖εQ‖2

]
. (39)

Note that we have used ‖.‖ to denote the 2-norm of the
corresponding vector. Computing the error bound for εQFT,
and εQ separately is often numerically intractable. Hence, we
define a variable for the combined errors as

εQQ := εQFT + εQ. (40)

A. ERROR BOUND ON εQQ

For finding the bound εQQ, we consider that the Toeplitz ma-
trix is Hermitian (i.e., T†

N = T) and it is a large dimensional
(N →∞) random matrix whose elements are independent
and identical samples taken from a circularly symmetric
Gaussian distribution with zero mean and variance of real
and imaginary part be

σ 2T
2 each, as follows:

t[k] ∼ CN (0, σ 2
T ) ∀ k ∈ [N]. (41)

Following (33), the elements c[k] that are drawn from TN
also follow the circularly symmetric Gaussian distribution
with zero mean and modified variance for real and imaginary

parts to be
σ 2C
2 each, given as follows:

c[k] ∼ CN (0, σ 2
C ) ∀ k ∈ [N]. (42)

The estimation error εQQ can be written (avoiding the error
for implementation of the QFT circuit) as

εQQ = (λt − λ̂c). (43)

In general, the joint probability density function p(λt , λ̂c)
is not tractable for a large matrix. Hence, we consider the
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following variables to progress further:

δ1 = λt

δ = δ1 − λ̂c. (44)

We assume that the joint probability density function p(δ, δ1)
for the variables δ and δ1 are independent, which can be
represented as

p(δ, δ1) = p(λt )p(λ̂c)

|J | (45)

where J denotes the Jacobian matrix. The Jacobian matrix
for (44) is

J =
[
1 −1
1 0

]
(46)

with |J | = 1. Now, the error probability function p(δ) can
be written as

p(δ) =
∫ ∞
−∞

p(δ1) p(δ1 − δ) dδ1. (47)

First, we will find the probability function p(λ̂c), i.e.,
p(δ1 − δ) with the following lemma.
Note: In many signal processing and communication ap-

plications, the systemmatrix can be Hermitian. However, the
elements of the matrix need not be Gaussian, and indepen-
dent identically distributed. For the large dimensional Hermi-
tian matrix, as in our case, the probability density function
of eigenvalues follows that of the Wigner matrix [56, Sec.
II-B1], irrespective of the distribution of individual elements
in the matrix.
Lemma 3: The probability density of the estimated eigen-

values λ̂c drawn from the elements t[k] ∼ CN (0, σ 2
T ) ∀ k ∈

[N] using (33) follows circularly symmetric Gaussian distri-
bution with zero mean and variance Nσ 2

C .
Proof: The estimated eigenvalues λ̂c can be written as

λ̂c[n] =
N−1∑
k=0

c[k]ei2πkn ∀ n ∈ [N]. (48)

For a large-dimensional matrix, the probability density of
λ̂c[n] will follow Gaussian distribution (applying the cen-
tral limit theorem). Here, c[k] follows the independent and
identical, complex circularly symmetric Gaussian distribu-
tion CN (0, σ 2

C ) from (42). Hence, the sum of the elements
c[k] ∀k ∈ [N] for every eigenvalue will follow the circularly
symmetric Gaussian distribution with zero mean and vari-
ance of Nσ 2

C . We can write the density function p(λ̂c) as

p(λ̂c) = 1√
2πNσC

exp

[
−(λ̂c)2
2Nσ 2

C

]
. (49)

Replacing λc by δ1 − δ in (49), we get the distribution
p(δ1 − δ) as follows:

p(δ1 − δ) = 1√
2πNσC

exp

[
−(δ1 − δ)2

2Nσ 2
C

]
. (50)

�
Next, we will find the probability density function p(λt ),

i.e., p(δ) for the Hermitian Toeplitz matrix TN = T†
N

for a large dimension (N →∞). The eigenvalues λt [ j] ∈
λ(TN )∀ j ∈ [N] for the Toeplitz matrix TN ∈ CN×N for
large N will follow the distribution given by [56]

p(λt ) =
√
4σ 2

T − (λt )2

2πσ 2
T

, 0 ≤ λt ≤ 2σT . (51)

As we have taken TN = T†
N , the eigenvalues will lie in the

range 0 ≤ λt ≤ 2σT , considering that the elements t[k] for
k ∈ [N] has zero mean and variance σ 2

T .
Proposition 1: The probability density function of the to-

tal estimation error, p(εQQ) for a Hermitian and large random
Toeplitz matrix TN of size N × N is bounded by the follow-
ing expression (taking Taylor series approximation):

p(εQQ) ≈ 1√
2πNσC

(
1+ εQQ

(
δ1π − 4σT

(
π
2 − 1

))
3Nσ 2

Cπ

)

for
√
2πNσC > 0. (52)

Proof: Using expressions (50) and (51) in (47), we get the
integral as

p(δ) =
∫ 2σT

0

√
4σ 2

T − δ21
2πσ 2

T

1√
2πNσC

exp

[
−(δ1 − δ)2

2Nσ 2
C

]
dδ1

= 1√
2πN2πσ 2

TσC

∫ 2σT

0

√
4σ 2

T − δ21

× exp

[
−(δ1 − δ)2

2Nσ 2
C

]
dδ1. (53)

We take the Taylor series approximation for the exponen-
tial function to avoid intractability of the higher order terms
as follows:

f (δ1) := exp

[
−(δ1 − δ)2

2Nσ 2
C

]

≈ 1+ δ1δ

Nσ 2
C

exp

[
−δ2
2 Nσ 2

C

]
+O(n2). (54)

Now, p(δ) can be written as follows:

p(δ) = 1√
2πN2πσ 2

TσC

∫ 2σT

0

√
4σ 2

T − δ21

×
(
1+ δ1δ

Nσ 2
C

exp

[
−δ2
2 Nσ 2

C

])
dδ1

= I1 + I2 (55)

where the integrals

I1 := 1√
2πN2πσ 2

TσC

∫ 2σT

0

√
4σ 2

T − δ21dδ1 (56)
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I2 := 1√
2πN2πσ 2

TσC
× δ

Nσ 2
C

∫ 2σT

0

(√
4σ 2

T − δ21
)
δ1dδ1.

(57)

Integral
∫ 2σT

0

√
4σ 2

T − δ21dδ1 is of form
∫ a

0

√
a2 − x2dx

whose solution is given by∫ a

0

√
a2 − x2dx =

[
x

2

√
a2 − x2 + a2

2
sin−1

( x
a

)]a
−a

= a2π

4
(58)

where a = 2σT , and x = δ1. Hence, using result (58), integral
(56) becomes

I1 = 1√
2πN2πσ 2

TσC
× 4σ 2

Tπ

4

= 1

2σC
√
2πN

. (59)

We compute integral
∫ 2σT
0 (

√
4σ 2

T − δ21 )δ1dδ1 in (57) as

I3 :=
∫ 2σT

0

(√
4σ 2

T − δ21
)
δ1dδ1

= δ1
∫ 2σT

0

(√
4σ 2

T − δ21
)
dδ1

−
∫ 2σT

0

d

dδ1
δ1

(∫ (√
4σ 2

T − δ21
)
dδ1

)
dδ1

= δ1σ 2
Tπ −

∫ 2σT

0

δ1

2

√
4σ 2

T − δ21

+ 2σ 2
T sin

−1
(
δ1

2σT

)
dδ1 [using result from (58)]

= δ1σ 2
Tπ −

1

2

∫ 2σT

0
δ1

√
4σ 2

T − δ21dδ1

− 2σ 2
T

∫ 2σT

0
sin−1

(
δ1

2σT

)
dδ1 (60)

I3 = δ1σ 2
Tπ −

1

2
I3 − 2σ 2

T

∫ 2σT

0
sin−1

(
δ1

2σT

)
dδ1 (61)

3

2
I3 = δ1σ 2

Tπ − 2σ 2
T

∫ 2σT

0
sin−1

(
δ1

2σT

)
dδ1

I3 = 2

3
δ1σ

2
Tπ −

4

3
σ 2
T I4. (62)

Integral I4 :=
∫ 2σT
0 sin−1

(
δ1
2σT

)
dδ1 has form

∫ a
0 sin−1

( x
a

)
with a = 2σT and x = δ1, which can be computed as follows:

I4 :=
∫ a

0
sin−1

( x
a

)

=
[
x sin−1

( x
a

)
+
√
a2 − x2

]a
0

= a sin−1(1)− a

= 2σT
(π
2
− 1

)
(∵ a = 2σT ). (63)

Hence, (62) and (57) become

I3 = 2

3
δ1σ

2
Tπ −

(
4

3
σ 2
T × 2σT

(π
2
− 1

))

= 2

3
σ 2
T

(
δ1π − 4σT

(π
2
− 1

))
, and (64)

I2 = 1√
2πN2πσ 2

TσC
× δ

Nσ 2
C

× I3

= 1√
2πN2πσ 2

TσC
× δ

Nσ 2
C

× 2

3
σ 2
T

(
δ1π − 4σT

(π
2
− 1

))

= δ
(
δ1π − 4σT

(
π
2 − 1

))
3Nσ 3

Cπ
√
2πN

. (65)

Hence, probability p(εQQ) is approximated as

p(εQQ) ≈ I1 + I2

= 1√
2πNσC

+ εQQ
(
δ1π − 4σT

(
π
2 − 1

))
3Nσ 3

Cπ
√
2πN

= 1√
2πNσC

(
1+ εQQ

(
δ1π − 4σT

(
π
2 − 1

))
3Nσ 2

Cπ

)

(66)

with the constraint that
√
2πNσC > 0. �

Variance of εQQ : For computing the moments (mean and
variance) of εQQ, we consider a truncated probability density
for range (−εB, εB). Value εB depends on the system bit reso-
lution and parameter estimation error using quantum circuits.
The mean of the total error εQQ is given by

με =
∫ εB

−εB
εQQp(εQQ)dεQQ

= 1√
2πNσC

×
∫ εB

−εB

(
εQQ +

ε2QQ

(
δ1π − 4σT

(
π
2 − 1

))
3Nσ 2

Cπ

)
dεQQ

= 1√
2πNσC

[
ε2QQ

2
+
ε3QQ

(
δ1π − 4σT

(
π
2 − 1

))
9Nσ 2

Cπ

]εB
−εB

= 2ε3B
(
δ1π − 4σT

(
π
2 − 1

))
√
2πNσC × 9Nσ 2

Cπ
. (67)

The variance of the total error εQQ can be computed as
follows:

σ 2
εQQ
=
∫ εB

−εB
(εQQ − με )2p(εQQ)dεQQ
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=
∫ εB

−εB
(x− c1)2 × c2(1+ xc3)dx

= c2

∫ εB

−εB
(1+ c3x)× (x2 − 2c1x+ c21)dx

= 2c2

[
ε3B

3
+ c21εB − 2c1c3

ε3B

3

]

= 2c2εB

[
c21 +

ε2B

3
(1− 2c1c3)

]
(68)

where the constants are c1 := με , c2 := 1√
2πNσC

, and

c3 :=
(δ1π − 4σT (

π
2 − 1))

3Nσ 2
Cπ

, respectively. Hence, the bound

of the total error can be given by (69), shown at the bottom
of this page.
Note on QFT Precision: The quantization error εQFT de-

pends on the number of bits to represent an element from ar-
ray cN . If the distance between two consecutive quantization
levels is�Q, the total variance of the error in representing N
number of elements with a precision of Nq-bits is given by

σ 2
εQFT
= N × �

2
Q

12

= N × 2−2×(Nq−2)

12
(70)

where the quantization error�Q = 1
2(Nq−2) . By increasing the

number of qubits, the quantization error εQFT can be reduced.

B. MEASUREMENT NOISE AND PROBABILITY OF
CORRECT MEASUREMENT OUTCOME
Each eigenvalue is estimated from a quantum algorithm us-
ing approximated QFT and QPE. The experiment needs to
be repeated multiple times to maximize the probability of
the outcome of a measurement basis, mitigating the mea-
surement noise. Here, we consider that the quantum cir-
cuit is simulated for m ∈ [M] times, with one or multiple
rounds given by r = 1, . . . ,Rn. The ancillary qubits are pre-
pared in a superposition state through the application of
Hadamard gates controlsUτr (26) with integer variable τr per
round. The ancillary qubits are read out in the X-basis and
give measurement outcome mr ∈ {0, 1}. The total number
of controlled-U rotation over M experiments can be given
by 
T =

∑M
n=1

∑Rn
r=1 τr. However, for each experiment,

the number of controlled-U rotations is 
 =∑Rn
r=1 τr. The

coherence length 
coh is defined in [57] as


coh := τerr

NqτU
. (71)

Note that
coh limits the maximum of the controlled-U oper-

ations per experiment with
 ≤ 
coh. In (71),
τerr

Nq
represents

time-to-failure of Nq qubits, τU denotes the time required to
implement single controlled-U gate, and τerr is the time-to-
error of a single qubit. Hence, the value of 
 is a crucial
parameter that is related to the QTR of the quantum hardware
as discussed in Section II-B4.

In our simulation, we have considered that the ancilla qubit
is rotated by Rz(γ1) = e−iγ1/2. Here, γ1 is the phase for ro-
tation around the Z-axis direction for the controlled-rotation
Uτ1 . Hence, the eigenstate output from the operator Uτ1 is

1√
2

∑
j

β j

(
|0〉 + ei(τ1λ j+γ1) |1〉

)
|ψ j〉 (72)

where β j is the normalizing coefficient for eigenstates |ψ〉 j
corresponding to eigenvalues λ j. There is uncertainty in get-
ting the result on a particular X-basis as the experiment is
repeated for M-times. The probability of measurement of
the first ancillary qubit (say c1) on mr ∈ {0, 1} basis can be
written as

Prc1 =
∑
j

D j cos
2
(
τ1λ j

2
+ γ1 − mrπ

2

)
(73)

where Dj ≡ |β j|2, and the outcome-state of the ancillary
qubit is given by∑

j

β̃ j exp

(
i

2
τ1λ j + γr

)
cos

(
τ1λ j

2
+ γr − mrπ

2

)
|ψ〉 j .

(74)

Thus, the probability of correct measurement outcome for the
first ancillary qubit is given by

Prb = 1

N

N∑
k=1

∑
j

D j

Rn∏
r=1

cos2
(
τrλk

2
+ γr − mrπ

2

)
(75)

where λk ∈ λ(TN ) denotes the kth eigenvalue.
We have already assumed that the quantum system has

Na-bits resolution and the probability of correctly measuring
every single bit is determined as Prb in (75). Let yi be the
decimal value of the ith binary string of length Nq. Let yki,l be
an Nq length binary string with l bits reversed with respect to
yi and k indicates the kth realization of such string.
Proposition 2: The variance of the quantummeasurement

noise wm for a Nq-bits quantum resolution system after the

σ 2
εQQ
≈ 2εB√

2πNσC

⎡
⎣
(
2ε3B

(
δ1π − 4σT

(
π
2 − 1

))
√
2πNσC × 9Nσ 2

Cπ

)2

+ ε
2
B

3

(
1− 2

(
2ε3B

(
δ1π − 4σT

(
π
2 − 1

))
√
2πNσC × 9Nσ 2

Cπ

) (
δ1π − 4σT

(
π
2 − 1

))
3Nσ 2

Cπ

)⎤
⎦
(69)
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quantum simulation task can be computed as follows:

σ 2
q = Dq

2Nq∑
i=1

Nq∑
j=1

Nq j∑
k=1

Pr jb(1− Prb)
Nq− j‖yi − yki, j‖2

with Dq = 1

2Nq
∑Nq

j=1 Nq j × Nq
. (76)

Proof: The probability of j-bits mismatch for yi is Pr
j
b(1−

Prb)Nq− j. It is considered that the sign bit is equally prone to
flip incurring an error. Therefore, the mean of the error will
be zero. There will be Nq j number of binary strings having
j-bits in mismatch with respect to yi and l = 1, 2, . . . ,Nq.
The index i varies as i = 1, 2, . . . , 2Nq . Therefore, the aver-
age value of the error can be given by (76). �

V. COMPUTATIONAL COMPLEXITY
We will consider that eigenvalues λl ∈ λ(TN ) of the Hamil-
tonian TN (or equivalently the phases θ j of the eigenvalues
of unitary ŨN) has the binary b-bits representation. Here, the
overall complexity of estimating N eigenvalues is the sum
of N × (3b+ b2/2) and the complexity of the Hamiltonian
simulation [37]. With Taylor series approximation [31], the
complexity of the Hamiltonian simulation is given by

CGHam = O
(
nq log2( κεT )

log log( κ
εT
)

)
(77)

where nq denotes the number of qubits required for simulat-
ing a d-sparse Hamiltonian with simulation error bounded by
εT , and the term κ = d2‖TN‖maxτ . For a dense matrix, the
Hamiltonian simulation complexity is significantly large and
the quantum speed-up may be compromised. Next, we will
discuss the modified Hamiltonian simulation for a possible
quantum complexity advantage. We will further see that the
circulant approximation technique will produce guaranteed
complexity improvement by avoiding the QPE approach for
the estimation of the spectrum for bounded error.

A. COMPLEXITY FOR HAMILTONIAN SIMULATION OF A
TOEPLITZ MATRIX REPRESENTED IN SPARSE AND
JORDAN-CANONICAL FORM
The form in (18) is a generalized decomposition of a Toeplitz
matrix in Jordan canonical form-based Hermitian represen-
tation that can be used in many quantum simulations with
required normalization or modification. Here, its computa-
tional complexity for the Hamiltonian simulation framework
is discussed.
Proposition 3: The complexity for the Hamiltonian sim-

ulation of a Hermitian Toeplitz-structured system TN ∈
CN×N in form (18) to prepare a unitary operator ŨN

for time τ with the error in spectral norm given by

‖ŨN − exp (−iTNτ )‖ ≤ εT can be approximated with Tay-
lor series method as

CGHJ = Õ

⎛
⎜⎜⎝nq

log2
(
ω
τ

εT

)

log log

(
ω
τ

εT

)
⎞
⎟⎟⎠ (78)

where ω denotes a constant term, and nq is the required
number of qubits.
Proof: Here, the simulation complexity for t[0]IN is of

order Õ(1) as it needs to simulate the first element of the
Toeplitz matrix multiplied with identity operator. As TN =
T†
N , we need only Õ(1) complexity for each t[i], where i =

1, . . . ,N. Hence, the simulation complexity for
∑N

n=1 t[n]�J

is (N − 1)× Õ(1). Given that the number of qubits nq is
taken as N = 2nq , the Hamiltonian complexity for nq-qubits
resolution following Taylor series approximation can be
computed as follows.
In our case, the sparsity d = 2 for sparse-Jordan rep-

resentation of TN for simulating every t[i], where i =
0, . . ., N − 1. Hence, we get κ = O(4× ‖TN‖maxτ ) fol-
lowing (77), where τ is the simulation time. Let us con-
sider the product 4× ‖TN‖max as a constant ω. Term κ/εT

becomes
ω × τ
εT

. Hence, the overall complexity for sim-

ulating the Hamiltonian TN will become approximately

Õ

⎛
⎜⎜⎝nq

log2
(
ω
τ

εT

)

log log

(
ω
τ

εT

)
⎞
⎟⎟⎠. �

B. COMPUTATIONAL COMPLEXITY FOR SIMULATING A
TOEPLITZ MATRIX WITH CIRCULANT APPROXIMATION
The circulant matrix CN approximated from a Toeplitz-
structured Hamiltonian TN can be generated using a sin-
gle array cN = {c[k] for k ∈ [N]} with approximation error
bounded by εA as shown in (33). The array vector cN repre-
sents the first row of the circulant matrix CN , which gen-
erated all the below consecutive rows of the matrix by a
right cyclic shift of the array elements. The following lemma
shows the complexity in obtaining the estimated spectrum
λ(CN ) for matrix CN .
Lemma 4: For an nq-qubit representation of the input ar-

ray cN of size N = 2nq , which generates the circulant ma-
trix, the eigenvalues λcl ∀ l ∈ [N] can be obtained using an
ideal nq-qubit unitary QFT circuit with gate-complexity of

O(nq(
nq+1
2 )), while an approximate QFT circuit compris-

ing Clifford and T -gates may incur a gate-complexity of
O(nq log(

nq
εA
)) within error bounded by εA.

Proof: For estimating the eigenvalues λcl ∈ λ(CN ), the
proposed Algorithm 2 does not call Hamiltonian simulation,
thereby the complexity to prepare the unitary matrix UN

from the Hamiltonian TN as shown in (77) can be reduced
significantly. It suffices that the QFT circuit along with mea-
surement operators can directly produce the eigenvalues of
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TABLE 1. Computational Query Complexity of Different Hamiltonian Simulation

the HamiltonianTN approximated by the circulant matrixCN

by accessing the first row ofCN . It offers significant quantum
speed-up in the computation of eigenvalues. With classical
eigenvalue computation with fast Fourier transform (FFT) on
a similar setting will need O(nb2nb ) gates for processing 2nb

elements [37, p. 220]. It shows that the QFT circuit-based
spectrum estimationmethod can provide exponentially faster
operation while running on a quantum computer than the
classical FFT-based eigenvalue estimation technique.
In approximate quantum Fourier transform (AQFT) tech-

niques, the rotation gates with rotation angles smaller than
a certain threshold value are removed. Recently, an nq-qubit
AQFT circuit shows that circuit built on T -gates can reduce
the QFT complexity from O(n2q) to O(nq log(nq)) opera-
tions [58]. While we incur an approximation error bounded
by εA, the complexity of eigenvalue computation by the
AQFT method becomes

CGAQFT=O
(
nq log

(
nq
εA

))
+log

(
nq
εA

)
log

(
log( nq

εA
)

εA

)
.�

(79)

A complexity comparison for different Hamiltonian sim-
ulation algorithms for a dense Toeplitz matrix is shown in
Table 1.

VI. APPLICATION IN ARRAY SIGNAL PROCESSING
Spectral estimation for a Hermitian Toeplitz matrix is perva-
sive in many array processing applications [1], [17], [19]. We
have considered a DoA estimation problem here to demon-
strate the application of our proposed quantum framework in
modern array processing.
We assume that P narrow far-field signals impinge on

a uniform linear array (ULA) with M (M > P) antennas
from the directions of θ = {θ[P]} simultaneously at time t,
as shown in Fig. 3. The received signal vector at the array
output can be written as

y(t ) =
P∑
i=1

a(θi)xi(t )+ v(t ) = Ax(t )+ v(t ). (80)

Here, x(t ) = [x1(t ), x2(t ), . . . , xP(t )]† denotes the
incident signal vector and the received signal vector
y(t ) = [y1(t ), y2(t ), . . . , yP(t )]†, v(t ) represents the additive
noise vector (assumed to be circular complex Gaussian

FIGURE 3. Receiver front-end with ULA of sensor size M, and sensing
incident rays from P objects.

white noise), and A(t ) = [a(θ1), a(θ2), . . . , a(θP)]†

is the array manifold matrix with manifold vectors
a(θi) = [1, e−iπ sin(θi ), e−i2π sin(θi ), . . . , e−iπ (M−1) sin(θi )]†
(assuming the distance between antenna elements be
dx = λx

2 for wavelength of λx). The source signal x(t ), and
noise vector v(t ) are assumed to be uncorrelated given by

E
[
x(t1)x(t2)

†
]
= Diag(σ2x )δt1,t2 (81)

E
[
v(t1)v(t2)

†
]
= σ 2

v Iδt1,t2 (82)

where σ2x = [σ 2
1 , σ

2
2 , . . . , σ

2
P] represents the power param-

eter of x(t ), σ 2
v denotes the noise variance, and δt1,t2 = 1 for

t1 = t2 or 0 elsewhere. The covariance matrix of the received
signal vector can be obtained as

Ty = E
[
y(t1)y(t2)

†
]

=
P∑
i=1

σ 2
i a(θi)a(θi)

† + σ 2
v I

= Tx + σ 2
v I (83)

where Tx =
∑P

i=1 σ 2
i a(θi)a(θi)

† = A Diag(σ 2
x )A

† is a Her-
mitian Toeplitz matrix of the source signals. The expression
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TABLE 2. Simulation Parameters

in (83) shows that the covariance matrix Ty is also a Hermi-
tian Toeplitz matrix. We take an estimated Toeplitz matrix in
practical applications for L number of snapshots given by

T̂y = 1

L

L∑
j=1

y(t j )y(t j )†. (84)

For the spectrum estimation of the estimated Hermitian
Toeplitz matrix given in (84), the classical TMRA ap-
proaches perform EVD techniques. We can apply our pro-
posed Algorithm 1 here for spectrum estimation with quan-
tum complexity advantage. The performance of the classical
TMRA and the proposed quantum algorithm is shown in
Section VII.
Note: The standard DoA estimation method (as shown

in [1]) can be applied after the quantum spectrum estimation
for finding DoAs. Here, we restrict our result to spectrum
estimation problems to augment the complexity advantage
(as discussed in Section V).

VII. NUMERICAL RESULTS
In this section, we have obtained numerical results related to
the proposed algorithm for the Toeplitz-structured Hamilto-
nian simulation and its spectrum estimation. Here, we have
shown the simulation result of our proposed algorithm in
sections, partly performed on a classical computer and partly
on a real-time IBM quantum simulator (IBM “Statevector”
quantum simulator). We have shown the numerical results
of estimation error and algorithmic complexity (in compar-
ison to the standard Hamiltonian simulation) in Sections
VII-A–VII-C, which are performed on a classical simulator
(MATLAB-2021b) following the parameters, as shown in
Table 2. Further, the application of the proposed algorithms
on a TMRA problem is discussed in Section VII-D. Finally,
we have shown the implementation of the algorithm of find-
ing eigenvalues of a Toeplitz matrix on an IBM quantum
machine (IBM “Statevector” simulator) in Section VII-E.
We have limited the application to find the second principal
eigenvalue and the minimum eigenvalue with the highest
eigenvalue being 1. As we have limited quantum resources
presently for academic research, we have shown the anal-
ysis part (which requires simulation of large-dimensional
matrices) on the classical computer and a small-scale appli-
cation of the proposed algorithm on the real-time quantum
simulator.

FIGURE 4. Comparison of spectrum for a Toeplitz matrix of size N = 32
and its circulant approximation.

A. ESTIMATED SPECTRUM AND ERROR-PROBABILITY
FOR THE CIRCULANT APPROXIMATION
Here, we have shown a numerical simulation framework for
the circulant approximation of a Toeplitz matrix in Wigner
form, whose elements follow independent and identically
distributed Gaussian probability distribution, with zero mean
and unit variance. We have given the spectrum estimated by
Algorithm 2 and computed the error probability.
Fig. 4 shows the plot of eigenvalues (normalized) of a

Toeplitz matrix TN in Wigner form, where the matrix dimen-
sion is taken to be 32× 32. Here, λti for i ∈ [N] denotes the
true eigenvalues (computed using the classical eigenvalue de-
composition technique), and λci for i ∈ [N] represents the es-
timated eigenvalues using proposed Algorithm 2. The eigen-
values are plotted here in ascending order. It can be observed
that the circulant approximations for larger N will produce
almost the same eigenvalues with quantum simulation for a
Toeplitz matrix.
We increase the matrix dimension to ensure the conver-

gence of the error variance for the approximation method
used in Algorithm 2. We have shown the probability of
approximation error Pr(δ) with varying matrix dimensions
in Fig. 5. Based on the result in (66), an empirical result
is shown here, taking the variance σC = 1, and the matrix
dimension is varied from N = 10 to 1000 with increment
30. For a dimension of 1000× 1000, the error probability is
Pr(δ) < 12× 10−3 approximately. Further, the figure shows
that for the increase in matrix dimension, the error probabil-
ity decreases.

B. EFFECT OF QTR ON ESTIMATED SPECTRUM FOR THE
TOEPLITZ-STRUCTURED HAMILTONIAN SIMULATION
Wehave performed the eigenvalue spectrum estimation prob-
lem for a given Hermitian Toeplitz matrix using the pro-
posed Algorithm 1 and compared it with the classical EVD
approach. The proposed simulation technique depends on the
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FIGURE 5. Error probability for the estimated spectrum of a circulant
matrix generated from a large-dimensional random Hermitian Toeplitz
matrix.

FIGURE 6. Normalized eigenvalue spectrum for a Toeplitz matrix
estimated using Algorithm 1 for different QTR compared with spectrum
using classical EVD.

evolution time parameter or QTR (τ ). Here, we have taken an
expression for the QTR τ given by

τ := 1

η‖TN‖2 (85)

where η is a constant (controlling parameter for the QTR).
The different choices of η are considered in the numerical
simulations, as the ideal value of the τ is often unknown. For
improper choice of QTR, we have seen the estimated spec-
trum. deviates from the true spectrum estimated classically.
In Fig. 6, we have shown the normalized eigenvalues for

a Toeplitz matrix of dimension 8× 8 with elements taken
from a normal distribution. For τ1, τ2, and τ3, the values of η
are taken as 2, 1, and 0.1 respectively, and ‖TN‖2 = 1. Here,
the estimated spectrum (using the proposed Algorithm 1) has

FIGURE 7. Complexity for the standard Hamiltonian simulation and the
structured Hamiltonian simulation.

deviated significantly from the true eigenvalues for different
values of the QTR. Here, we have seen the estimated
eigenvalues are closest to the true eigenvalues of the Toeplitz
matrix for the parameter τ1 as compared to τ2 and τ3.

C. COMPARISON OF COMPUTATIONAL GATE-OPERATION
COMPLEXITY
An empirical simulation of gate-operation complexity of
the proposed structured Hamiltonian simulation as given
in (78) in comparison with standard Hamiltonian simula-
tion is shown in Fig. 7. Here, the term ω is taken as 4
approximately, τ = 0.48, ‖T‖max = 1 and the simulation
error is taken to be εT = 0.01. In this plot, the computa-
tional complexity between the proposedmethod and standard
Hamiltonian simulation is computed for different sizes of
inputs nq = log2(N), where N × N is the dimension of the
Hamiltonian matrix. As N grows, the structured Hamiltonian
simulation shows significant complexity improvement as
compared to standard Hamiltonian simulation. For a matrix
dimension of 210 × 210, the proposed structuredHamiltonian
simulation-based spectrum estimation algorithm takes 468
gate operations approximately, whereas the standard Hamil-
tonian simulation takes 1400 gate operations approximately.
The proposed framework enhances about 66.57% operation
complexity advantage for a qubit size of 10. Hence, em-
bedding a Toeplitz-structured Hamiltonian in the simulation
shows efficient quantum operations and reduced quantum
circuit complexity.
The gate-operation complexity in the circulant approxima-

tion method as shown in Algorithm 2 is given in Fig. 8 and
compared with the complexity of the standard Hamiltonian
method, as well as the Toeplitz-structured Hamiltonian sim-
ulation method proposed in Algorithm 1. The AQFT-based
approximation method takes the least quantum gate opera-
tions in comparison with the other methods, as it surpasses
the requirement of Hamiltonian simulation and directly uses
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FIGURE 8. Complexity of eigenvalue estimation of a Hamiltonian TN
with a different quantum framework.

FIGURE 9. Normalized eigenvalues for the TMRA problem using the
classical and proposed quantum algorithm.

the QFT (which takes lesser quantum gates than the Hamil-
tonian simulation).
For an input qubit size of nq = 10, and matrix dimen-

sion of 1024× 1024, the required quantum gate opera-
tions in the circulant approximation method is 199 approxi-
mately, whereas the Toeplitz-structured method and the stan-
dard Hamiltonian simulation method take 468 and 1400
operations, respectively. Hence, the circulant approxima-
tion method achieves more complexity efficiency of approx-
imately 57.48% than the Toeplitz-structured Hamiltonian
simulation, and about 85.79% than the standard Hamiltonian
simulation, at the cost of approximation error.

D. COMPARISON OF ESTIMATED SPECTRUM IN ARRAY
PROCESSING
In Fig. 9, we show the estimated spectrum for a Hermi-
tian Toeplitz matrix using the classical TMRA approach

FIGURE 10. Probability of error (Pe) with SNR.

and proposed quantum Algorithm 1. The parameters taken
in the simulation are given in Table 2. We take a simula-
tion framework with sensor (antenna) size of M = 16 uni-
formly distributed with the distance between elements be λ

2
with λ = 3.7 mm considering a transmission frequency of
80 GHz. We have kept the signal power to be 0.5 W for a
sinusoidal signal, and the standard deviation of the Gaussian
additive noise to be 0.01. We have taken ten-objects in front
of the receiver whose angular positions θ can be uniformly
distributed within (−π2 , π2 ). We took 5000 simulations to
take an estimate of the Hermitian Toeplitz matrix T̂y for the
TMRA problem in our setting. We have found that l2 and
Frobenius norm of the estimated matrix is approximately
‖T̂y‖2 = 1.0087, and ‖T̂y‖F = 1.99, respectively.

In the quantum simulation of matrix T̂y, we take QTR =
0.48 with preparing the unitary operator exp(−iT̂yτ ). For
computing the QTR, we have used expression (85) with
‖T̂y‖2 = 1.0087. We have simulated the quantum algorithm
on a classical computer due to quantum resource limitations.
In Fig. 9, the (normalized) eigenvalues for matrix T̂y com-

puted by classical method and the proposed quantum Algo-
rithm 1 is shown. These two methods have an almost simi-
lar eigenvalue spectrum. We have seen that the mean abso-
lute error in spectrum estimation between these methods is
approximately 3× 10−3.

In Fig. 10, we have shown a comparison plot for the prob-
ability error in detecting objects using the classical and quan-
tum algorithms. For the source detection in array processing,
we have followed the QA-SDA algorithm as shown in [59]
using the estimated Toeplitz matrix T̂y. We have varied the
SNR and kept all other parameters the same as Table 2.
The probability of error (Pe) at an SNR of −11 dB for the
classical TMRA approach is 0.23 approximately, whereas
the Pe = 0.08 for the proposed quantum approach. The error
probability decreases at a higher SNR for both algorithms.
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FIGURE 11. Histogram of quantum measurement for the estimation of eigenvalues on an IBM Statevector quantum machine. (a) Probability of getting
the second principal eigenvalue. (b) Probability of getting the minimum eigenvalue.

TABLE 3. Parameters on IBM Simulator

In comparison with the classical TMRA approach, we have
seen that the error probability Pe due to missed detecting
objects for the proposed algorithm is improved for the DoA
estimation of multiple objects.

E. SIMULATION OF THE PROPOSED ALGORITHM ON IBM
QUANTUM SIMULATOR
We have simulated a small-scale experiment for the eigen-
value estimation of a Toeplitz matrix (TN with N = 16 gen-
erated using Table 2) on an IBM real-time quantum simulator
platform with QISKIT script. Here, we are using a normal-
ized Hermitian Toeplitz matrix and the highest eigenvalue
is 1 (see Fig. 9). Hence, we are computing the second prin-
cipal eigenvalue and the minimum eigenvalue (which are
double numbers) to see the precision in the estimated eigen-
values. In Table 3, we have given the parameters for the quan-
tum simulation on an IBM quantum computer as follows.
The circuit implementation for both applications is given in
Fig. 12. Here, we have used six control qubits, one target
quantum register, and six classical register, and we have per-
formed the simulation 105 times to get the histogram. We
kept our measurement bases with 6-bit binary representation
and obtained our result up to 4-b precision. The histogram
of eigenstate probability for the second principal eigenvalue

is shown in Fig. 11(a), and the histogram corresponding to
the minimum eigenvalue state is shown in Fig. 11(b). We
have run the experiment on an IBM real-time Statevector
quantum machine for 105 times and counted the number of
repetitions of every computational basis to get the probability
of occurrence. The estimated eigenvalue corresponds to the
measurement basis is the one that has the highest probability
of occurrence, given by

λ̂ = min
‖φ‖2=1

TN‖φ‖2

= Ndec

2nq
(86)

where Ndec denotes the decimal value of the binary string
of the measurement basis (having the highest probability)
and nq is the number of ancillary qubits (here, nq = 6).
With the above (see Table 3) parameters and simulation
environment, we have obtained that the second estimated
eigenvalue is 0.5781 and the estimated minimum eigen-
value is 0.0469. The estimated eigenvalues are relatively
closer to the true eigenvalues (which are 0.5748, and 0.0187
respectively). However, with more qubit and quantum re-
sources, the error can be further minimized and the full ex-
periment (computation of the eigenvalue spectrum) may be
performed.

VIII. DATA AVAILABILITY FOR THE IMPLEMENTATION
OF THE ALGORITHM ON IBM QUANTUM QISKIT
The QEE circuit is implemented on an IBM quantum ma-
chine, as shown in Fig. 12. Here, we have used six quan-
tum registers as control registers, one quantum register for
eigenstate initialization, and six classical registers to store
the result. We have made an open-access QISKIT script for
this simulation as available on [60].
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FIGURE 12. Quantum circuit implemented on an IBM quantum machine for the eigenvalue estimation of a Toeplitz matrix. (a) Quantum circuit
implemented on an IBM “Statevector” quantum simulator for finding the second principal eigenvalue. (b) Quantum circuit implemented on an IBM
“Statevector” quantum simulator for finding the minimum eigenvalue.

IX. CONCLUSION
In this article, we have proposed a Toeplitz-structured
quantum Hamiltonian simulation framework having a sig-
nificant gate-operation complexity advantage for spec-
trum estimation problems. We have proposed two algo-
rithms, viz., one using a proposed quantum Jordan-gate-
based Hamiltonian simulation, and another using a circu-
lant approximation-based QFT approach. The proposed al-
gorithms can help simulate many classical signal processing
applications faster where Toeplitz and circulant matrices are
relevant. We have devised the bound on the error considering
large-dimensional systems with practical assumptions. An
application of the proposed framework is shown for TMRA
in array signal processing. Looking forward, the proposed
low-complex algorithms for structured Hamiltonian are
promising avenues to explore shortly for many large-scale
applications.

REFERENCES
[1] X. Wu, W.-P. Zhu, and J. Yan, “A Toeplitz covariance matrix

reconstruction approach for direction-of-arrival estimation,” IEEE
Trans. Veh. Technol., vol. 66, no. 9, pp. 8223–8237, Sep. 2017,
doi: 10.1109/TVT.2017.2695226.

[2] G. Ongie and M. Jacob, “A fast algorithm for convolutional structured
low-rank matrix recovery,” IEEE Trans. Comput. Imag., vol. 3, no. 4,
pp. 535–550, Apr. 2017, doi: 10.1109/TCI.2017.2721819.

[3] A. Konar and N. D. Sidiropoulos, “Hidden convexity in QCQP with
Toeplitz-Hermitian quadratics,” IEEE Signal Process. Lett., vol. 22,
no. 10, pp. 1623–1627, Oct. 2015, doi: 10.1109/LSP.2015.2419571.

[4] E. Carrasquinha, C. Amado, A. M. Pires, and L. Oliveira, “Image recon-
struction based on circulant matrices,” Signal Process. Image Commun.,
vol. 63, pp. 72–80, 2018, doi: 10.1016/j.image.2018.01.010.

[5] W. Yin, S. Morgan, J. Yang, and Y. Zhang, “Practical compressive sens-
ing with Toeplitz and circulant matrices,” Proc. SPIE, vol. 7744, 2010,
Art. no. 77440K, doi: 10.1117/12.863527.

[6] H. Qiao and P. Pal, “Generalized nested sampling for compressing low
rank Toeplitz matrices,” IEEE Signal Process. Lett., vol. 22, no. 11,
pp. 1844–1848, Nov. 2015, doi: 10.1109/LSP.2015.2438066.

[7] K. Adhikari, “Absolute eigenvalues-based covariance matrix estima-
tion for a sparse array,” 2021, arXiv:2106.03642, doi: 10.48550/
arXiv.2106.03642

[8] S. Qin, Y. D. Zhang, M. G. Amin, and A. M. Zoubir, “General-
ized coprime sampling of Toeplitz matrices for spectrum estimation,”
IEEE Trans. Signal Process., vol. 65, no. 1, pp. 81–94, Jan. 2017,
doi: 10.1109/TSP.2016.2614799.

[9] R. M. Gray, “Toeplitz and circulant matrices: A re-
view,” Found. Trends Commun. Inf. Theory, vol. 2, no. 3,
pp. 155–239, 2006, doi: 10.1561/0100000006.

[10] Z. Zhu and M. B. Wakin, “On the asymptotic equivalence of circulant and
Toeplitz matrices,” IEEE Trans. Inf. Theory, vol. 63, no. 5, pp. 2975–2992,
May 2017, doi: 10.1109/TIT.2017.2676808.

[11] F.-W. Sun, Y. Jiang, and J. S. Baras, “On the convergence of the inverses of
Toeplitz matrices and its applications,” IEEE Trans. Inf. Theory, vol. 49,
no. 1, pp. 180–190, Jan. 2003, doi: 10.1109/TIT.2002.806157.

VOLUME 4, 2023 5500423

https://dx.doi.org/10.1109/TVT.2017.2695226
https://dx.doi.org/10.1109/TCI.2017.2721819
https://dx.doi.org/10.1109/LSP.2015.2419571
https://dx.doi.org/10.1016/j.image.2018.01.010
https://dx.doi.org/10.1117/12.863527
https://dx.doi.org/10.1109/LSP.2015.2438066
https://dx.doi.org/10.48550/arXiv.2106.03642
https://dx.doi.org/10.48550/arXiv.2106.03642
https://dx.doi.org/10.1109/TSP.2016.2614799
https://dx.doi.org/10.1561/0100000006
https://dx.doi.org/10.1109/TIT.2017.2676808
https://dx.doi.org/10.1109/TIT.2002.806157


Engineeringuantum
Transactions onIEEE

Laskar et al.: LOW-COMPLEXITY QUANTUM SIMULATION FRAMEWORK

[12] R. Ferdian, Y. Hou, and M. Okada, “A low-complexity hardware imple-
mentation of compressed sensing-based channel estimation for ISDB-T
system,” IEEE Trans. Broadcast., vol. 63, no. 1, pp. 92–102, Mar. 2017,
doi: 10.1109/TBC.2016.2617286.

[13] J. Haupt, W. U. Bajwa, G. Raz, and R. Nowak, “Toeplitz com-
pressed sensing matrices with applications to sparse channel estimation,”
IEEE Trans. Inf. Theory, vol. 56, no. 11, pp. 5862–5875, Nov. 2010,
doi: 10.1109/TIT.2010.2070191.

[14] Y. Wang, P. Xu, and Z. Tian, “Efficient channel estimation for
massive MIMO systems via truncated two-dimensional atomic norm
minimization,” in Proc. IEEE Int. Conf. Commun., 2017, pp. 1–6,
doi: 10.1109/ICC.2017.7996670.

[15] Z. Zheng, Y. Huang, W.-Q. Wang, and H. C. So, “Direction-of-
arrival estimation of coherent signals via coprime array interpo-
lation,” IEEE Signal Process. Lett., vol. 27, pp. 585–589, 2020,
doi: 10.1109/LSP.2020.2982769.

[16] H. Qiao and P. Pal, “Gridless line spectrum estimation and
low-rank Toeplitz matrix compression using structured samplers: A
regularization-free approach,” IEEE Trans. Signal Process., vol. 65, no. 9,
pp. 2221–2236, May 2017, doi: 10.1109/TSP.2017.2659644.

[17] W. Zhang, Y. Han, M. Jin, and X. Qiao, “Multiple-Toeplitz
matrices reconstruction algorithm for DOA estimation of coherent
signals,” IEEE Access, vol. 7, pp. 49504–49512, 2019, doi:
10.1109/ACCESS.2019.2909783.

[18] S. Liu, Z. Mao, Y. D. Zhang, and Y. Huang, “Rank minimization-
based Toeplitz reconstruction for DoA estimation using coprime ar-
ray,” IEEE Commun. Lett., vol. 25, no. 7, pp. 2265–2269, Jul. 2021,
doi: 10.1109/LCOMM.2021.3075227.

[19] M. Esfandiari, S. A. Vorobyov, and R. W. Heath, “Sparsity en-
forcing with Toeplitz matrix reconstruction method for mmwave UI
channel estimation with one-bit ADCs,” in Proc. IEEE 12th Sen-
sor Array Multichannel Signal Process. Workshop, 2022, pp. 141–145,
doi: 10.1109/SAM53842.2022.9827806.

[20] J. B. Parker and I. Joseph, “Quantum phase estimation for a class of
generalized eigenvalue problems,” Phys. Rev. A, vol. 102, no. 2, 2020,
Art. no. 022422, doi: 10.1103/PhysRevA.102.022422.

[21] H. Wang, L.-A. Wu, Y.-x. Liu, and F. Nori, “Measurement-based quantum
phase estimation algorithm for finding eigenvalues of non-unitary matri-
ces,”Phys. Rev. A, vol. 82, no. 6, 2010, Art. no. 062303, doi: 10.1103/Phys-
RevA.82.062303.

[22] N. Wiebe and C. Granade, “Efficient Bayesian phase estimation,” Phys.
Rev. Lett., vol. 117, no. 1, 2016, Art. no. 010503, doi: 10.1103/Phys-
RevLett.117.010503.

[23] C. L. Cortes and S. K. Gray, “Quantum Krylov subspace algorithms for
ground-and excited-state energy estimation,” Phys. Rev. A, vol. 105, no. 2,
2022, Art. no. 022417, doi: 10.1103/PhysRevA.105.022417.

[24] P. C. Humphreys, M. Barbieri, A. Datta, and I. A. Walmsley, “Quantum
enhanced multiple phase estimation,” Phys. Rev. Lett., vol. 111, no. 7,
2013, Art. no. 070403, doi: 10.1103/PhysRevLett.111.070403.

[25] U. Dorneret al., “Optimal quantum phase estimation,” Phys. Rev.
Lett., vol. 102, no. 4, 2009, Art. no. 040403, doi: 10.1103/Phys-
RevLett.102.040403.

[26] A. J. Bessen, “Lower bound for quantum phase estimation,” Phys. Rev. A,
vol. 71, no. 4, 2005, Art. no. 042313, doi: 10.1103/PhysRevA.71.042313.

[27] A. W. Harrow, A. Hassidim, and S. Lloyd, “Quantum algorithm for
linear systems of equations,” Phys. Rev. Lett., vol. 103, no. 15, 2009,
Art. no. 150502, doi: 10.1103/PhysRevLett.103.150502.

[28] D. W. Berry, A. M. Childs, and R. Kothari, “Hamiltonian simu-
lation with nearly optimal dependence on all parameters,” in Proc.
IEEE 56th Annu. Symp. Found. Comput. Sci., 2015, pp. 792–809,
doi: 10.1109/FOCS.2015.54.

[29] G. H. Low and I. L. Chuang, “Hamiltonian simulation by qubitization,”
Quantum, vol. 3, 2019, Art. no. 163,doi: 10.22331/q-2019-07-12-163.

[30] D. W. Berry, G. Ahokas, R. Cleve, and B. C. Sanders, “Efficient quantum
algorithms for simulating sparse Hamiltonians,” Commun. Math. Phys.,
vol. 270, no. 2, pp. 359–371, 2007, doi: 10.1007/s00220-006-0150-x.

[31] D. W. Berry, A. M. Childs, R. Cleve, R. Kothari, and R. D. Somma,
“Simulating Hamiltonian dynamics with a truncated Taylor series,” Phys.
Rev. Lett., vol. 114, no. 9, 2015, Art. no. 090502, doi: 10.1103/Phys-
RevLett.114.090502.

[32] H. Li and S. Wan, “Exact formulas of the end-to-end Green’s func-
tions in non-Hermitian systems,” Phys. Rev. B, vol. 105, no. 4, 2022,
Art. no. 045122, doi: 10.1103/PhysRevB.105.045122.

[33] M. Donatelli, C. Garoni, M. Mazza, S. Serra-Capizzano, and D. Sesana,
“Spectral behavior of preconditioned non-Hermitian multilevel block
Toeplitz matrices with matrix-valued symbol,” Appl. Math. Comput.,
vol. 245, pp. 158–173, 2014, doi: 10.48550/1404.7101.

[34] A. Basak, M. Vogel, and O. Zeitouni, “Localization of eigenvectors of
non-Hermitian banded noisy Toeplitz matrices,” 2021, arXiv:2103.17148,
doi: 10.48550/arXiv.2103.17148.

[35] X. Yi, “Asymptotic spectral representation of linear convolutional
layers,” IEEE Trans. Signal Process., vol. 70, pp. 566–581, 2022,
doi: 10.1109/TSP.2022.3140718.

[36] H. Zheng, C. Zhou, Z. Shi, and Y. Gu, “Structured tensor reconstruc-
tion for coherent DOA estimation,” IEEE Signal Process. Lett., vol. 29,
pp. 1634–1638, 2022, doi: 10.1109/LSP.2022.3190768.

[37] M. A. Nielsen and I. Chuang, “Quantum computation and quan-
tum information,” Amer. J. Phys., vol. 70, pp. 558–559, 2002,
doi: 10.1119/1.1463744.

[38] E. Campbell, “Random compiler for fast Hamiltonian simulation,” Phys.
Rev. Lett., vol. 123, no. 7, 2019, Art. no. 070503, doi: 10.1103/Phys-
RevLett.123.070503.

[39] A. M. Childs and N. Wiebe, “Hamiltonian simulation using linear
combinations of unitary operations,” 2012, arXiv:1202.5822,
doi: 10.48550/arXiv.1202.5822.

[40] G. H. Low and I. L. Chuang, “Optimal Hamiltonian simulation by
quantum signal processing,” Phys. Rev. Lett., vol. 118, no. 1, 2017,
Art. no. 010501, doi: 10.1103/PhysRevLett.118.010501.

[41] X. Qianget al., “Efficient quantum walk on a quantum processor,” Nature
Commun., vol. 7, no. 1, 2016, Art. no. 11511, doi: 10.48550/1510.08657.

[42] K. Tamvakis, Basic Quantum Mechanics. Berlin, Germany: Springer,
2019, doi: 10.1007/978-3-030-22777-7.

[43] M. Yang, A. M. Haimovich, X. Yuan, L. Sun, and B. Chen, “A unified
array geometry composed of multiple identical subarrays with hole-free
difference coarrays for underdetermined DOA estimation,” IEEE Access,
vol. 6, pp. 14238–14254, 2018, doi: 10.1109/ACCESS.2018.2813313.

[44] Q. Bingbing, “DOA estimation of the coherent signals using beamspace
matrix reconstruction,” Signal Process., vol. 191, 2022, Art. no. 108349,
doi: 10.1016/j.sigpro.2021.108349.

[45] M.-T. Chien, J. Liu, H. Nakazato, and T.-Y. Tam, “Toeplitz
matrices are unitarily similar to symmetric matrices,” Linear
Multilinear Algebra, vol. 65, no. 10, pp. 2131–2144, 2017,
doi: 10.1080/03081087.2017.1330865.

[46] M.-T. Chien and H. Nakazato, “Matrices unitarily similar to symmet-
ric matrices,” in Proc. 20th Int. Conf. Appl. Math., 2015, pp. 86–91,
doi: 10.1080/03081087.2017.1330865.

[47] H. Abraham et al., “QISKIT: An open-source framework for quantum
computing,” 2019, doi: 10.5281/zenodo.2562111.

[48] C. Developers, “Cirq See full list of authors on Github,” 2022. [On-
line]. Available: https://github.com/quantumlib/Cirq/graphs/contributors,
doi: 10.5281/zenodo.6599601.

[49] A. Barencoet al., “Elementary gates for quantum computation,” Phys. Rev.
A, vol. 52, no. 5, 1995, Art. no. 3457, doi: 10.1103/PhysRevA.52.3457.

[50] G. D’Ariano, C. Macchiavello, andM. Sacchi, “On the general problem of
quantum phase estimation,” Phys. Lett. A, vol. 248, no. 2/4, pp. 103–108,
1998, doi: 10.1016/S0375-9601.

[51] F. Chapeau-Blondeau and E. Belin, “Fourier-transform quantum phase
estimation with quantum phase noise,” Signal Process., vol. 170, 2020,
Art. no. 107441, doi: 10.1016/j.sigpro.2019.107441.

[52] A. Prakash “Quantum algorithms for linear algebra and machine
learning,” Dept. Elect. Eng. Comput. Sci., Univ. California, Berkeley,
CA, USA, Tech. Rep. UCB/EECS-2014-211, 2014. [Online]. Available:
http://www.eecs.berkeley.edu/Pubs/TechRpts/2014/EECS-2014-211.html

[53] D. S. Abrams and S. Lloyd, “Quantum algorithm providing exponential
speed increase for finding eigenvalues and eigenvectors,” Phys. Rev. Lett.,
vol. 83, no. 24, 1999, Art. no. 5162, doi: 10.1103/PhysRevLett.83.5162.

[54] P. Jaksch and A. Papageorgiou, “Eigenvector approximation leading
to exponential speedup of quantum eigenvalue calculation,” Phys. Rev.
Lett., vol. 91, no. 25, 2003, Art. no. 257902, doi: 10.1103/Phys-
RevLett.91.257902.

5500423 VOLUME 4, 2023

https://dx.doi.org/10.1109/TBC.2016.2617286
https://dx.doi.org/10.1109/TIT.2010.2070191
https://dx.doi.org/10.1109/ICC.2017.7996670
https://dx.doi.org/10.1109/LSP.2020.2982769
https://dx.doi.org/10.1109/TSP.2017.2659644
https://dx.doi.org/10.1109/ACCESS.2019.2909783
https://dx.doi.org/10.1109/LCOMM.2021.3075227
https://dx.doi.org/10.1109/SAM53842.2022.9827806
https://dx.doi.org/10.1103/PhysRevA.102.022422
https://dx.doi.org/10.1103/PhysRevA.82.062303
https://dx.doi.org/10.1103/PhysRevA.82.062303
https://dx.doi.org/10.1103/PhysRevLett.117.010503
https://dx.doi.org/10.1103/PhysRevLett.117.010503
https://dx.doi.org/10.1103/PhysRevA.105.022417
https://dx.doi.org/10.1103/PhysRevLett.111.070403
https://dx.doi.org/10.1103/PhysRevLett.102.040403
https://dx.doi.org/10.1103/PhysRevLett.102.040403
https://dx.doi.org/10.1103/PhysRevA.71.042313
https://dx.doi.org/10.1103/PhysRevLett.103.150502.
https://dx.doi.org/10.1109/FOCS.2015.54
https://dx.doi.org/10.22331/q-2019-07-12-163
https://dx.doi.org/10.1007/s00220-006-0150-x
https://dx.doi.org/10.1103/PhysRevLett.114.090502
https://dx.doi.org/10.1103/PhysRevLett.114.090502
https://dx.doi.org/10.1103/PhysRevB.105.045122
https://dx.doi.org/10.48550/1404.7101
https://dx.doi.org/10.48550/arXiv.2103.17148
https://dx.doi.org/10.1109/TSP.2022.3140718
https://dx.doi.org/10.1109/LSP.2022.3190768
https://dx.doi.org/10.1119/1.1463744
https://dx.doi.org/10.1103/PhysRevLett.123.070503
https://dx.doi.org/10.1103/PhysRevLett.123.070503
https://dx.doi.org/10.48550/arXiv.1202.5822
https://dx.doi.org/10.1103/PhysRevLett.118.010501
https://dx.doi.org/10.48550/1510.08657
https://dx.doi.org/10.1007/978-3-030-22777-7
https://dx.doi.org/10.1109/ACCESS.2018.2813313
https://dx.doi.org/10.1016/j.sigpro.2021.108349
https://dx.doi.org/10.1080/03081087.2017.1330865
https://dx.doi.org/10.1080/03081087.2017.1330865
https://dx.doi.org/10.5281/zenodo.2562111
https://github.com/quantumlib/Cirq/graphs/contributors
https://dx.doi.org/10.5281/zenodo.6599601
https://dx.doi.org/10.1103/PhysRevA.52.3457
https://dx.doi.org/10.1016/S0375-9601
https://dx.doi.org/10.1016/j.sigpro.2019.107441
http://www.eecs.berkeley.edu/Pubs/TechRpts/2014/EECS-2014-211.html
https://dx.doi.org/10.1103/PhysRevLett.83.5162
https://dx.doi.org/10.1103/PhysRevLett.91.257902
https://dx.doi.org/10.1103/PhysRevLett.91.257902


Laskar et al.: LOW-COMPLEXITY QUANTUM SIMULATION FRAMEWORK Engineeringuantum
Transactions onIEEE

[55] X.-Q. Zhou, P. Kalasuwan, T. C. Ralph, and J. L. O’Brien, “Calculating
unknown eigenvalues with a quantum algorithm,” Nature Photon., vol. 7,
no. 3, pp. 223–228, 2013, doi: 10.1038/nphoton.2012.360.

[56] M. Potters and J.-P. Bouchaud, A First Course in Random Matrix Theory:
For Physicists, Engineers and Data Scientists. Cambridge, U.K.: Cam-
bridge Univ. Press, 2020, doi: 10.1017/9781108768900.

[57] T. E. O’Brien, B. Tarasinski, and B.M. Terhal, “Quantum phase estimation
ofmultiple eigenvalues for small-scale (noisy) experiments,”New J. Phys.,
vol. 21, no. 2, 2019, Art. no. 023022, doi: 10.1088/1367-2630/aafb8e.

[58] Y. Nam, Y. Su, and D. Maslov, “Approximate quantum Fourier trans-
form with #math#1 T. gates,” NPJ Quantum Inf., vol. 6, no. 1, 2020,
doi: 10.1038/s41534-020-0257-5.

[59] M. R. Laskar, S. Mondal, and A. K. Dutta, “Eigen-spectrum estimation
and source detection in a massive sensor array based on quantum assisted
Hamiltonian simulation framework,” IEEETrans. Commun., vol. 70, no. 6,
pp. 4013–4025, Jun. 2022, doi: 10.1109/TCOMM.2022.3167057.

[60] M. R. Laskar and A. K. Dutta, “Quantum@IITKGP - Tutorial: Quan-
tum (2nd and minimum) eigenvalue computation of a Toeplitz ma-
trix on IBM Statevector quantum machine.,” [Online]. Available:
https://sites.google.com/view/rahaman93/teaching-and-tutorial/tutorial

VOLUME 4, 2023 5500423

https://dx.doi.org/10.1038/nphoton.2012.360
https://dx.doi.org/10.1017/9781108768900
https://dx.doi.org/10.1088/1367-2630/aafb8e
https://dx.doi.org/10.1038/s41534-020-0257-5
https://dx.doi.org/10.1109/TCOMM.2022.3167057
https://sites.google.com/view/rahaman93/teaching-and-tutorial/tutorial


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


