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ABSTRACT The discrete logarithm problem (DLP) is the basis for several cryptographic primitives. Since
Shor’s work, it has been known that the DLP can be solved by combining a polynomial-size quantum circuit
and a polynomial-time classical postprocessing algorithm. The theoretical result corresponds the situation
where a quantum device working with a medium number of qubits of very small errors can solve the DLP.
However, all the quantum devices that we can use have a limited number of noisy qubits, as of the noisy
intermediate-scale quantum (NISQ) era. Thus, evaluating the instance size that the latest quantum device can
solve and giving a future prediction of the size along the progress of quantum devices are emerging research
topics. This article contains two proposals to discuss the performance of quantum devices against the DLP in
the NISQ era: 1) a quantitative measure based on the success probability of the postprocessing algorithm to
determine whether an experiment on a quantum device (or a classical simulator) succeeded; and 2) a proce-
dure to modify bit strings observed from a Shor’s circuit to increase the success probability of a lattice-based
postprocessing algorithm. In this article, we conducted our experiments with the ibm_kawasaki device
and discovered that the simplest circuit (7 qubits) from a 2-bit DLP instance achieves a sufficiently high
success probability to proclaim the experiment successful. Experiments on another circuit from a slightly
harder 2-bit DLP instance, on the other hand, did not succeed, and we determined that reducing the noise
level by half is required to achieve a successful experiment. Finally, we give a near-term prediction based on
required noise levels to solve some selected small DLPs and integer factoring instances.

INDEX TERMS Discrete logarithm problem (DLP), IBM quantum, lattice, postprocessing method, Shor’s
algorithm.

I. INTRODUCTION
Since Shor [1] proved that a reasonably large quantum
circuit can solve both the integer factoring problem (IFP)
and the discrete logarithm problem (DLP) efficiently, many
researchers have been discussing its impact and imple-
mentability and have been attempting to reduce the attack’s
resource costs.
An emerging topic in cryptography is to predict when the

progress of quantum computers threatens modern cryptosys-
tems. In order to extrapolate accurately from today, we need
to understand the following two factors.

1) The projected progress in quantum hardware, in ab-
stract terms. The quantum hardware industry can be
said to still be in its infancy, and the introduction of dis-
ruptive new systems remains possible, but several com-
panies have published (and later updated) roadmaps
for the evolution of their systems in coming calendar
years [2]–[6]. In this article, we use these roadmaps,
but our focus is not on assessing or extending them.

2) The relationship between that abstract performance
and the ability of the machine to solve specific prob-
lem instances. To establish the hardest problem the
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TABLE 1. Summary of Parameters for Target DLP Instances

Instance O is used only for comparison of circuit size to the factoring in Section I-B.
Instances I–III are used for experiments both in real device and classical simulation.
Instances IV–VI are used for classical simulation and future prediction. nF , nx, and
ny refer to the number of qubits in the corresponding registers in the circuit in Fig. 1.
#Q and #cx are the number of qubits and cnot gates, respectively.

system can solve, we must also quantify what it means
for a quantum computer to “solve” a cryptographic
problem.

A. SUMMARY OF OUR CONTRIBUTION
1) QUANTITATIVELY DEFINE A SUCCESSFUL EXPERIMENT
We propose a formalization of success probability, includ-
ing circuit generation, quantum device execution, and post-
processing. After fixing a problem instance and a quantum
circuit, execution on a quantum device outputs a set of bit
strings. The postprocessing algorithm, then, takes this set of
bit strings as input and returns a set of candidate solutions
to the problem instance. The success probability is defined
by the probability that the set of candidates contains the
desired solution. This success probability can be defined on
bit strings from the ideal device (a noiseless device for a
quantum circuit, e.g., for small instances, as simulated by a
classical computer), a noisy device (real or simulated), and
a virtual device that outputs uniformly random bit strings
(corresponding to randomly guessed solutions). Note that
Shor’s algorithm, like many other quantum algorithms, is
a probabilistic algorithm even when executed on an ideal
device. Thus, by measuring where the quantum device under
test lies between the ideal and the uniform devices, we can
assess the performance. We propose the following definition:

A quantum device is said to be able to successfully solve a
problem when its success probability is greater than the mean
of the success probabilities of an ideal device and a uniformly
random device.

2) PRESENT DLP EXPERIMENTS ON AN IBM QUANTUM
DEVICE
Table 1 is a summary of the DLP instances and Shor’s quan-
tum circuits (see the block diagram in Fig. 1) that we con-
sidered in this article. The DLP over a field and the cor-
responding circuits are outlined in Section II-A and II-C,
respectively.
For each DLP instance gz = a (mod p), the size of the

problem nF is �log2 p�, i.e., the number of bits to represent
an element of the prime field of size p. Each quantum cir-
cuit computes the superposition of |x, y,F (x, y)〉 over all the

FIGURE 1. Overview of Shor’s circuit for solving the DLP comprising
Hadamard gates, two controlled modular exponentiations, and two QFTs.

integers x = 0, . . . , 2nx − 1 and y = 0, . . . , 2ny − 1. Here,
F (x, y) has periods from which the solution can be recov-
ered. nx and ny define the widths of the exponent variables,
which are equal to the size of the quantum Fourier transform
(QFT) gadgets. #Q = nF + nx + ny is the number of qubits
used in the circuit. #cx is the number of cnot gates after
optimization by the Qiskit transpile() command with
optimization level 3; because the optimization phase stochas-
tically searches a large solution space, we take the minimum
value of 100 calls for each circuit.
We use the framework described above to furnish some

data points for future prediction of the security of the DLP
over a finite field against quantum computers. We present
results from experiments, in whichwe used an IBMQuantum
device to solve selected 2-bit instances realized by 7- and 8-
qubit circuits.More precisely, by using theibm_kawasaki
device of quantum volume (QV) = 32, we observed that
the simplest DLP instance 2z ≡ 1 mod 3 with the smallest
quantum circuit (instance I in Table 1 and Fig. 5) outputs
meaningful bit strings and gives success probability higher
than the threshold defined above.
We also experimented with two slightly more complicated

circuits for the instance 2z ≡ 2 mod 3 (instances II and
III). These circuits generate bit strings that give us only a
low success probability. To improve the success probability,
we propose a simple algorithm for modifying the output
bit strings from the devices. Via simulation, we found that
the device success probability of the instance III circuit is
slightly below the threshold defined above and that reducing
the noise by half is required to claim success.

3) PROJECT NEAR-FUTURE DLP SUCCESSES
Via simulation, we also predict how much the noise level
needs to be reduced to solve the larger instances 4z ≡ 2 mod
7 and 3z ≡ 4 mod 7 (instances IV and V). We found that
advancing from the ability to solve instance III to the ability
to solve instance IV requires reducing the noise level by
about one decimal order of magnitude. Table 3 summarizes
the results. With the several-year trend of reducing averaged
cnot gate errors by a factor of 2 each year [7], instances
IV and V are expected to be solved within the next five
years. Solving larger instances of the DLP will require better
quantum devices and perhaps additional techniques, such as
quantum error correction (QEC).
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B. RELATED WORK
1) DLP AND ITS APPLICATIONS
The DLP over a finite field is a computational problem be-
lieved for a long time to be classically hard [8]. It is used as
the basis for a prominent set of digital signature schemes [9].
Researchers from various areas, including quantum com-
puting and classical cryptography, are investigating how re-
silient the schemes are against quantum computers and when
they become compromised.
Besides the DLP over a finite field, the discrete logarithm

problem over elliptic curves (ECDLP) [10] has also been
used as a security base on some cryptographic systems. Ow-
ing to the intractability of the group operations on elliptic
curves, no experiments to solve the ECDLP have been re-
ported to the best of our knowledge. Finding the smallest
instance of the ECDLP that is executable on quantum de-
vices and experiment is a challenging open problem as of
2022.

2) EXPERIMENTS ON SHOR’S ALGORITHM ON QUANTUM
DEVICES
Many experiments that execute Shor’s factoring circuits (and
its subcircuits) have been performed [11]–[14] by using sev-
eral quantum devices. The latest record of factoring by a
quantum circuit is 21 = 3× 7 by Amico et al. [13] by using
the ibmqx5 device, and they also reported that 35 is infea-
sible. Recently, Skosana and Tame [14] have also reported
their experiment on factoring 21.
On the other hand, to the best of our knowledge, no experi-

ments on the DLP have been reported, even though the circuit
construction is very similar. We discovered that the DLP is
better suited for quantum benchmarking experiments in the
noisy intermediate-scale quantum (NISQ) era because some
circuits of the DLP can be simpler than the circuit to factor
15, which is the simplest factoring circuit. For instance, the
simplest circuit to factor 15 (see Fig. 15 in Appendix F) must
have 8 qubits because the registers required to hold both the
modulo power and the modulo residue must be larger than
log2(15) qubits to output a meaningful result for input to the
postprocessing stage. On the other hand, the DLP instance
2z ≡ 1 (mod 3) can be achieved in a minimum of 6 qubits
(Instance O in Table 1). In addition, the number of cnot
gates after compilation (“transpile” in Qiskit lingo) is only
six in the DLP case, while it is about 85 (see Table 4) in the
factoring case.
Most of the existing experiments have employed folklore

techniques, which are used in logical circuit optimization,
to simplify the quantum circuits. Because the latest quan-
tum devices may not be able to execute modular arithmetic
with sufficient accuracy [15], our circuit implementations are
also simplified from the full implementation. Following this
simplifying policy, we carefully designed our circuit so that
no information on the solution was used, as it was claimed
that some experimental circuits were oversimplified by using
problem solution information [16]. Our circuits are made up

of shift operations over qubits with no auxiliary bits. Details
are explained in Section IV-A.
It is also necessary to follow the policy when we construct

a postprocessing algorithm that generates a set of candidate
solutions by using bit strings from quantum observations.
We also carefully designed our modification algorithm in
Section IV-C that transforms an observed bit string to another
bit string if it is necessary.

3) QUANTIFICATION OF EXPERIMENTAL RESULTS
It has been a long-standing problem to claim that a quantum
computation experiment has succeeded or failed quantita-
tively. Several quantifier functions have been used to estimate
the quality of outputs from quantum devices.
Satoh et al. [17] used the Kullback–Leibler (KL) diver-

gence. Cross et al. [18] used the probability that the output bit
strings are in the heavy output set. The linear cross-entropy
benchmark was used to claim the demonstration of quantum
supremacy by Arute et al. [19], although Barak et al. [20]
later claimed that their result can be approximated by a poly-
nomial time classical computer.
These works share a spirit that compares distances be-

tween the ideal outputs, device outputs, and uniform ran-
dom using their chosen distance functions. The device output
probability distribution PDev will be the same as the ideal
output distribution PIdeal if the device is free of any kind of
noise and will be the same as the uniform output distribution
PUnif if the device output is completely dominated by random
noise. On the abstract level, PDev should lie between PIdeal
and PUnif, and a suitable distance function to measure the
difference between two probability distributions can define
the position of PDev in a quantitative way.

In other words, we can score the device output by a real
number, usually between 0 and 1, via an appropriate distance
function and a scaling. The existing works use the following
criteria to claim their success by using a score to quantify the
device’s outputs.
First, fix the quantum circuit and some function d to quan-

tify the difference between two probability distributions.
Here, d need not be a distance metric, but it should sat-
isfy conditions typically called premetric: d(x, x) = 0 and
d(x, y) ≥ 0 for legitimate inputs x and y. Then, with the
function, define a score for the device output by

s1 := 1− d (PDev,PIdeal )

d (PUnif,PIdeal )
(1)

which captures Satoh et al.’s [17] KL-divergence-basedmea-
sure. The score is close to 1 if the device output is good.
Assuming that the triangle inequality d(PUnif,PIdeal) ≤

d(PUnif,PDev)+ d(PDev,PIdeal) holds, we have the following
relation:

s2 := d (PUnif,PDev)

d (PUnif,PDev)+ d (PDev,PIdeal) ≤ s1. (2)
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Thus, for any threshold t, the condition s2 ≥ t is stronger than
the condition s1 ≥ t. Therefore, we should use s2 to claim
that an experiment is successful.
However, it is useless to conduct experiments with a

slightly large number of qubits. Since about 2#Q samples
of bit strings are needed to obtain a good approximation of
PX , the number of samples grows quickly even with a mod-
est increase in #Q. This motivates us to employ a distance
function d(PX ,PY ) := |pX − pY |, X,Y ∈ {Ideal,Dev,Unif},
capturing the difference between some probabilities. Typi-
cally, on a set of bit strings, pX is defined by the probability
that the output of a device X satisfies the condition.

Assuming pUnif ≤ pDevice ≤ pIdeal, we can show that

s2 = pDev − pUnif
pIdeal − pUnif

and

s2 ≥ 0.5⇔ pDev ≥ pIdeal + pUnif
2

. (3)

The condition with s2 = 0.5 means that if the probability
of the device is larger than the median of the probabilities
of the ideal and the uniform, then one can claim success.
We call this the “median principle.” The condition is used
to measure the QV by Cross et al. [18, (6)]. In addition, this
s2 is equivalent to the fidelity of the cross-entropy benchmark
introduced by Arute et al. [19].
In the spirit of this previous work, we define our threshold

for success, explicitly given in (8) in Section III-B, by fol-
lowing the form of (2). However, whenwe simply applied the
existing framework to Shor’s DLP algorithm, we discovered
the following issue.
A typical condition for success on DLP computation

should be defined over multiple vectors since the postpro-
cessing algorithm must take at least two bit strings from a
device. However, the existing success criteria are defined by
using a distribution over a single bit string. This is another
reason that we chose the success probability pDev based on
the outputs from the postprocessing algorithm rather than
some distance between probability distributions. Our crite-
ria as of now are a basic version, and we expect that other
researchers will update them according to their own needs.
Another way for quantification has been proposed. The

square of the statistical overlap was introduced by Monz
et al. [12] to measure the similarity between the ideal and
device outputs. It is also used by Amico et al. [13] to claim
their advantage from previous works.

C. ARTICLE ORGANIZATION
In Section II, we give a theoretical introduction to DLP, lat-
tices, and an overview of Shor’s algorithm for solving the
DLP and a computational problem to recover the solution. In
Section III, we define our discussion framework, including
circuit generation, device execution, and postprocessing. In
addition, we define a quantitative method for determining
whether an experiment has succeeded or failed. Section IV
introduces the modular-exponentiation gadgets used in our

experiments and our lattice-based postprocessing algorithm.
(Appendix A contains background theory on this postpro-
cessing algorithm.) Section V gives our experimental results
on IBM Quantum. Section VI gives simulation results of
noisy quantum devices and comparison with the real device.
Finally, Section VII concludes this article.

II. PRELIMINARIES
N, Z, Q, and R are the set of natural numbers, integers, ra-
tional numbers, and real numbers, respectively. For a prime
number p, Zp = {0, . . . , p− 1} is the field under modulo p.
[n] denotes the set {1, 2, . . . , n} for n ∈ N. BallK (x, ρ) is
the Euclidean ball of radius ρ > 0 with center x ∈ R

K , and
VK (ρ) denotes its volume.

The KL divergence defined over two discrete probability
distributions P and Q is

DKL(P||Q) :=
N∑
i=1

P(xi) log
P(xi)

Q(xi)

where P(xi) and Q(xi) are the probability densities at xi. It
is used to measure a “distance” from P to Q, though it is
asymmetric and the triangle inequality does not hold. Note
that DKL(P||Q) = 0, if and only if P = Q.

A. DLP OVER A FIELD
The DLP considered in this article is the version defined over
a prime field Zp. An instance of the DLP is given by a tuple
(g, a, p) ∈ N3 that represents the equation

gz ≡ a (mod p) (4)

where the problem is to find z ∈ Zp. Here, g is assumed
to be a generator under modulo p, that is, it satisfies gn =
1 (mod p) for n = p− 1 and 
= 1 for any n ∈ [p− 2].

A variant of theDLPwhere one has extra information, e.g.,
the upper bound of z, has been considered in a cryptographic
context, and it significantly reduces the classical complexity
to solve the problem [21], [22]. In this article, we assume that
no information is provided except for the DLP instance.

B. LATTICES
We provide a brief overview of the lattices used in the analy-
sis of Shor’s algorithm on the DLP. Bremner’s textbook [23]
provides a gentle introduction. The use of lattices in post-
processing to solve the DLP by Shor’s algorithm is also
discussed in [22] and [24].
For a sequence of (not necessarily independent) vectors

b1, . . . , bK ∈ Qm, the lattice spanned by them is defined by
the set

L(B) :=
{

K∑
i=1

aibi : ∀i, ai ∈ Z

}

where b1, . . . , bK are called the basis vectors. A vector in
L(B) is represented by row vectors. We use the matrix B :=

3102021 VOLUME 3, 2022
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[bT1 , . . . , bTK]
T to represent the basis in this article. In particu-

lar, we say that the lattice is full rank ifK = m and the vectors
are all independent.
A point x ∈ Qm is called a lattice point if x ∈ L(B). Many

useful lattice algorithms take a matrix representation of a
lattice basis as input. The majority of them assume that an
input basis is a set of independent vectors, though noninde-
pendent bases are occasionally used in applications. There is
an efficient algorithm for converting a nonindependent basis
to an independent basis that spans the same lattice (see [23,
Sec. 6] or [25, Sec. 2.6.4]). We assume the existence of such
an algorithm in the postprocessing of Shor’s algorithm.
For a given basis, the fundamental region is defined by

P(B) =
{

K∑
i=1

αibi : ∀i, αi ∈ [0, 1)

}

and the covolume covol(L) of a lattice is defined by the
volume of the region. Both the lattice and its fundamental
region are subsets of

span(B) :=
{

K∑
i=1

αibi : ∀i, αi ∈ R

}
.

Note that covol(L) is efficiently computable from the ba-
sis if the basis vectors are independent, since it is equal to∏K

i=1 ‖b∗i ‖, where b∗i is the ith vector in the Gram–Schmidt
basis.
The Gaussian heuristic of lattices in the context of this

article claims that for an n-dimensional full-rank lattice L and
a ball Y , the number of lattice points in Y is expected to be
vol(Y )/covol(L). We should note that the original version of
the Gaussian heuristic [26] argued for a probabilistic distri-
bution over random lattices, whereas the lattices discussed
in the postprocessing of Shor’s algorithm may not be close
enough to random. Appendix C contains experimental evi-
dence in small dimensions.
For a lattice L, its dual lattice L× is defined by the set

L× := {x ∈ span(L) : ∀v ∈ L, 〈x, v〉 ∈ Z}
where 〈x, v〉 denotes the standard Euclidean inner product.
A basis of L× is explicitly given as B(BTB)−1, where B is a
basis of the primal lattice L. It is simplified by (BT )−1 if B is
a square matrix.
For a given lattice basis B in the m-dimensional space and

a target vector y ∈ Qm, the closest vector problem (CVP)
is the computational problem to find a lattice point x ∈ L
that minimizes ‖x− y‖. Any lattice point is allowed if there
are many solutions to minimize. A similar problem is the
bounded distance decoding (BDD) problem. For a problem
instance (B, y) and a bound ρ > 0, the goal is to find all
the lattice points x ∈ L such that ‖x− y‖ ≤ ρ. If there is
no vector in the ball, Ballm(y, ρ), the empty symbol ⊥ is
returned. We should point out that the version of the BDD
presented above differs significantly from the standard one.

In the typical situation of the BDD, it is assumed that a unique
solution x exists.

C. OVERVIEW OF SHOR’S ALGORITHM IN OUR
FRAMEWORK
Fix a DLP instance (4) represented by I = (g, a, p) ∈ N3.
The parameters that specify the circuit size are param =
(nx, ny). They are used to define the size of the two QFTs.
Let Nx := 2nx and Ny := 2ny . nF is the size of the DLP in-
stance in bits, i.e., we set nF = �log2 p�. We assume that
nx, ny ≥ nF . Note that nx, ny > 2nF is necessary in theory;
however, the computing device we used cannot operate the
necessary number of qubits because the fidelity of quantum
operations is not high enough to getmeaningful results. Thus,
we will use smaller numbers nx, ny ≈ nF as in Table 1.
An overview of the quantum circuit for solving the DLP

is shown in Fig. 1. We do not consider the serializing imple-
mentations [13], [27] that can reduce the number of qubits in
the exponent part nx + ny to one, because our experimental
environment (see Section 5-A) does not fully support such
an implementation.
It is easy to see that the bivariate function F (x, y) :=

gxa−y mod p has two periods (p, 0) and (z, 1), where z is the
desired DLP solution. Thus, finding the periods will reveal
the solution. The circuit is designed to compute the super-
position of

∑
x,y |x, y,F (x, y)〉 over the box [0,Nx − 1]×

[0,Ny − 1] and apply the QFT for finding the periods.
The ideal state that assumes no quantum error, which

corresponds to the distribution PIdeal in our framework, is
computed as follows. The initial state |x, y〉|F〉 = |0, 0〉|1〉 is
spread by the Hadamard gates

|0, 0〉|1〉 →
Nx−1,Ny−1∑
x=0,y=0

|x, y〉|1〉 (ignoring normalization).

Then, the modular-exponentiation circuit block sets the
superposition

→
Nx−1,Ny−1∑
x=0,y=0

|x, y〉|gxa−y mod p〉.

Finally, by applying the QFT circuit block over |x〉 and |y〉,
the state to be measured is

−→
Nx−1,Ny−1∑
x=0,y=0

Nx−1,Ny−1∑
k,�

e
2π i·

(
kx
Nx
+ �y
Ny

)
|k, �〉|gxa−y mod p〉.

(5)
An observed bit string s is represented as a pair (k, �) of

integers within the box [0, 0]× [Nx − 1,Ny − 1]. It is also
interpreted as the point in [0, 1)× [0, 1)

p := (p, r) =
(
k

Nx
,

�

Ny

)
. (6)
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1) COMPUTATIONAL PROBLEM IN POSTPROCESSING
A postprocessing algorithm tries to generate a set of candi-
dates z1, . . . , zJ as proposed solutions to the instance I. There
could be several strategies for recovering the candidates.
Formally, the computational problem we have to consider

after the quantum observation is as follows. The detailed
derivation will be provided in Appendix A.
Problem 1: Let L be the 2-D integer lattice spanned by

(p− 1, 0) and (z, 1), where p is known and z is unknown.{(
ki
Nx

,
�i
Ny

)}
i=1,...,K

are the points from the observations,

which are (noisy) approximations of lattice points in L×.
Then, find (a suitable approximation of) z.

We remark that it is enough to assume the existence of
an algorithm that finds an approximation of z, say that the
algorithm recovers z′ s.t. |z− z′| < z/4, where the notation
| · | is considered under modulo p. With the approximated so-
lution, consider the new DLP instance (g, a · g−z′ , p), which
has a smaller solution z− z′. The approximation algorithm
returns z′′ s.t. |z− z′ − z′′| < |z− z′|/4 < z/16. Repeating
this process, we can recover the desired z.
An observed point is shifted from a lattice point by

two factors. The first is due to the finiteness of the QFT,
which is represented by a closed but difficult to analyze
formula precisely described by (14) in Appendix A. The
other is caused by noise in quantum devices. If the quan-
tum circuit works without any quantum noise, we know that
the observed points are close to lattice points with a high
probability [24], [28].

III. GENERIC FRAMEWORK AND SUCCESS
PROBABILITY
We revisit the standard procedures of computation by using
quantum devices and propose our definition of the success
of experiments and success probability. Note that our frame-
work can be applied for any NP problem besides the IFP and
the DLP, because it is based on a check for whether the given
solution candidates satisfy the problem instance.

A. THREE-STEP FRAMEWORK
Our standard procedure to solve a computational problem
using a quantum computer has the following three steps.

1) Generate a quantum circuit from a given problem in-
stance.

2) Execute the circuit on a quantum device.
3) Recover solution candidates and check.

In the NISQ era, steps 1 and 3 are assumed to be classical
(probabilistic polynomial) algorithms, which we may call
preprocessing and postprocessing, respectively. If the perfor-
mance of quantum devices improves, they can be replaced
by quantum algorithms. However, we think considering this
change is pointless for the time being, and we have left it as
an open problem for the future.
Furthermore, we assume that the quantum circuit gener-

ated in step 1 is optimized to solve the given problem instance

rather than being designed to solve generic instances of a
fixed size. Generally speaking, the classical input values for
quantum algorithms are expressed via classical choice of
quantum gates to execute, rather than being encoded in quan-
tum registers. This approach has the potential to simplify the
circuit significantly and reduce resource consumption com-
pared to a circuit designed for generic instances.
More formally, we write the algorithms using the notation

shown below.

1) CircuitGen(I,param)→ QC: It is a probabilistic al-
gorithm that for given a problem instance I and auxil-
iary information param, such as the qubit size of the
circuit, outputs a quantum circuit QC. The output can
be different each time.

2) Device(QC)→ s: Execute the circuit QC by a quan-
tum device and get a bit string s. Here, a device is con-
sidered to be either a real quantum device or a quantum
simulator on a classical computer.

3) PostProcess(s1, . . . , sK; I,param)→ Z: It is a prob-
abilistic algorithm that for given bit strings, problem
instance I, and param, outputs a set of solution candi-
dates Z = {z1, . . . , zJ} to I. Here, the numbers J,K of
solution candidates and bit strings are not fixed but are
assumed to be a polynomial of the instance size.

Let us add some remarks on the postprocessing step. The
step could be further divided into two steps: 1) modification
of bit strings; and 2) recovering a solution. The latter will
be discussed as a lattice-based algorithm in Section IV-B.
The former attempts to transform a bit string into a better
one (a simple method will be presented in Section IV-C) or
to modify a probabilistic distribution. One well-known tech-
nique for improving probability distributions is error miti-
gation [29], [30], which recovers a probabilistic distribution
from an approximated distribution of bit strings derived from
many shots and some information on the error distributions
derived from additional experiments. We do not consider
the modification of the probabilistic distribution because our
preliminary experiments using error mitigation do not signif-
icantly change the success probability. In addition, in the situ-
ation where we want to solve a large DLP instance, execution
costs mean that it will be feasible to execute only a few shots
so that we cannot estimate the distribution. Therefore, in the
cryptographic context, we only consider the modification of
bit strings.

B. DEFINING SUCCESS PROBABILITIES
Within the framework in the above section, we can define
“success” for the experiments using real devices. We start the
discussion by introducing the devices that we will compare.

1) Ideal: This outputs the bit strings from the noiseless
quantum circuit.

2) Dev: This is a real quantum device to be tested.
3) Unif: This outputs the random bit strings uniformly.
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Definition 1: Fix a postprocessing algorithm; in particular,
the number of input bit strings K is fixed. For a device X ∈
{Ideal,Dev,Unif}, we denote by PX the probability distribu-
tion over the bit strings s1, . . . , sK from K executions of the
circuit QCi = CircuitGen(I,param) on the device X . The
subscript i denotes the ith execution, where we can usually
reuse the same circuit for each execution. The probability in-
cludes the circuit generator’s random coins and superposition
in the device.
The success probability on the computational problem is

defined by the probability that the set of output candidates
contains the desired solution to I

pX := Pr [zsol ∈ PostProcess (s1, . . . , sK; I,param)] . (7)

Fixing the generator and postprocessing algorithm with
the number of input bit strings, the success probabilities
pIdeal, pDev, and pUnif are fixed.
If a program can be executed without any noise on a de-

vice, the output distribution and the success probability are
expected to be the same as the ideal. Increasing the quantum
noise of execution, pDev drops. In addition, if the bit strings
approach uniform noise, pDev approaches to pUnif. Thus, we
can expect that pUnif < pDev < pIdeal and the scaled value
s2 = (pDev − pUnif)/(pIdeal − pUnif) ∈ (0, 1) in (2) can be
used to measure the performance of devices.
Following the common strategy of the existing works that

we named the median principle (described in Section I-B),
we say that the device succeeded in solving the problem if
s2 ≥ 0.5. In other words, we can say that the device experi-
ment to solve a problem instance is a success if

pDev >
pIdeal + pUnif

2
. (8)

We observe that the above definition of success, which we
may call “the success of device experiments as a comput-
ing algorithm,” is somewhat disconnected from the crypto-
graphic context in the real world. In the cryptographic area,
an attacker can claim success if there exists a trial such
that zsol ∈ PostProcess(s1, . . . , sK; I,param) even though
superpolynomial time was wasted.
For small instances considered in the NISQ era, classical

simulations to compute the accurate value of pIdeal and pUnif
are possible, and the median principle is a good criterion for
checking whether the device performance is adequate. For
large quantum circuits, we may assume pUnif ≈ 0 since the
number of candidates is polynomial despite the search space
being exponential. For the DLP [28, Sec. 4], we can assume
the success probability pIdeal ≈ 1 for sufficiently large in-
stances. The above assumptions deduce the threshold 0.5.
It turns out that some lazy version of the median principle
for a large-scale device is smoothly connected with the exact
version.

C. SUCCESS PROBABILITY AND KL DIVERGENCE
We give an experimental motivation to use the success prob-
abilities to measure the difference between PX and PY rather

FIGURE 2. Density function from the exact simulation PIdeal and the noisy
simulation PNoisy with parameters p1 = 0.0003 and p2 = 0.003 that
output similar data. Although we might think the device works well on
first impression, the asymmetry of the KL divergence drives us to
question the results.

than the KL divergence.We simulated the probability density
functions of ideal and noisy execution for the quantum circuit
instance VI, which has the exponent widths nx = ny = 6.
Thus, each simulation of a shot generates nx + ny = 12 bits.
In this case, we set the noise parameters to have a 2-bit

gate depolarizing error p2 = 0.003 and a single-bit gate de-
polarizing error p1 = 0.1 · p2. Fig. 2 depicts a comparison
of the ideal distribution and the noisy distribution. The hor-
izontal and vertical axes represent the position of (�, k) as
determined by 12 bits from a simulation of one shot.
Although we might think the virtual noisy device works

well on first impression, the following KL divergence met-
rics show that it is questionable. The concrete values are
DKL(PIdeal,PNoisy) = 1.022 andDKL(PNoisy,PUnif) = 2.881.
Thus, PNoisy is closer to the ideal than the uniformly random,
and we can conclude that the device output is good.
On the other hand, the values of the reverse

KL divergences are DKL(PUnif,PNoisy) = 1.745 and
DKL(PNoisy,PIdeal ) = 3.305, which are evidence that the
device output is closer to the uniform than the ideal
distribution. Hence, we can obtain contradicting results to
each other.
From the result, we think that a naïve comparison of KL di-

vergence is not suitable to decide the success of experiments.
Furthermore, our goal is not only to benchmark quantum
devices but also to measure the device performance as an
accelerator for solving the DLP. This is why we proposed
using the overall success probability to determine whether
an experiment is succeed, as in (8).

IV. OUR IMPLEMENTATION
In Section II-C, we omitted the details of our modular-
exponentiation arithmetic gadgets and postprocessing algo-
rithm to generate solution candidates to Problem 1.Many im-
plementations have been proposed for their building blocks.
In this section, we give the details of our version of the
implementation used in our experiments.

A. OUR QUANTUM MODULAR-EXPONENTIATION CIRCUIT
The modular-exponentiation gadgets are the most compli-
cated part of Shor’s circuit. They are typically implemented
by a sequence of modular-multiplication operations.
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FIGURE 3. n-bit double then modular quantum circuit without any
auxiliary qubits.

Based on our understanding of the latest hardware, the
general modular-multiplication circuit, even for problems in-
volving only a few qubits, is too demanding for the latest gen-
eration of quantum machines [15]. As a result, we must con-
sider specific cases and simplify the modular-multiplication
circuit as much as possible by the following existing reports.
We used the standard binary representation of nonnegative

integers. For a state |Fn−1 · · ·F0〉 comprising n qubits, we re-
gard it as the integer F = Fn−12n−1 + · · · + F0 and denote it
as |F〉. To simplify the circuits, we exploited the fact that the
left rotate operation |Fn−1 · · ·F0〉 → |Fn−2 · · ·F0Fn−1〉 com-
putes the function F �→ 2F mod (2n − 1) [12] without using
any auxiliary qubits. A stack of these rotation circuits realizes
the modulus power function F �→ F · 2k mod (2n − 1) for
any k.
With this gadget, the controlled version of double-then-

modular operation is expressed as

|x〉|F〉 → |x〉|(1+ x)F mod (2n − 1)〉
=

{ |Fn−1 · · ·F0〉 (x = 0)
|Fn−2 · · ·F0Fn−1〉 (x = 1)

whose circuit is shown in Fig. 3.
In the modular exponentiation, we considered quantum

circuits that use only not and cnot gates and the above gad-
get. In particular, such simplified circuits meet the following
requirements: 1) p is a number of the form 2n − 1 (p should
be prime in a cryptographic context); and 2) both g2

j
mod p

for j ≥ 1 and (a−1)2k mod p for k ≥ 0 are represented by a
power of 2.
Thus, the modular-exponentiation part that computes
|x, y, 1〉 → |x, y, gxa−y mod p〉 comprises of |x, y, 1〉 →
|x, y, g · x0〉 (implemented by not and cnot gates, where
x0 is the least significant bit of x), and the controlled
double-then-modular gadgets.
An illustrative example is, for instance, 3z ≡ 4 (mod 7)

with nx = ny = 4 (instance V in Table 1). By the rela-
tions 32 ≡ 38 ≡ 2 (mod 7), 34 ≡ 4 (mod 7), 4−1 ≡ 4−4 ≡
2 (mod 7), and 4−2 ≡ 4−8 ≡ 4 (mod 7), the following cal-
culation is derived:

gxa−y mod p=3x0 · 2x1 · 4x2 · 2x3 · 2y0 · 4y1 · 2y2 · 4y3 mod 7.

Thus, the computing circuit is started by |x, 1〉 → |x, 3x0〉,
which is implemented by two cnot gates, and the other parts
are double-then-modular gadgets.

Algorithm 1: Our Postprocessing Algorithm for DLP.
Input: s1, . . . , sK : nonzero bit strings from a device.
Output: Z = {z1, . . . , zJ}: a set of solution candidates
for the DLP instance
1: Convert si to (pi, ri) for i = 1, . . . ,K
2: Construct the BDD instance (B, y, ρK ) in (9)–(11)
3: BDD(B, y, ρK )→ V = {v1, . . . , vJ}
4: if V = φ then
5: CVP(B, y)→ V = {v1}
6: end if
7: Recover solution candidates zi from vi for

i = 1, . . . , J
8: return z1, . . . , zJ

B. OUR POSTPROCESSING
Wepresent our version of a classical algorithm for recovering
candidates of z via dual lattices, whose naïve extensionwould
be useful in many situations involving Shor-type algorithms.
See, for example, [22], [24], and [31] for details on the al-
gorithm that employs primal lattices. In theoretical analysis,
we assume, as in many previous works, that there is no gate
or measurement noise during algorithm execution.
We outline the algorithm in Algorithm 1. For the input of

a sequence of bit strings s1, . . . , sK , the algorithm outputs a
set of solution candidates z1, . . . , zJ to the DLP instance. As
we described in Appendix A, the bit strings correspond to the
points {(pi, ri)}i=1,...,K , which are approximations of points
in L× ∩ [0, 1)2, where L× is the dual lattice of L spanned by
(p− 1, 0) and (z, 1) with the DLP solution z.
In addition, the lattice defined by the (K + 1)× K matrix

B :=

⎡
⎢⎢⎢⎢⎣

b1
b2
b3
...

bK+1

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣
p1 p2 · · · pK
1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

⎤
⎥⎥⎥⎥⎦ (9)

has a lattice point x =∑K+1
i=1 aibi close to the target vector

y = (r1, r2, . . . , rK ). (10)

Finding x, we can recover the DLP candidate solution z since
the combination coefficient a1 is −z. The details of the post-
processing are given in Appendix A.
Therefore, for a given point set {(pi, ri)}i=1,...,K , executing

a BDD subroutine BDD(B, y, ρK ) generates a list of vectors
v1, . . . , vJ , and the corresponding combination coefficients
derive the candidate set z1, . . . , zJ . The parameters in the
BDD subroutine are B and y, which are defined above. The
remainder of this section is concerned with the selection of
the searching radius ρK .

We need to set the radius so that the overall success prob-
ability is sufficiently high while keeping the computing time
feasible. In other words, we need to keep the number of
lattice points in BallK (y, ρK ) small, namely, O(K).
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To bound the number, the Gaussian heuristic assumption
provides us a good estimate in general. The assumption
claims that the number of lattice points in BallK ( y, ρK ) is
average about one if we set

ρK = VK (1) 1
K covol(B)

1
K = 2−nx/K�(K/2+ 1)1/K · π− 1

2 .

(11)
For details of the derivation, see Appendix C. Although
we basically followed Ekerå’s theory [28] to implement our
postprocessing, we have found two issues to modify whose
details are postponed to Appendixes B and C.
The first issue is the determinant computation of the lattice

B. In the lattice application, a lattice basis is usually given by
a triangular matrix for the simplicity of determinant analysis.
In our situation, the lattice is represented by a (K + 1)× K
matrix as in (9). An auxiliary column c = (τ, 0, . . . , 0)T on
the left of B is commonly used to analyze such bases, where
τ is a parameter to be optimized. Because the dimension
has been changed, it may cause some theoretical issues. In
Theorem 1 of Appendix B, we provide a theoretical analysis
of covol(B). This is appropriate for our situation, in which
experiments to solve the DLP are carried out using small-
dimensional lattices.
The second issue concerns the number of lattice points

within Ball(y, ρK ). We experimentally find that an exponen-
tial number of lattice points is contained in the ball (see
Appendix C). This result shows that the DLP lattices are not
close to the level of randomness required to use the Gaussian
heuristic. Thus, we should work in low dimensions, such as
K + 1 ≤ 10, to limit the number of found vectors. Unfortu-
nately, to the best of our knowledge, a method for setting the
radius in a large dimension is unknown.
In small dimensions, the number of lattice points within

the ball has a nonnegligible variance. We experimentally
discovered that there is a nonnegligible number of trials, in
which there is no lattice point within BallK (y, ρK ). In this
case, we add the execution of the CVP oracle that finds
the closest lattice point to y and recovers a solution candi-
date from it. Algorithm 1 describes the postprocessing al-
gorithm. We can easily check the candidates by computing
gzi (mod p). We declare the success of the experiment when
one of the candidates passes the check. Otherwise, the exper-
iment is declared failed and we try with a new set of inputs.

C. SELECTION AND MODIFICATION OF BIT STRINGS
In our preliminary experiments, we found that a naïve ex-
ecution of Algorithm 1 sometimes fails to find the desired
DLP solution from device outputs. To increase the success
probability, we propose two methods to select and modify
the bit strings from the devices.
The first method is to remove the zeros from the set. The

zero vector pi = (0, 0), derived from the zero bit string, is
useless because the zero vector is always a point in the dual
lattice L×. As a result, it provides no information, so we
can remove vectors representing points near (0, 0) from the

Algorithm 2:Our Bit String Modification Algorithm for
the DLP.
Input: s: a bit string from a device
Output: (p,′ r′): modified vector
1: Convert s to p = (p, r) as in (6)
2: if p is sufficiently close to a point in Sp in (12) then
3: return p
4: end if
5: for all pi = (p,′ r′) is from the ith bit flip of s do
6: if pi is sufficiently close to a point in Sp then
7: C← C ∪ {pi}
8: end if
9: end for
10: ifC = φ then
11: return ⊥
12: else
13: Choose randomly p fromC
14: return p
15: end if

postprocessing algorithm’s inputs. Because the numbers con-
sidered in our experiments are very small, we removed only
the zero vectors, whereas other vectors near the origin should
also be removed in the case of large DLP instances.
The second method is using the properties of distributions

after applying theQFT. Since L× is spanned by two vectors in
the matrixD (see Appendix A for details), any points in L× ∩
[0, 1)2 from any DLP instance considered under modulo p
must be in the set

Sp = {(0, 0)} ∪
{

1

p− 1
(c1, c2) :

c1 = 1, . . . , p− 2
c2 = 0, . . . , p− 2

}
.

(12)
Thus, if the converted point p′ = (p,′ r′) is not very close

to a point in Sp, errors during the quantum computation or
measurement are expected to be occurred.We simply assume
that the errors are bit flips at themeasurement and canmodify
an output by checking that all the candidates of bit strings that
are small fraction of bits are flipped.
We emphasize that determining whether a vector is close

to a point in Sp can be done quickly and without using any
DLP solution information. Furthermore, unlike error mitiga-
tion techniques, it does not make use of any information from
the probability distribution.
For a bit string containing errors, we can try all the 1-bit

flips to ensure that the corresponding vectors are on the cor-
rect points. If all of the trials fail, we reject the bit string and
try all the 2-bit, 3-bit, and so on flips if necessary. In our
experiments, we try every single 1-bit flip.
Therefore, we modify the bit strings from devices as in

Algorithm 2. Note that we use the criteria p ∈ Sp and pi ∈ Sp
exactly to check the conditions in steps 2 and 6, respectively,
in our experiments.
Using the above two modification methods in Step 1 in

Algorithm 1, each input bit string is translated to a modified
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FIGURE 4. Connectivity of ibm_kawasaki.

FIGURE 5. Our abstract circuit of instance I.

point (pi, ri) or rejected sample⊥. We replace⊥ with a new
modified sample from a device and move to step 2 after all
the points have been processed.

V. EXPERIMENTS IN IBM QUANTUM
This section provides experimental results on a real super-
conducting quantum computer. For Shor’s quantum circuits
to solve selected instances of DLP, we measured probability
distributions and success probabilities.

A. EXPERIMENTAL ENVIRONMENT
First, we explain the target DLP instances and the conditions
of the experiments. The experiments were performed on the
IBM Quantum device ibm_kawasaki, which has the con-
nectivity of qubits shown in Fig. 4.
The circuit of instance I assuming full connectivity is

shown in Fig. 5 as an illustrative example. On the other hand,
current superconducting quantum computers do not have full
connectivity. Thus, we have to embed the circuit by fitting it
the topology of the target quantum device. The performance
loss should be as small as possible.
There are many methods to measure the loss. We tried

to reduce the total number of cnot (cx) gates, which is
expected to be equal to increase the total performance be-
cause the fidelity of cnot gate is lower than single gate in
IBM Quantum devices. Such circuit-to-circuit translation is
performed by thetranspile command inQiskit [32]. This
command returns a variety of feasible circuits since it uses a
random number in its optimizing subroutine. We set the seed
of random number generator as the input of the transpile

TABLE 2. Experiments Conducted on ibm_kawasaki

command, so that we can generate many circuits and take the
circuit whose number of cnot gates is minimum. We also
set the options so that the output circuit consists of the gate
set [“cx,” “id,” “rz,” “sx,” “x”] and optimization level 3.
Fig. 6 shows the circuit of instance I used in our experiments.
The circuits of instances II and III, which are used in our

experiments, are shown in Fig. E1 in Appendix E. As we
explained in the next section, experiments using both the in-
stances are not succeeded because their success probabilities
do not meet the level of threshold values. Instances IV–VI are
not executed because they are clearly more complicated than
instances II and III, and the success probabilities are very
lower than the thresholds.
The summary of the experimental environment is shown

in Table 2. One execution consists of 8192 shots and mea-
surements, and one experiment consists of 100 repeats of
execution to evaluate the statistical variance. Totally, we have
819 200 bit strings for each instance.

B. RESULTS FROM REAL QUANTUM DEVICES
We compare the output distribution by which we denote
PKawasaki and the ideal distribution PIdeal. Fig. 7 shows the
comparison among the probability distributions of instances
I–III.
From the graph, clearly, instance I is solved. In fact, using

our postprocessing algorithm (see Section IV-B) on instance
I, the success probability is always higher than 99.9% for
K = 2, . . . , 20. On the other hand, in instances II and III,
although the exact peaks of PKawasaki and PIdeal are close to
each other, there are some other peaks that are not expected,
such as 00100. Therefore, in the next section, we discuss the
effects of these peaks in postprocessing.

C. SUCCESS PROBABILITY RESULTS
To facilitate a more quantitative comparison, we checked the
success probability of the postprocessing algorithm. Fig. 8
shows the success probability of pIdeal and pUnif and the ex-
perimental success probability pKawasaki (i.e., the probability
that the return ofAlgorithm 1 includes the correct solution) of
instances II and III, using 819 200 samples from the device.
We compared the probabilities without bit string modifica-
tion in both the cases, as described in Section IV-C.
Fig. 8 depicts a summary of the results. The success proba-

bility from the ideal distribution is almost 1, and the threshold
values are computed by (1+ pUnif)/2. Unfortunately, the
success probabilities of the device outputs are lower than that
of the uniform. This can be expressed as follows. In instances
II and III, the DLP has the solution z = 1 and the vectors that
span the dual lattice are (0,1) and (1/2, 1/2). Thus, (p, r) =
(0, 0) and (1/2, 1/2) from the bit string s0 = 00000 and
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FIGURE 6. Compiled circuit of instance I after optimization by the transpile command with optimization level 3.

FIGURE 7. Probability distribution of ideal output and IBM Quantum
real device output. From the top, the experimenting circuits are I, II, and
III in Table 1. In instances II and III, the values are cut at 0.2 and the
ideal probabilities are all 0.5.

s1 = 10100 in instance II are the points observed under
ideal conditions. On the other hand, noise bit strings s2 =
00100 and s3 = 10000 are frequently observed in experi-
ments. In particular s2 corresponds to (p, r) = (1/2, 0) and
the solution z = 0 that the postprocessing algorithm makes
mistake. We think the reason why the error bit sequence s2
is higher than the correct solutions (s0 = 00000 and s1) is

FIGURE 8. Experiment success probabilities using our postprocessing
algorithm (see Algorithm 1). The top and bottom are on instances II and
III, respectively. Note that this result is before using our bit modification
algorithm, whose detail and result are explained in Sections V-D and
IV-C. Here, K is the number of used bit strings sampled from the set of
bit strings generated by the IBM Quantum device.

a concentration of error since the Hamming distance relation
dH (s0, s2) = dH (s1, s2) = 1.

D. RESULTS AFTER 1-BIT MODIFICATION
To obtain better results, we apply our procedure to modify
the bits introduced in Section IV-C. We also apply the mod-
ification for the uniform output for a fair comparison. The
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FIGURE 9. Experimented success probabilities of our postprocessing
algorithm with modified bit string.

probability distribution of the device output before and after
modification is supplied in Appendix D.
Fig. 9 shows the comparison of success probabilities. We

can see that the device probabilities have increased, as have
the thresholds. The success probabilities of device outputs
are still lower than the thresholds. We emphasize that in
instance III, the probabilities of the device become higher
than the uniform. As a result, it appears that if noise levels
are reduced, there is a chance of success. In the following
section, we will discuss how much noise we need to reduce
through simulation.

VI. IMPLICATIONS FOR REQUIRED NOISE REDUCTION
As we can see in the above section, the problem level that
the latest quantum devices can solve is between instances I
and II. This section provides the results of our simulation of
noisy devices to discuss the near future of the DLP and the
IFP against quantum devices.
Noise in the real quantum devices is represented by many

parameters. To simplify the discussion, we represent the
noise by one real number p2 that indicates the 2-bit gate
depolarizing error.

FIGURE 10. Comparison of success probabilities. The yellow line is the
probability of random bits with 1-bit modification. Because the success
probability of the ideal output is 1, the threshold (red dotted line) is
computed by (pUnif + 1)/2. The orange line is the probability of the real
Kawasaki device, which matches the purple dot line of simulation with
p2 = 0.07. To claim success, it is necessary to reduce the noise level to
p2 = 0.04.

TABLE 3. Summary of Necessary Noise Level (as of p2 in Simulation) for
the Instances Under Consideration

The #cx row is the same as the #cxmin row
in Table I. pmod and pnomod are necessary p2
to claim success when 1-bit modification is
used and unused, respectively.

We simulated the circuit of instance III, setting 1-bit and
2-bit gate depolarizing errors to 0.1 · p2 and p2, respectively.
Fig. 10 shows the success probabilities. Since the success
probability of random bits with 1-bit modification is about
0.55, the threshold (red dot line) is about 0.8. On the other
hand, the success probability of Kawasaki output with 1-bit
modification is about 0.6, which does not meet the thresh-
old. The success probability graph is comparable to that of
our simulation with p2 = 0.07. It is necessary to achieve
p2 = 0.04 to obtain a success experiment. We remark that
p2 = 0.07 does not match the claimed cnot gate error rate
reported for ibm_kawasaki [33], because we tried to rep-
resent the complex effect of diverse errors in the real device
by using a single value. From the ratio of p2, we think that it is
necessary to halve the noise to claim success for experiments
on instance III.
We also simulated the circuits in Table 1 to find the noise

levels we need to achieve to claim success. The results are
summarized in Table 3 and Fig. 11. pmod and pnomod are the
maximum of p2 to claim success when 1-bit modification is
used and unused, respectively. Here, we declare success if
one of the success probabilities of postprocessing for K =
2, . . . , 10 is higher than the threshold.
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FIGURE 11. Comparison between #cx and the necessary noise level p2.
The blue circles and red triangles are the results with bit string after and
before modification, respectively. The points from instances II–V all fit on
the line 1/#cx. The horizontal dotted line is p2 = 0.07, the noise level as
of 2021.

The values on instances II and III look the same, whereas
the details are different. The size of the QFTs is one of the
differences. Based on the experimental results, we discov-
ered that increasing the QFT size results in increased noise
resiliency. In these cases, it appears that the noise increase
caused by the number of gates and the resiliency from the
QFT size are balanced.
For instances IV and V, the values pmod and pnomod are the

same because the modification algorithm (see Algorithm 2)
has very small effects on the inputs. Since both the instances
are from the DLP instance with p = 6, the set of legitimate
points Sp defined by (12) contains 31 points and the number
of corresponding legitimate bit strings is inherently greater
than 31. On the other hand, the possible number of output bit
strings is 2nx+ny = 64 and 256 for instances IV andV, respec-
tively. Thus, most outputs are regarded as legitimate such that
the true condition is satisfied in step 2 in Algorithm 2.
Fig. 11 shows the log plot of #cx and the probability. We

can see that the values of instances II–V are on the line 1/x.
This explains the weakness of the circuits against noise. If
any one of the cnot gates has an error, the whole computa-
tion fails.
Future prediction: IBM provides the history of averaged

cnot gate error rates [7] over the past five years. The rate
continues to decrease, falling by roughly half every year. We
can predict when the DLP instances will be solved if the
total noise level of real quantum devices continues to de-
crease at the same rate. As previously stated, the IBM Quan-
tum (ibm_kawasaki) released in 2021 corresponds to the
noise level p2 = 0.07, which we use to simulate cnot and
single-gate errors. To solve instances II and III, p2 = 0.04
is required. If the current trend continues, we would expect
these instances to be solved by a quantum device released in
2022. In addition, in 2025, the noise level will reach about

TABLE 4. Summary of Quantum Circuits for the Proof of Concept of
Shor’s Factoring Algorithm

p2 = 0.07 · 2−4 = 0.004375 and instances IV and V are ex-
pected to be solved.
We also give a prediction on Shor’s factoring algorithm

based on the number of cnot gates and a slightly speculative
assumption

p2 ≈ 1/#cx (13)

because we have never discussed enough lattice-based post-
processing algorithms and bit string modification for integer
factoring.
Table 4 summarizes the factoring quantum circuits that

were considered. Similar to the DLP circuits, we implement
them using Qiskit and compile them using the tran-
spile() function with 100 different seeds for the random
portions of compilation. The columns #cxmin and #cx avg
represent the minimum and average of #cx of transpiled
circuits.
The factoring circuits considered here are textbook proof-

of-concept circuits. That is, they are simplified by using
the properties of ax mod N. For example, the second line
instance 15B is simplified by using the fact 2x mod 15 ∈
{1, 2, 4, 8} and 24 mod 15 = 1. The third line, instance 21A,
is from the circuit by Amico et al. [13]. The details of the
factoring circuits considered are described in Appendix F.
From the viewpoint of #cx, 15A, 15B, and 21A are two

to three times harder than the DLP instances II and III.
Under our assumption, when p2 = 0.07× 2−3 = 0.00875
is achieved in 2024, 15A and 15B may be solved since
1/#cx = 0.01 and 0.0116, respectively. The instance 21A
has a chance to be solved since 1/#cx = 0.00794. On the
other hand, to solve the larger instance 21B, we have to wait
for the machines to progress until 2026.
This near-term prediction also explains why the existing

reports on successful integer factoring over the past 20 years
(see[14]–[34]) use oversimplified circuits (and subcircuits)
and yet only factor 15 and 21. Current error rates are not
good enough to execute the canonical proof-of-concept cir-
cuits for factoring 15, which require hundreds of cnot gates.
Achieving this first step will take several years. We predict
that larger instances will be solved constantly after the first
report of complete execution of factoring 15 or 21 including
postprocessing because the growth rate of the number of
gates is polynomial in logN of the number N being factored.
We expect that new reports of factoring numbers greater than
35 will be published frequently after 2025.
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VII. DISCUSSION
We reported our experiments on the DLP executed on an
IBM Quantum device. The entire performance of the latest
quantum device against the DLP, including the postprocess-
ing algorithm, is very limited. Such a device can solve the
smaller 2-bit instance 2z ≡ 1 (mod 3) (instance I in Table 1)
in the sense of the median principle on the success probabil-
ity. On the other hand, it might require a reduction of the
noise by half to solve the larger instance 2z ≡ 2 (mod 3)
(instances II and III in Table 1).
We have predicted that the 3-bit DLPs considered in Ta-

ble 1 and the factoring instances in Table 4 will be solved
around 2025. On the other hand, solving 4-bit or larger in-
stances seem to necessitate the use of a device with QEC. The
importance of noise reduction has been known since the early
days of Shor’s algorithm [35]. Here, we provide quantitative
support by (13) for that consensus.
Threatening RSA-2048: The growing speed of device per-

formance under the assumption from the history of device
noises and (13) is notable. Assuming that the executable
number of cnot gates with negligible errors doubles ev-
ery year, it can be expected that a quantum circuit with
millions of gates can be executed in the coming decades.
The estimate of Gidney and Ekerå [36, Table 1] claims that
about 2.7× 109 logical Toffoli gates are required to factor
RSA-2048. Assuming that one Toffoli gate is implemented
using five cnot gates and several single qubit gates, about
1.35× 1010 ≈ 234 cnot gates are necessary to implement
the circuit. As a result, it can be expected that a quantum
device that threatens integer factoring-based cryptosystems
will be developed in the next 30–40 years.
This prediction backs up previous reports predicting that

the time of compromise RSA-2048 will also arrive in the
coming decades. Sevilla and Riedel [37] make a prediction
based on the assumption of exponential progress of physical
qubits and gate fidelity, claiming that this is an optimistic sce-
nario. Their prediction is based on their quantifier of quantum
devices that they named generalized logical qubits. They
predicted that a superconducting quantum device capable of
solving RSA-2048 (using 4100 qubits) would be available
in the early 2050s, rather than before 2039. This is more
optimistic than expert opinions [38], [39] published in 2019
and updated in 2020. Mosca and Piani [38], [39] say that
90% of experts predict that there is 50% or greater chance
of a quantum device that can break RSA-2048 in 24 h being
released in the next 20 years.
In addition, our method also shares the difficulty of early

prediction of emerging technologies. That is, the predictions
on RSA in the above assumed the exponential growth of
some performance values at a glance from historical values.
Owing to the small number of data points, the evidence sup-
porting our assumptions is not very strong, and we need to
refine the predictions by taking account into the progress of
quantum devices and experiments over the next few years.
We also remark that our prediction method is slightly dif-

ferent from the typical methods in cryptographic research.

To predict threats to RSA and DSA in future, cryptogra-
phers typically have used “bit lengths of cryptosystems,”
represented by the bit lengths of numbers to be factored
in RSA and the modulus in DSA, to measure the security
of cryptosystems. However, this strategy cannot be applied
simply to the situation of quantum computing. Despite the
advances in technology, the known claimed successful fac-
toring experiments using Shor’s circuit on real quantum com-
puters have only been for the values 15 and 21 over a span
of 20 years [14]–[34]. Thus, it is difficult to predict the time
of compromise RSA-2048 from only previous experiments.
Therefore, another predicting method was needed, leading us
to the present analysis.
Technical future work: Our experiments in this article

employ the standard approach to constructing the circuits.
To increase the success probability, several techniques can
be applied.
In addition to the simplification of modular-

exponentiation circuits, an approximate QFT can also
be used [40], [41]. The approximation, or omitting rotation
gates of very small angles in particular, can reduce the
number of gates and required total noise levels, at the
expense of accuracy. Balancing the hardware noise and
its inaccuracy is a problem that we hope to address in the
near-future.
QEC is under continuing development. Once imple-

mented, it can also significantly reduce the noise level. How-
ever, with short code distances and limited distillation ca-
pabilities for the magic states needed for the fault-tolerant
implementation of Toffoli gates, early fault-tolerant systems
will still have residual (post-QEC, post-FT) error rates that
must be handled using techniques similar to those described
in this article, rather than assuming that logical gates are
perfect. It will be interesting to see how the noise level trend
changes as QEC and fault-tolerant techniques are applied to
actual algorithm execution [4], [42].
The postprocessing algorithm is also a work in progress,

with room for continued improvement. Based on the set
Sp of valid bit strings, we proposed a simple bit modifica-
tion algorithm. Other methods should be considered. Out-
puts with low levels of noise, in particular, can aid in the
recovery of the correct solution in some security-related
problems [43].

APPENDIX A
BACKGROUND THEORY OF OUR POSTPROCESSING
This section provides a framework for deriving the computa-
tional problem (see Problem 1), which is implicitly described
in several previous works [22], [31], [44]. We begin by ex-
plaining why the noiseless execution of Shor’s circuit (see
Fig. 1) produces a point close to a lattice point.
We regroup (5) by the value of F = gxa−y mod p as

Nx−1,Ny−1∑
k,�

p−1∑
F=0

Nx−1,Ny−1∑
x=0,y=0

gxa−y mod p=F

e
2π i·

(
kx
Nx
+ �y
Ny

)
|k, �〉|F〉.
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Thus, the probability that we observe |k, �〉 is

p−1∑
F=0

∣∣∣∣∣∣∣∣
Nx−1,Ny−1∑
x=0,y=0

gxa−y mod p=F

e
2π i·

(
kx
Nx
+ �y
Ny

)
∣∣∣∣∣∣∣∣

2

(14)

up to the normalization constant. To the best of our knowl-
edge, there is no closed simple formula to compute or ap-
proximate this.
However, if there exists a pair (k, �) and a constant ck,�,F

satisfying the following conditions: 1) the constant does
not depend on x and y and 2) for any (x, y) satisfying
gxa−y mod p = F , the constant satisfies

kx

Nx
+ �y

Ny
− ck,�,F mod 1 ≈ 0.

Then, the probability factor | · |2 in (14) is high for the pair.
Here, mod 1 transforms a real number to a number within the
range (−0.5, 0.5]. In other words, the above (k, �) satisfies
that for any pairs (x, y), (x,′ y′) satisfying gxa−y mod p =
gx
′
a−y′ mod p, we have(

kx

Nx
+ �y

Ny

)
−

(
kx′

Nx
+ �y′

Ny

)
mod 1

=
(
k

Nx
,

�

Ny

)
· (x− x,′ y− y′) mod 1 ≈ 0.

This condition can be interpreted using the terminology
of lattices. Since the function gxa−y mod p have two periods
(z, 1) and (p, 0), the above ( kNx ,

�
Ny
) satisfies(

k

Nx
,

�

Ny

)
· (x, y) ≈ Z

for all the lattice point (x, y) ∈ L ∩ [0,Nx − 1]× [0,Ny −
1], where the lattice L(B) is spanned by (z, 1) and (p, 0).
Thus, we can expect that ( kNx ,

�
Ny
) is an approximation of

a point in L× ∩ [0, 1)2 if the observed pair has no quantum
errors.
We explain the derivation of an instance (B, y, ρ) of the

BDD problem and how the solution implies the desired DLP
solution z. The matrix representation of B and its dual D are
given as

B =
[
p− 1 0
z 1

]
and D = 1

p− 1

[
1 −z
0 p− 1

]
.

Suppose that we carry outK shots on a quantum device and
have bit strings s1, . . . , sK . In addition, we let the ith point
interpreted from the ith vector as

pi := (pi, ri) =
(
ki
Nx

,
�i

Ny

)
. (15)

There exists a short error vector (εi, ηi) so that (pi +
εi, ri + ηi) ∈ L×. Decomposing into coordinates, for each
measurement, there exists integers ai and bi, and they satisfy

pi = ai
p− 1

− εi and ri = −aiz
p− 1

+ bi + ηi.

Therefore, erasing ai, we obtain the fundamental relation

z · pi + ri − bi = −z · εi + ηi. (16)

Revealing z from given sequence of pi and ri is the compu-
tational problem (see Problem 1) that we have to solve. One
straightforward way is a procedure that calls a BDD oracle.
Consider the BDD instance given by the (K + 1)× K matrix

B :=

⎡
⎢⎢⎢⎢⎣

b1
b2
b3
...

bK+1

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣
p1 p2 · · · pK
1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

⎤
⎥⎥⎥⎥⎦ (17)

the target vector

y = (r1, r2, . . . , rK ) , (18)

and the radius ρ to be optimized. To find suitable ρ, a refined
determinant analysis is necessary, which we will describe in
Appendix B.
We can see that there exists x ∈ L close to y satisfying

y− x = (−zε1 + η1,−zε2 + η2, . . . ,−zεK + ηK ) . (19)

We explain how to recover z. We first remark that find-
ing the combination coefficient ai of the lattice vector x =∑K+1

i=1 aibi, z is easily recovered since z = −a1. Our im-
plementation via lattice algorithms is slightly technical as
follows.
The first operation is to transform the lattice basis (9) to

its full-rank form since a BDD subroutine typically takes a
full-rank matrix basis as its input. For instance, there is an
efficient algorithm (see, e.g., [23, Sec. 6] or [25, Sec. 2.6.4])
that outputs a pair of a matrixU and a square basis matrix B′
so that satisfies

B′ :=

⎡
⎢⎢⎢⎢⎢⎣

b′1
b′2
b′3
...
b′K

⎤
⎥⎥⎥⎥⎥⎦

= UB =

⎡
⎢⎣
u1,1 u1,2 · · · u1,K+1
...

...
. . .

...
uK,1 uK,2 · · · uK,K+1

⎤
⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

b1
b2
b3
...

bK+1

⎤
⎥⎥⎥⎥⎥⎦ .

In particular, each b′j is expressed as
∑K+1

i=1 u j,ibi.
Then, a BDD subroutine with the input (B,′ y, ρ) returns

a set of lattice vectors. Let x =∑K
j=1 c jb′j be a vector in the

set. Here, a typical BDD subroutine returns its combination
coefficients c j. If not, we can easily compute them by simple
matrix multiplication. By the relation

K∑
j=1

c jb
′
j =

K∑
j=1

c j

K+1∑
i=1

u j,ibi
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the coefficient of b1 is
∑K

j=1 c ju j,1 and it is −z, the negative
of the desired DLP solution candidate.

APPENDIX B
REFINED DETERMINANT ANALYSIS
This section gives our refined theoretical analysis of the co-
volume of the lattice defined by (9), which is used in our
BDD implementation in relatively small dimensions. The
technique is generally called the point-counting method, and
we apply it to the dual lattice of B.
Theorem 1: Let B be the matrix of the form (9). In particu-

lar, assume that all pi are fractions of the form ai/2mi , where
ai is odd integer or zero. For pi = 0, we set ai = mi = 0.
Then, the covolume of the lattice spanned by the rows of B
is

covol(B) = 2−mj

where mj is the maximum of all mis.
Proof: Let w = (w1, . . . ,wK ) be a vector in the dual lat-

tice and consider the condition the vector must satisfy. By the
definition of dual lattice, 〈w, bi〉 ∈ Z for all i = 1, . . . ,K +
1. Thus, w must be an integer vector by the condition for
i = 2, . . . ,K + 1. Consider the condition that for i = 1, we
have

K∑
�=1,� 
= j

w� · a�

2m�
+ w j ·

a j
2mj
∈ Z.

After fixing all w� except for w j, there exists just one w j in
2mj integers, so that the inner product is an integer. Thus, we
have vol(D) = 2mj and vol(B) = vol(D)−1 = 2−mj . �

In our situation, maxmi = nx (QFT size) holds with high
probability since pi = ai/2nx are considered as random num-
bers from the observations.

APPENDIX C
SELECTING RADII IN BDD
Computing the lattice covolume, one can try to set the search-
ing radius ρ in the BDD subroutine so that the computa-
tional time of postprocessing is feasible. The number of lat-
tice points in the ball, BallK (y, ρ), should be small, for this
purpose, i.e., bounded by some constant or subpolynomial
function of the lattice dimension. As a result, determining
a relationship between the number of lattice points and the
radius is crucial. In typical situations, the Gaussian heuris-
tic plays an important role. However, we discover that the
heuristic does not hold in our DLP situation, posing a new
unsolved problem.
The Gaussian heuristic says that there exists approxi-

mately vol(BallK )/covol(L) lattice points in the intersection
BallK ∩ L for a K-dimensional full-rank lattice. In our situa-
tion, the number can be computed as

vol (BallK (y, ρ))
covol(L)

= 2nx · πK/2 · ρK
�(K/2+ 1)

.

FIGURE 12. Averaged numbers of vectors within the ball, BallK (y, ρ),
where y is set from the DLP (red) and set randomly (blue). The radius ρ is
set by (20) so that the average number is expected to be 1.

Thus, setting the radius ρ′K = N1/K · ρK , where

ρK = 2−nx/K�(K/2+ 1)1/Kπ−
1
2 (20)

the expected number of lattice points is about N.
Ekerå’s [28, Sec. 5.2.1] estimation compares the above

radius and an asymptotic upper bound �K to ‖y− x‖ in the
K-dimensional space. Then, estimate howmany samplesK is
required so that the lattice-based postprocessing can be com-
pleted in a reasonable amount of time. However, based on
our preliminary experiments, we discovered that the strategy
needs to be modified.
We simulated noiseless quantum computation and sample

many bit strings for the DLP instance V. We generate 10 000
sets of BDD instances defined by (9) and (10) for each di-
mension K and count the number of lattice points within
BallK (y, ρ), where ρ is defined by (20), corresponding to
N = 1. For the control, we also count the number of lattice
points when the target point y is randomly generated from
[0, 1)K . The result is depicted in Fig. 12. We can see that
the number in the ball grows exponentially in the DLP case,
while the random case keeps about 1.
Hence, we think that we cannot use the Gaussian heuris-

tic simply in the postprocessing of Shor’s algorithm for the
DLP. Either lattices or target vectors are not random. The
reason can be explained as follows. Suppose that there exists
a lattice vector x in the ball. Then, the neighborhood lattice
vectors x± ei ± e j ± · · · are very likely in the ball where
ei = (0, . . . , 0, 1, 0, . . . , 0) is the unit vector. As a result,
we believe that using the Gaussian heuristic to set the BDD
radius is not a good strategy in this situation. How to set the
searching radius or searching space for large K should be an
open problem. This is why, in the main section, we propose
using postprocessing with small K.
We remark that another setting method by using the cov-

ering radius could be considered, but may not be very useful.
The covering radius of a lattice L is defined by the minimum
radius c of the ball so that the set∩x∈LBallK (x, c) = span(L).
In other words, the BDD instance (B, y, c) has always a
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TABLE 5. Summary of 1 Bit Modification (Algorithm 2) on Instance II

solution for any y ∈ span(L) if c is greater than the radius.
Thus, setting ρK by some upper bound of the covering radius,
the return of BDD subroutine is always not empty. However,
there could find an exponential number of lattice points even
for K = 2. Let us consider the following extreme situation
with K = 2, p1,1 = N−1x , and p2,k = 0. The covering radius

of the lattice is c = 1
2

√
1+ N−2x , which is achieved by the

target vector y = (0, 0.5). On the other hand, for the target
vector y = (0, 0), the ball of radius c contains an exponential
number of lattice points. Thus, we decided to keep using the
simple radius from the Gaussian heuristic and use an extra
CVP subroutine if the BDD subroutine returns the empty set.

APPENDIX D
DEVICE PROBABILITIES AFTER 1-BIT MODIFICATION
This section gives supporting materials of Section V-D. We
give a detailed example of our modification algorithm and
probability distribution results of the ibm_kawasaki de-
vice and the distribution after the 1-bit modification on in-
stances II and III.
Since both instances II and III consider the DLP instance

of p = 3, the set of legitimate points is

S3 = {(0, 0), (0.5, 0), (0.5, 0.5)}.
The corresponding bit strings are 00000, 00100, and
10100 in instance II and 000000, 000100, and 100100
in instance III, respectively. We should explain the bit string
b0b1b2b3b4 from the Qiskit output is interpreted as (k, �) =
(4b2 + 2b3 + b4, 2b0 + b1) in instance II. In addition, the bit
string b0b1b2b3b4b5 in instance III is interpreted as (k, �) =
(4b3 + 2b4 + b5, 4b0 + 2b1 + b2).
Table 5 shows the summary of 1-bit modification for an

instance with p = 3. For instance II, its ideal distribution
takes (0,0) and (0.5,0.5) with probabilities 0.5, which cor-
respond to the bit strings 00000 and 10100. The device
frequently outputs bit strings that are modified to incorrect
bit string 00100, and we can see that the probabilities of
10100 (correct) and 00100 are very close to each other.
This is one reason why the experiment failed.
Fig. 13 shows the probability distribution before and

after modification of the ibm_kawasaki device outputs.

FIGURE 13. Comparison between the probability distribution of the
ibm_kawasaki outputs and after 1-bit modification.

After the modification, we can see that instance III has
better results because the probability of the correct bit string
(100100) is higher than the other (000100), and this
explains the difference in success probabilities (see Figs. 8
and 9).

APPENDIX E
CONSTRUCTION OF OUR DLP CIRCUITS
This section provides the detailed construction of the
modular-exponentiation part of the DLP circuit experi-
mented in Section V. Fig. 14 shows transpiled circuits of
instances II and III to solve the DLP instance 2z ≡ 2 (mod 3).

APPENDIX F
CONSTRUCTION OF OUR FACTORING CIRCUITS
This section provides the detailed construction of the
modular-exponentiation part of Shor’s factoring circuit con-
sidered in Table 4 for the experimental reproducibility.
We first remark that the four circuits that we considered are

proof-of-concept versions. That is, they are oversimplified by
techniques that are not scalable.
Construction of 15A: Factoring circuit with (a,N) =

(7, 15) is traditionally discussed in [34], and recently, Monz
et al. [12] and Duan et al. [45] reported experiments with
using semiclassical QFT. Our circuit (see Fig. 15) fol-
lows [34]. It computes Y = (y323 + y222 + y121 + y020) =
7x32

3+x222+x121+x020 mod 15. The gadget G0 computes 2x0 ,
and G1 computes ×4x1 mod 15 since 72 = 4 mod 15. The
computations on x2 and x3 can be omitted since 74 ≡ 78 ≡
1 (mod 15).

VOLUME 3, 2022 3102021



Engineeringuantum
Transactions onIEEE

AONO et al.: PRESENT AND FUTURE OF DISCRETE LOGARITHM PROBLEMS ON NOISY QUANTUM COMPUTERS

FIGURE 14. Our transpiled circuits of instance II (top) and III (bottom) to solve the DLP instance 2z ≡ 2 (mod 3). The last observing gates are omitted.

FIGURE 15. Modular-multiplication gadgets for a proof-of-concept
circuit of Shor’s factoring algorithm with parameters (a, N) = (7, 15) and
size of QFT is 4.

Construction of 15B: For the parameters (a,N) = (2, 15),
the size of factoring circuit can be slightly reduced by us-
ing the information that 2x mod 15 ∈ {1, 2, 4, 8}. The logi-
cal relations between Y = (y323 + y222 + y121 + y020) and
X = x12+ x0 are written as

y3 = x0 · x1, y2 = x0 · x1
y1 = x0 · x1 y0 = x0 · x1

and they are interpreted to the following formulas and the
circuit in Fig. 16:

y3 = x0 · x1
y2 = y3 ⊕ x0
y1 = y3 ⊕ x1
y0 = y1 ⊕ x0.

As the situation of a = 7, the computations on x2 and x3
can be omitted since 24 ≡ 28 ≡ 1 (mod 15).
Construction of 21A: We construct a factoring circuit

with parameters (a,N) = (2, 21) and size of QFT 3. We

FIGURE 16. Modular-multiplication gadgets for a proof-of-concept
circuit of Shor’s factoring algorithm with parameters (a, N) = (2, 15) and
size of QFT is 4. The number of CNOT gates after transpiling is slightly
reduced to the circuit of Fig. 15.

FIGURE 17. Modular-multiplication gadgets for a proof-of-concept
circuit of Shor’s factoring algorithm with parameters (a, N) = (2, 21) and
size of QFT is 3.

follow the construction of Amico et al. [13]. Our cir-
cuit to computeY = (y424 + y323 + y222 + y121 + y020) =
2x22

2+x121+x020 mod 21 is displayed in Fig. 17. In the gadget
circuit G01, it computes Y = 2x12

1+x020 by using the pre-
computed information that 2X for X = 0, 1, 2, 3 is 1, 2, 4,
and 8 respectively. This gadget is the same as circuit 15B.
Then, the next gadget computes ×24x2 mod 21. The trick
here uses the fact forY = {1, 4, 8}, the results of 16Y mod 21
and 16Y mod 63 are the same. This allows us to use the
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FIGURE 18. Modular-multiplication gadgets for a proof-of-concept
circuit of Shor’s factoring algorithm with parameters (a, N) = (2, 21) and
size of QFT is 4.

TABLE 6. Values That Are Necessary to Be Modified After the First Three
CSWAPs in G3

bit-rotation technique described in Section IV-A, which is
implemented by the first three CSWAP gates in G2. After
the CSWAP gates applied, Y = 01000 = 8 corresponding
to X = 101 = 5 is only the value to modify. The last two
CCX gates modify it to 25 mod 21 = 11.
Construction of 21B: A circuit with parameters (a,N) =

(2, 21) and size of QFT 4 is constructed by a similar method
to that of 21A. In Fig. 18, the gadgets G01 and G2 are
the same as Fig. 17. To construct the (×28x3 mod 21) =
(×4x3 mod 21) circuits, we use the equivalence between
4Y mod 21 and 4Y mod 63 forY = 1, 2, 4, 16. The first three
CSWAPs change the values ofY , as described in Table 6. The
remaining part transformsY = 2, 14 to 11 and 2, respectively
without changing other values.
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