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ABSTRACT The focus of this work is to explore the use of quantum annealing solvers for the problem of
phase unwrapping of synthetic aperture radar (SAR) images. Although solutions to this problem exist based
on network programming, these techniques do not scale well to larger sized images. Our approach involves
formulating the problem as a quadratic unconstrained binary optimization (QUBO) problem, which can
be solved on a quantum annealer. Given that present embodiments of quantum annealers remain limited
in the number of qubits they possess, we decompose the problem into a set of subproblems that can be
solved individually. These individual solutions are close to optimal up to an integer constant, with one
constant per subimage. In a second phase, these integer constants are determined as a solution to yet another
QUBO problem. This basic idea is extended to several passes, where each pass results in an image which is
subsequently decomposed to yet another set of subproblems until the resulting image can be accommodated
by the annealer at hand. Additionally, we explore improvements to the method by decomposing the original
image into overlapping subimages and ignoring the results on the overlapped (marginal) pixels. We test our
approach with a variety of software-based QUBO solvers and on a variety of images, both synthetic and real.
Additionally, we experiment using D-wave systems’ quantum annealer, the D-wave 2000Q_6 and developed
an embedding method which, for our problem, yielded improved results. Our method resulted in high quality
solutions, comparable to state-of-the-art phase-unwrapping solvers.

INDEX TERMS Interferometric synthetic aperture radar (SAR), phase unwrapping, quadratic uncon-
strained binary optimization (QUBO), quantum annealing.

I. INTRODUCTION

Two-dimensional phase unwrapping is the process of recov-
ering unambiguous phase values from a two-dimensional
array of phase values known only modulo 27 rad. The mea-
sured phase is also affected by random noise and system-
atic distortions. This problem arises when the phase is used
as a proxy indicator of a physical quantity, which is the
time delay between two signals in the case of interferomet-
ric synthetic aperture radar (InSAR) [4]. This time delay
is significant, as it is affected by the height differences of
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the illuminated target. It can thus be used to extract accu-
rate 3-D topography and reveal topographical changes that
occur over time. As the phase is observable only on a cir-
cular space, where all measured values are mapped to the
range (—m, ], the observed data must be mapped back to
the full range of real phase values to be meaningful. To
illustrate the concept, Fig. 1 shows a small wrapped syn-
thetic image, the corresponding original one (the ground
truth) and the unwrapped image obtained using an industry-
standard unwrapping method based on the TRWS algorithm
(3], [12].
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FIGURE 1. Sample of a synthetic image unwrapped using the TRWS algorithm. The color bars on the right side of the figures represent the phase value
in radian. On the left the wrapped image, ranging in value from —x to =. In the middle the ground truth image to compare against, ranging in value from

—n to 8x. On the right the unwrapped image, ranging in value from —x to 8x.

For unwrapping purposes, the sampling rate is typically
assumed to be suitable for most datasets to prevent aliasing,
that is, the absolute difference in phase between two adjacent
data points is assumed to be smaller than 7z (the Nyquist crite-
rion [2]). This phase unwrapping problem represents a class
of imaging techniques, such as InSAR, magnetic resonance
imaging, and optical interferometry.

The development of InSAR and many other applica-
tions have stimulated interest in building accurate two-
dimensional phase unwrapping algorithms. The most com-
monly used unwrapping technique is based on network pro-
gramming strategies that formulate the problem as a min-
imum cost flow (MCF) [3] problem. One of these solvers
is the sequential tree-reweighted message passing (TRWS)
algorithm [12]. However, since the InNSAR images can be
quite large—normally larger than 600 M pixels—the pro-
cess of phase unwrapping via TRWS can take a pro-
hibitively long time on a classical computer. Hence, we
explore whether a quantum computing system could be
a potential candidate for solving the phase unwrapping
problem.

Quantum computing exploits the laws of quantum me-
chanics to process information [13]. In contrast to classical
computers, which use bits to process information, quantum
computers use quantum bits, or qubits, as the basic units
of quantum information. Analogously to bits, qubits encode
state information. Qubits may be in either of the two distinct
states of |0) or |1), but they may also encode a superposi-
tion of these states, (i.e., «|0) + B|1) with complex-valued
coefficients « and B).

Quantum annealing is a quantum computing method used
to find the optimal solution to certain combinatorial opti-
mization problems [5]. This is achieved by using properties
of quantum mechanics, such as quantum tunneling, entangle-
ment, and superposition.

Quantum annealing systems are able to solve problems in
quadratic unconstrained binary optimization (QUBO) form.
Any unconstrained quadratic integer problem with bounded
integer variables can be transformed by a binary expansion
into QUBO form [7]. The phase unwrapping problem is a
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quadratic unconstrained problem by default, and it can be
mapped to a QUBO problem by simply encoding each vari-
able [e.g., k; in (6)] into a vector of binary variables.

Because of limitations in accessing actual quantum an-
nealing infrastructure, we have tested our methodology using
a variety of QUBO solvers. As we will show, the results
we obtain match the results obtained using the classical net-
work optimization method (i.e., the TRWS method), which
is considered the benchmark in addressing the unwrapping
problem.

InSAR images tend to be quite large, often exceeding 20 x
30 K, or 600-M, pixels. In the simplest problem, where each
pixel label would require one qubit, a 600-M-qubit quantum
annealer would be required; such a machine is not currently
available. To overcome the limitations of present day tech-
nology, we have developed a method, where we partition the
image and then use quantum annealing on the individual par-
titions to obtain suboptimal labeling, and then use quantum
annealing in a second phase to obtain labels that approach the
ones obtained through classical methods. We have named our
method “super-pixel decomposition.”

The concept of the superpixel decomposition can be
extended to handle bigger images by recursively partitioning
the image until the partitions fit in the quantum annealer.
Then recursively apply the second phase of the superposition
until we obtain labels that approach the global solution. We
name this method “multipass superpixel decomposition.”

The results can be further enhanced by utilizing additional
(marginal) pixels in each of the subimages processed in the
first phase of the method.

This work is an extension and refinement of the work we
presented in [11]. In this work, we are presenting the results
of the superpixel decomposition method, the single [11], and
the multipass approach. In addition, we study the effect of
the subimage size on the quality of the unwrapping. Finally,
we are examining the addition of a margin to the subimage.

The rest of the article is organized as follows: In Sec-
tion Il we provide a background, in Section III we explain our
methodology. In Sections IV-VI, we present the experimen-
tal results. Sections IV-A— C present the image databases we
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used, the metrics we employed to determine the efficacy of
the various methods and the solvers we employed including
D-waves 2000Q_6 quantum annealer. Section V presents the
experimental results of the efficacy of the superpixel method
as is affected by the noise levels and the solver chosen, while
Section VI presents the experimental results of enhancing
the superpixel methods through including marginal pixels
when processing the subimages of the superpixel method.
Section VII concludes this article.

Il. BACKGROUND
A. PHASE UNWRAPPING FORMULATION
Strictly speaking, phase unwrapping is an ill-posed problem
as the unwrapped phase array contains information that is
not available in the wrapped array. Therefore, to perform
correctly, all phase unwrapping methods rely on regulariz-
ing assumptions. The most common of these assumptions is
that the Nyquist criterion is met throughout most (but not
necessarily all) of the scene; that is, the spatial sampling rate
is assumed to be high enough that aliasing is avoided [2].

The Nyquist criterion implies that the difference between
the phases of two neighboring pixels is less than 7. The key
to phase unwrapping, therefore, lies not on directly calculat-
ing the unwrapped phase values themselves, but in estimating
these values given that the differences of the wrapped phases
are the same as those of the unwrapped phases dictated by
the Nyquist assumption.

Let ¢, ¢, and k denote the unwrapped phase, the wrapped
phase, and an integer label to be estimated, respectively. For
the phase of a pixel i, we have

¢ = ¢; + 2mk;. (D

The unwrapping problem can then be expressed as an op-
timization problem of the cost function

E(k)y= Y Wylk — ks — ay )
(s,1)€A
that is
arg max E (k) (3)

where k; are the labels that will determine the original phase
as per (1); A is the set of pixels in the SAR image; W
are weights defining the neighborhood structure; and a;; are
constants obtained from the image as per the equation

g, def Wrap (6i — ¢)) — (¢ — ¢))

Y 21

“)

where

; 0
rap () = arg (¢¥) =6 — | — |. 5
wrap (6) = arg (¢") LGJ )
Appendix A details the derivation of the cost function
shown in (2).
The optimization problem, as defined in (2), above admits
several solutions since only the difference of the labels is

VOLUME 3, 2022

used in the cost function. Labels can be increased or de-
creased by the same amount and still result in the same
minimal cost. A way to further regularize the solution is to
insist that the desirable solution involves labels that are the
smallest possible. Therefore, the cost function is augmented
with an extra term that depends on the labels themselves as
follows:

E= Y Walk—k —agl+ ) ok —al. (©)

(s,1)€A SEA

The weights Wy, ws, and the bias ag are chosen heuristi-
cally and represent ad-hoc information one may have on the
scene represented in the image; most often a; = 0.

Without loss of generality, one can also consider cost func-
tions involving quadratic expressions of the labels instead of
the more challenging absolute value ones

E= Y Wytk—k—ag)’+Y o tks—a)* (7)

(s,1)EA SEA

and in case that a; = 0, then a similar cost function is

E= Y Wylh—k—ay)?+Y okl ®

(s,)eA SEA

Although the L1-norm is preferred over the L2-norm in the
continuous case—as the L2-norm tends to spread the error
and does not result in good solutions [3]—this is not a factor
in the integer case. The most commonly used method of
solving the phase unwrapping problem (TRWS) is attributed
to Kolmogorov [12].

B. QUANTUM ANNEALING

Quantum annealing employs the quantum tunneling effect
to ensure that a system is able to escape local minima as
it traverses the state space of an energy function toward its
way to ground-state settlement. The quantum computational
systems, such as the ones by D-wave, use quantum annealing
to locate the ground-state of an artificial Ising system [9]. An
Ising Hamiltonian describes the behavior of, such a system
as

N N
H, = ZhiU,-Z + Z Jijoio; 9)
i=1 i,j=1
where h; is the energy bias for spin i; J;; is the coupling
energy between spins i and j; o is the Pauli spin matrix; and
N is the number of qubits. Quantum annealing on this sys-
tem is achieved by the gradual evolution of the Hamiltonian
system [9]

N
H@t)=T() Z Ao + A()H,). (10)
i=1

As time passes, I decreases from 1 to 0, while A in-
creases from O to 1. If the annealing is performed slowly
enough, the system stays in the ground state of H(¢) for
all times, ¢, ending up at the end of the annealing at the
ground state of H,. The Hamiltonian in (9) can be rewritten

3101420



@IEEE Transactions on,
uantumEngineering

Kelany et al.: QUANTUM ANNEALING METHODS AND EXPERIMENTAL EVALUATION TO THE PUP IN SAR IMAGING

in vector form as H(s) = s’ Js + sT h, in the form of a QUBO
problem [16].

As used in the rest of this article, the objective function is
expressed in QUBO form in scalar notation, and is defined
as follows:

Clx) = Zaixi—i-Zb,;jx,-xj (11D

i<j

where x € {0; 1}" is a vector of binary variables and {a;; b;. ;}
are real coefficients.

Before an application problem can be solved on a quantum
annealer, it must first be mapped into QUBO form. As a
first step in transforming the InSAR problem into a QUBO
problem, the k; label that is nonbinary valued must be trans-
formed into binary valued. Let k; € {0, D; — 1}, where D;
is the number of allowed values (labels) for k;. This can be
achieved by writing k; in binary. The binary transformation
restricts the number of new-valued binary variables required
to represent k;. Let d; = [log,D;] and k; = (2, X;), where the
vector Xj = [x; 4, ..., X;1, Xi,0] represents the bits of k; and
2 =24, ...,2, 1] is the vector of powers of two. Equation
(7) can be written in QUBO form as

2
E= Y Wy (Z bixis — Y bixis — ast>
i i

(s,1)eA

2
+) o (Z bixis — ax> (12)

SEA

where b; is the weighting coefficient for the binary variable
x; (b; = 2 in the case of the binary encoding).

Many problems can be formulated to take advantage of
quantum annealing, and is advantageous because it con-
verges faster than other techniques to an optimum solu-
tion [10].

Quantum annealing can be compared to simulated anneal-
ing by identifying that the temperature parameter in simu-
lated annealing performs a similar role to quantum tunneling
in quantum annealing. The temperature in simulated anneal-
ing defines the probability of moving from a single current
state to a higher energy state to escape local minima. The
assumed advantage of quantum annealing over simulated
annealing is that tunneling allows the system to directly pass
through high energy barriers without having to climb over
them.

Analytical and numerical evidence indicates that quantum
annealing can outperform simulated annealing [8]. There-
fore, quantum annealing is a good potential solver for the
InSAR phase unwrapping problem.
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C. OPTIMIZERS
As we mentioned earlier, the size of the problem does not
allow the direct use of currently available annealing infras-
tructure. Similarly, the size of the problem results in a pro-
hibitively expensive QUBO computation if we elect to per-
form a global optimization on the full scale image. Rather,
our methodology partitions the image, and QUBO solvers
are applied first on the partitions and then in a second phase
on an abstraction of the image comprised of what we call
superpixels, each one representing a partition of the original
image.

In Sections II-C1 and II-C2, we shall discuss the QUBO
solvers we have employed, and then our approach of parti-
tioning the image and the superpixel methodology.

1) CLASSICAL OPTIMIZER

a) TRWS [12]

The TRWS algorithm is used for discrete energy minimiza-
tion, where the energy function can be formulated as follows:

E(110) = fonst + 9 6 () + Y Oy (o) (13)

SEV (s,t)ee

where v corresponds to the set of pixels; x, indicates the label
of pixel s € v; ¢ corresponds to the set of edges (each edge
connects two related pixels); 65(-) is the penalty function
(i.e., a term of an unconstrained objective function added to
add some constraint to it) of unary data; and 6g(-, -) is the
penalty function of the pairwise terms. This energy func-
tion is usually derived in the context of Markov random
fields [6]. TRWS is a message-passing [15] algorithm for
finding optimal maximum a posteriori (MAP) configurations
for a Markov random field represented as a factor graph.
The algorithm is widely used in phase unwrapping problems,
where the unary penalty functions represent the unary terms
in (7), where the pixels are penalized for having large values,
while the pairwise penalty functions represent the pairwise
terms in (7), where the two pixels k; and k; are penalized for
having a difference not equal to a.

2) QUBO OPTIMIZER

a) Microsoft Quantum-Inspired Optimization (MQIO)

QIO is a classical computing method. It refers to a class
of algorithms inspired by quantum computing that are ap-
plied to solve optimization problems on traditional hardware.
Microsoft QIO supports four solvers: 1) simulated annealing,
2) parallel tempering, 3) tabu search, and 4) quantum Monte
Carlo. We are using the two solvers simulated annealing and
parallel tempering.

b) Simulated Annealing

This solver provides an implementation of the simulated an-
nealing method [14]. The solver is also one of the Microsoft
QIO solvers. Therefore, we used this solver on small images
for the same reasons mentioned above.
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FIGURE 2. Chimera architecture unit cell. The circles represent qubits,
and the edges represent couplers.

¢) Parallel Tempering

This solver is one of Microsoft’s quantum inspired optimiza-
tion (Microsoft QIO) solvers and accessible through a cloud-
client interface. However, we have limited early access to this
solver. Hence, we used it only on small images.

d) D-Wave Annealing

D-wave systems provides implementations of different quan-
tum annealing systems, starting from the D-wave one an-
nounced in 2011 [9]. We used the D-wave 2000Q_6 machine
to unwrap the InSAR subimages. The machine contains 2041
qubits. The qubits are sparsely connected in an architecture
known as a “Chimera” graph. The Chimera architecture com-
prises sets of connected unit cells. Each unit cell has two
columns of four vertical qubits that are connected via cou-
plers. All qubits in one column are connected to all qubits in
the other column. However, the qubits within a column are
not connected (see Fig. 2). Unit cells are tiled horizontally
and vertically with adjacent qubits connected. The qubits are
logically mapped into a matrix of 16 x 16 unit cells, with
eight qubits per cell. Each qubit is connected to six neigh-
bors in the Chimera topology, four connections to the other
qubits within the cell and two connections to the horizon-
tally adjacent cells (or vertically adjacent cells if the qubit
is in the left column). In theory, the Chimera architecture
comprises 16 x 16 x 8 = 2048 qubits. In practice, however,
the largest number of embeddable qubits is slightly smaller
(2041 qubits) due to missing, or faulty, qubits, an issue that
arises during manufacturing. This also results in there being
some nonexistent connections.

Solving a QUBO problem on a quantum annealer requires
embedding (mapping) each binary variable to one physical
qubit or multiple chained (connected) qubits and mapping the
quadratic coefficients of the objective function (in a QUBO
form) onto couplers. Couplers provide the connections be-
tween the qubits that form the Chimera graph as explained
previously. Couplers are “programmable,” i.e., their strength
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can be adjusted to reflect the coefficients of the cost func-
tion. D-wave uses superconducting loops to implement the
couplers.

The embedding process varies based on the problem and
the architecture of a given quantum annealer. D-wave sys-
tems provides a tool [1] that heuristically embeds the binary
variables to the quantum annealer’s qubits. In our experience,
the tool does not provide the optimal embedding in terms of
keeping more related qubits closer to each other. Hence, we
used a manual approach to embed the logical binary variables
onto the physical qubits.

In manually embedding our variables onto qubits, we
strived to produce a symmetric embedding. The symmetry
of the embedding contributed to improved solution quality.

To each pixel, there corresponds a label. This is the un-
known integer variable, which we are trying to determine its
value by minimizing the cost function developed earlier. As-
suming the values the labels attain are always less or equal to
a maximum value of D, then one needs d = |_10g2D-| binary
bits to encode the label (integer variable). In an ideal case,
where the underlying topology of the quantum annealer is a
complete graph, one would map each of the binary variables
of the encoding to a single qubit. In cases where the under-
lying topology is not a complete graph (as in the case of the
D-wave annealers), one needs to map a binary variable to
several linked qubits to ensure the availability of a sufficient
number of couplers to express the coefficients of the cost
function. The chosen qubits are chain-linked together, i.e.,
have the linking couplers set to a maximum value to ensure
that all the linked qubits attain the same value when they are
read.

By expanding (12), we can observe that each binary vari-
able x; (logical bit) needs to be connected (because it falls in
the same term) to all binary variables belonging to the same
integer variable (the same pixel) and all the binary variables
belonging to the connected integer variables (the connected
pixels). In our implementation, each pixel is connected to its
four adjacent pixels. This is the minimum number of connec-
tions needed to unwrap an image using a grid that connects
all the pixels horizontally and vertically. This means that each
binary variable needs to be connected to 5d binary variables.
First, it needs to be connected to d binary variables belonging
to the same pixels. Second, it needs to be connected to 4d
binary variables belonging to the four neighboring pixels.

In addition to the couplers between the qubits in the same
cell, each qubit of a Chimera cell is connected to two qubits
in an adjacent cell as discussed earlier. Therefore, to allow
a four-neighbor connectivity one needs to chain at least two
qubits. This will realize an embedding, where D = 2, i.e., a
problem with a maximum label value of 2. For more complex
problems, one would opt of chain linking more than two
qubits. In this work, we have elected to experiment with prob-
lems with a maximum label of 4. This is a realistic constraint
as the real images in our dataset have labels with a maximum
value of 5. In the remaining of the section, we shall discuss
our approach to embedding the superpixel approach on the
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FIGURE 3. Embedding of an integer variable comprised of two binary
variables (qo and q,) into a unit cell and the connections with the
adjacent cells.

D-wave 2000Q_6 system. We will use two binary variables
g0 and ql to encode a maximum-label of 4 problem. We
shall map each binary variable to four chain-linked qubits.
Choosing four qubits to chain-link allows for a graph of de-
gree 8, which is sufficient to express the four nearest neighbor
connectivity of our problem.

Fig. 3 depicts the embedding of an integer variable com-
prised of two binary variables (go and ¢;) into a unit cell
and the connections with the adjacent cells. In the figure,
the chain link (in black) represents the chains between the
qubit within the cell (the chain that constructs the integer
variable), and the graph link (in red) represents the chains
between qubits of different cells (the connections between
integer variables).

Since there are no couplers available in the Chimera graph
between the qubits within the cell column, the four qubits
needed to be chained (to connect to the adjacent cells) must
not all fall within the same column of the cell. Otherwise,
we will not be able to chain them. Therefore, we selected
the first and the last rows of the unit cell to represent the
least significant bit of the integer variable (go) and the middle
rows to represent the most significant bit (¢;) and called
this representation unit cell A. Moreover, the last two rows’
representation must be switched for the cells adjacent to cell
unit A to allow different bits of different integer variables to
connect (we call this representation unit cell B).

To sum up, we mapped each integer label to a single
Chimera cell. In the present embedding, each integer label
represents four distinct label values and is encoded using two
binary variables. With each binary label variable mapped to 4
qubits of the D-wave annealer, the integer label is mapped to
asingle Chimera cell (a Chimera cell comprises eight qubits).
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FIGURE 4. Manual embedding mapping.

The interconnections between the qubits of the same logical
bit (chain links), the interconnections between the logical bits
within the cell, and the interconnections between the cells
(graph links) are shown in Fig. 4.

The largest image our manual embedding approach can
map onto the D-wave 2000Q_6 is 16 x 16 pixels in size.
Bypassing the faulty qubits resulted in asymmetries, which
lowered the quality of the solutions. To avoid such issues,
we have experimented with smaller images of 10 x 10 pixels
in size which, when mapped, avoid the faulty qubits with a
concomitant increase in the quality of the solution.

In order to translate the state of qubits to the problem
binary variables, the obtained solution from the annealer
must be unembedded. That is translating the values of the
chained qubits into a binary value. Since the chained qubits
represent the same binary variable, their values must agree.
If the values are different due to the probabilistic nature of
the quantum annealer, we use the majority vote to determine
the value of the binary variable.

In experimenting with the two options, i.e., the manual
embedding and the automatically generated embedding, we
found that on average, the automatically generated embed-
ding provided unwrapping solutions with a matching fraction
of 62%, while the manual embedding resulted in an average
matching fraction of 83%. We obtained these results through
the use of Ocean SDK software, provided by D-wave. We
used ten synthetic images of size 10 x 10 pixels. We used
10 x 10 images because the automatic embedding mostly
fails in finding a mapping for images that are larger than
10 x 10 pixels.

I1l. METHODOLOGY
In this section, we describe our methodology in breaking
down the phase-unwrapping problem into smaller problems
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that are easier to solve. The smaller problems can be solved
in parallel, and approach the global solution.

A. SINGLE-PASS SUPERPIXEL DECOMPOSITION

Equation (7) describes the energy function for phase unwrap-
ping. The equation consists of two terms, i.e., the pairwise
term Wy (k, — ks — ag)* that describes the relationship be-
tween two pixels s and ¢, and the unary term, ws(ky; — as)z,
that describes the energy of the pixel s.

Single-pass superpixel decomposition is based on a
divide-and-conquer approach. A given large InSAR image
is subdivided into smaller subimages that fit onto a quantum
annealing machine. Each of these subimages are unwrapped
independently. Then the subimages are stitched together to
form the final unwrapped large InSAR image.

This approach will introduce a problem at the boundaries
of the subimages. Since we are unwrapping the subimages
separately, there is no guarantee that the labeling of two
pixels, each belonging to a boundary of two adjacent subim-
ages, will attain optimal labeling consistent with that which
would be obtained if both pixels had been part of the same
optimization problem (i.e., if we had unwrapped the entire
image all at once).

We assume that the pixels in each subimage are labeled
correctly up to an integer additive factor, where all the pixels
of one subimage share the same additive factor. Then, our
objective is to find those additive factors such that all the
pixels at the boundaries will be consistent.

We propose a superpixel heuristic to determine these ad-
ditive factors as follows.

The wrapped InSAR image is divided into nonoverlapping
subimages, where each subimage contains a subset of the
pixels. The energy function determined by (7) can be rewrit-
ten as

E= Z|: Z Wst(kz—ks—asl)2+2ws(ks—as)2:|

geG ~ (s,1)€A, SEA,

+ D W (ke — ks —ag)? (14)
teA;,
SEA s
i#]
where G is the set of the subimages, and A is the set of pixels
in the subimage x.

In the equation above, the terms within the square brackets
correspond to an energy function for each subimage, while
the last sum collects all the terms that connect the subimages.
Our approach is to optimize each of the subimages, that is,
to determine the labels that optimize the energy functions
corresponding to each subimage separately. We assume next
that the obtained solutions are correct—that are identical
plus or minus a subimage wide integer shift—to the solution
obtained when we optimize the image in its totality. The
next step is to determine these additive factors, which can
be formulated as a QUBO problem. Let K; denote additive
factor corresponding to subimage s, and let k; denote the label
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of pixel i as determined by the QUBO of each subimage.
Then label k; of pixel i can be written as k; = k; + K for i
in Ag.

Equation (14) can now be rewritten as

E= Z[ S W (K + Ky — K, — Ky)?

8€G = (s,1)€A,

o o]

SEA,

+ Y W (K + K —K,—Ki—aq)’. (15
teA;,
SEAj,
i#]

The first sum within the bracket is devoid of K, and it
is constant since the labels &} have been determined by the
previous QUBO operation. Ignoring constant terms, (15) can
be rewritten as

E=3 | Y ok + K —a)

g€G | seAy

+ 3 W (K~ K) + (K = Kj) —aa)® (16)
tEAl‘,
SEA‘/',

i#]j

denoting as a = a, — k| and a}, = ay — (k; — k), then (16)
is written as

E=3 | o (Ke—d)’

8€G | seA,

+ > Wy (K — Kj—dl,)”. (17)

teA;,

SEAj,

i#]j
The first term of (17) is a second-order function, while the
second term regularizes the solution by selecting K, to be as
small as possible. The coefficient wy and the term ay as per
(7) and (8) were chosen arbitrarily. To ensure that our energy
function conforms to the form of (7) and without affecting the
accuracy of the solution, we select w; = w, and a; =a,Vs €
Ag. This results in the following expression for the energy

function:

E=3" Wy (Ki—K—dy) + > wg(Kg—ag)’. (18)
teA;, geG
SEAj,
i#j

This is the energy function of the superpixel level, where
K, represents the sought labels for each subimage (i.e., super-
pixel). Since it is a quadratic unconstrained integer optimiza-
tion problem, it is amenable to a QUBO solution.
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B. MULTIPASS SUPERPIXEL DECOMPOSITION

In the single-pass superpixel decomposition explained
above. The image is unwrapped in two stages. First, unwrap
the subimages, and then unwrap the superpixel image. The
incentive was to fit the problem onto a quantum annealing
machine. The size of the subimage is limited by the size of
the problem the quantum annealer can solve. The size of the
superpixel image is in turn determined by the subimage size.
Since the superpixel image is also unwrapped by a quantum
annealing machine, the superpixel image might not fit onto
the quantum annealing machine. In this case, the super-pixel
can be divided into subimages and the super-pixel algorithm
can be performed again to obtain a solution for the super-
pixel image. In other words, the image will be unwrapped
using two passes of the super-pixel algorithm.

In this way, the super-pixel algorithm can be recursively
applied through multiple passes of the super-pixel decompo-
sition.

For instance, consider an image of size 400 x 400 pixels,
while the annealer can handle at maximum 10 x 10 pixels.
Selecting the subimage size of 10 x 10 will result in a super-
pixel image of 20 x 20 pixels, where each pixel represents
a subimage additive integer. The 20 x 20 super-pixel image
will not fit into the annealer. Hence, we consider reapplying
the super-pixel algorithm again on the super-pixel image by
dividing it into four images of the size 10 x 10 pixels. This
will result in a 2 x 2 second pass super-pixel image to un-
wrap the 20 x 20 first pass super-pixel image.

C. ADDING A MARGIN TO THE SUBIMAGES

We postulated earlier that the pixels in each of the subim-
ages were labeled correctly (within an additive constant)
when these subimages were unwrapped independently of
each other. However the boundary pixels belonging to neigh-
boring subimages do play a role in deciding the label of the
pixels in the subimage in question. Thus, labeling errors are
introduced. In order to improve the quality of the unwrap-
ping, we propose to unwrap subimages that overlap. That is,
include a margin of s pixels around the subimage. However,
as we proceed with the second phase of our method, we only
keep the labels of the nonoverlapping parts of the subimage.
The approach is shown in Fig. 5, and discussed in the subse-
quent paragraphs.

Consistent with the notation introduced above, we denote
by A’ the set of pixels of the overlapping subimage x, while
the set of pixels of the nonoverlapping subimage is denoted
as Ay. The set of pixels in the margin is, therefore, m, =
A’ — A, where the minus (—) sign denotes a set-theoretic
subtraction.

Equation (14) can now be written as

E = ZI: Z W (ke — kg —ast)2

8€G = (s,1)€A,

+ ) ogtk—a) + Y Wyl —ki—ay)

SEA, (s,t)emyg
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FIGURE 5. Approach of adding margin to the subimage. The red box
represent the subimage with A, = m x n pixels, the blue box is the
subimage after adding the margin with total A, = (m +s) x (n +s)
pixels, and the area in between is the margin of m, = A} — A, pixels
added around the subimage.

+ Z w; (kg — as)z + Z W (ke — kg — asz‘)2

semg SEmg»
teA,
O Wyl —ks—ag) = Y Wy (h— k— ag)*
SE€EA, (s,1)emg
temyg
=Y gtk —a)? = D W (k — ks — ag)?
semg S€Myg,
teA,
= > Wk — K —asoz]
SE€Ag,
temy
+ Y Wl — ks —ag)’. (19)
IEA,',
SGAJ',
i#]

In (19) we added and subtracted the terms that correspond
to the margins of the subimages. We can now consolidate
the margins with the nonoverlapping subimages to formulate
an energy function based on the overlapping subimages as
follows:

E = Z[ Z VVst(kt_ks_ast)z

geG (s,t)eA[:,

+ Z w; (kg — as)z - Z W (ky — kg — ast)2

xEA(’g (s,t)€my
- Z w; (kg — as)2 - Z Wy (ky — ks — ag )2
s€mg sEmyg,
1€,
2
- Z Wy (ky — kg — ag) ]
SE€EA,
remy
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TABLE 1. Properties of the Original Real Images

Image Name  Max Size Generated # Generated
label Image Size Images
Mexico City 4 500 x 500 400 x 400 4
Las Vegas 4 960 x 1080 400 x 400 1
Vancouver 5 1619 x 974 400 x 400 4
2
+ W (ke — ks — ag)” . (20)
teA;,
SEAj,
i#J

The energy function described by the above equation
includes the energy function of the overlapping subimages,
ie, E'(k)= deG[Z(s,z)eA; W (ki — ks — ag)* + ZseAg,
ws(ks — ag)?]. We propose to optimize these overlapping
subimage energy functions, i.e., argmaxy E'(k) separately.
Then, by introducing these labels back into (15), and
following the subsequent steps outlined in Section III-A we
can unwrap the entire image based on the labels computed
through the margin enhanced subimages.

IV. EXPERIMENTS

In this part of the work, we present the experimental ap-
proach we followed in order to study the effectiveness of
the proposed super-pixel method. Our methodology included
the use of different solvers, a number of image datasets,
and the analysis of the results we obtained. The datasets we
used included synthetic SAR images as well as real InNSAR
images. We have used synthetic images as they afforded us
the opportunity to control the complexity and their noise
content. The solvers we employed included TRWS, which
is the current industry standard as well as QUBO solvers
including a quantum annealer (D-wave 2000Q_6).

The TRWS solver is readily accessible and since it is the
industry standard, it was used to study the effectiveness and
establish the performance baseline of our proposed super-
pixel method on a wide variety of images. The QUBO solvers
being less readily accessible, were used in more restrictive
experiments to demonstrate the feasibility of our proposed
method on such solvers, and also compare their relative ef-
fectiveness.

A. IMAGE DATASETS
1) REAL IMAGES
A real InSAR images dataset is constructed using three large
real InSAR images. The images are partitioned at random to
have the size 400 x 400 to be consistent with the results of
the synthetic images. The partitioning resulted in generating
multiple images, in some case, when the original image size
is large enough to fit more than one 400 x 400 image. The
images have a maximum label that varies between 3 and 5.
Table 1 summarizes the original images properties.

Table 2 summarizes the properties of the generated dataset.
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TABLE 2. Maximum Label for the Real InSAR Images Dataset

Image Name  Max label

Mexico City
Las Vegas 0
Las Vegas 1
Las Vegas 2
Las Vegas 3
Vancouver 0
Vancouver 1
Vancouver 2
Vancouver 3

W | | | W & W] & &~

2) SYNTHETIC IMAGES DATASET 1

This is the main synthetic dataset. This dataset presents a
larger exploration space, with a wide spectrum that includes
high-frequency data that present a challenge for the phase
unwrapping process. 400 x 400 pixels synthetic images are
generated with the following parameters.

1) Image complexity (three levels low, medium, and
high).

2) Noise content (four levels free, low, medium, and
high).

3) The number of labels (three different numbers of la-
bels; 4, 8, and 16).

This will give us 36 different sets. Ten images are gen-
erated per set to give in total 360 images. The synthetic
images are generated using Perlin noise generator. Table 3
summarizes the properties of the generated images.

3) SYNTJEYIC IMAGES DATASET 2 (PSEUDOREAL)

This dataset includes images that have a spectrum that is sim-
ilar to that of the real images’ dataset. We postulate that such
synthetic images have computational complexity similar to
that of the real images and our methodology can be evaluated
fairly using these synthetic images. We generated ten images
with 400 x 400 pixels. The maximum label (maximum num-
ber of wrappings) of the real images varies between 3 and 5
with average maximum label of 4 (Table 3). Therefore, we
generated the pseudo-real images with the maximum label
of 4. The images are considered of low complexity with a
Perlin noise correlation of 0.5 and very noisy with an SNR
of 3 db.

B. METRICS

To determine how close two images (of identical size) are to
each other, we use the matching fraction metric defined as
the fraction of pixels that are identical in the two images.
There are two ways to characterize the efficacy of a new
method. The first is to compare its efficacy to that of an
oracle. The second is to compare its efficacy to that of an
established method, which in many cases is considered to
be the state of the art. Specifically for our case, we shall
follow the second approach and compare the efficacy of our
method to that of the whole image processed using TRWS.
Since both our method and the whole image TRWS introduce
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TABLE 3. Properties of the Images Generated for the Synthetic Dataset 1

Max Low- noise Medium- noise High- noise Low- complexity Medium- complexity High- complexity
label SNR (dB) SNR (dB) SNR (dB) correlation (Perlin noise) correlation (Perlin noise) correlation (Perlin noise)
4 13 10 7 18 24
8 13 10 7 9 12
16 13 10 7 4.5 6

uncorrelated errors as compared to the oracle, comparing di-
rectly the resulting images would include both sets of errors.
Rather, our approach is to derive the efficacy of the state-of-
the-art whole-image-TRWS in reference to the oracle (i.e.,
the ground truth) as well as the efficacy of our method in
reference to the same ground truth and then compare the two
efficacies. The following algorithm outlined the method we
just discussed.
For each wrapped image:

1) establish the corresponding ground truth (that is the
unwrapped image an oracle would derive);
2) unwrap the wrapped image using the whole-image-
TRWS method
a) obtain the matching fraction of the unwrapped
image to the ground truth and name it
mf_TRWS;
3) unwrap the wrapped image using the proposed method
a) obtain the matching fraction of the unwrapped
image to the ground truth and name it
mf_method;
4) compare the matching fractions through the effective-
ness index defined as

_m f_method
~ mf_TRWS '

Depending on the image chosen different ground truths
may be used. For example, SAR satellite images are not ac-
companied by the corresponding unwrapped, noise-free im-
age. Rather, a state-of-the-art method is used to unwrap such
images, and the resulting images are deemed as the ground
truth. On the other hand, the process of generating synthetic
images results in both the noise-free unwrapped image and
its corresponding noise-free or noisy wrapped one. Since we
have experimented with both satellite and synthetic images,
different ground truth images are used in the various exper-
iments. The terminology below defines the possible cases.
To ensure fairness, we use the same ground truth image to
compare the efficacy of our method to the state-of-the-art
whole-image TRWS. Following, we enumerate the possible
“ground truth” cases we used in this research.

1) NOISE-FREE GROUND TRUTH

This is the original image obtained through an ideal noise-
free sensor. However, such images cannot be had in reality
as sensors introduce noise and artefacts. Synthetic images
though, can be synthesized as noise and artefact free and
they can be used as noise-free ground truth images in our
experimentation and analysis.
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2) NOISY UNWRAPPED GROUND TRUTH

Images are the images obtained by a sensor. Such images
are common in photography; however, SAR (and InSAR)
images are wrapped. Noisy unwrapped ground truth images
can be obtained synthetically by adding noise to synthetic
noise-free ground truth images.

3) DEEMED NOISY UNWRAPPED GROUND TRUTH

Images are images that were obtained from wrapped noisy
images through the application of a state-of-the-art unwrap-
ping method. For our purposes, the state-of-the-art unwrap-
ping method used is TRWS.

In this work, we will primarily use the noisy unwrapped
ground truth images as the base to compare the images ob-
tained as a result of our methods, where the noisy unwrapped
ground truth does not exist, we will use the deemed noisy
unwrapped ground truth. These are the cases of real images.

C. SOLVERS

1) TRWS

Since we have no restrictions on using TRWS, we will use
it to provide a detailed analysis of the performance of our
super-pixel approach in solving the unwrapping problem.
The experiments using TRWS will be applied to all images
in the synthetic dataset] and/or the real and the pseudo-real
datasets.

2) QUBO

QUBO solvers extend the solvers used with the super-pixel
algorithm to include a hardware-based QUBO solver (D-
wave annealer) and software-based QUBO solvers (MQIO
solvers). The discussion presented in the TRWS experiments
provides a detailed analysis of the performance of our super-
pixel approach in solving the unwrapping problem.

Since the quantum solvers are not widely accessible and
cannot yet support very large problems, by necessity our ex-
periments are limited in the size and the number of problems
we can solve. The experiments here are to be considered as
complementary and validating the analysis we presented in
the previous sections.

Given the limited access we have to the QUBO solvers,
we had to choose between applying the one-pass super-pixel
approach or the two-pass super-pixel approach. We used the
two-pass super-pixel approach as it suits our experiments
with the QUBO solvers best (large images of 120 x 120 pix-
els with small subimages of maximum size of 10 x 10 pix-
els). Also, as we shall see, the two-pass super-pixel algorithm
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FIGURE 6. Geometric mean of the effectiveness index of the images in dataset 1 obtained through the one-pass super-pixel algorithm for different
maximum labels, and different subimage sizes compared to the noisy unwrapped ground truth. (a) Max label 4, sub-image 20 x 20. (b) Max label 8,
sub-image 20 x 20. (c) Max label 16, sub-image 20 x 20. (d) Max label 4, sub-image 30 x 30. (e) Max label 8, sub-image 30 x 30. (f) Max label 16,

sub-image 30 x 30.

TABLE 4. Configurations of the D-Wave Annealer

Property Value Property Value
chain scale 0.6 use_ising True
num_reads 100 manual_embedding True
chain_strength 1 solver_name "DW_2000Q_6"
h_threshold 0.0003 max label 4
J_threshold 0.002 encoding binary
auto_scale False

underperforms the one-pass super-pixel one. Hence, it is ex-
pected the one-pass super-pixel algorithm to yield superior
performance should the solver have sufficient resources (e.g.,
number of qubits) to accommodate it.

For all the images we used with the QUBO solvers, the
images are cropped to the size of 120 x 120. We selected
the cropped part randomly within the selected image. The
selected size of the image fits different subimage sizes. The
subimage sizes we used are 6 x 6, 8 x §, and 10 x 10.

1) D-Wave Annealer: The super-pixel algorithm is tested
in this work using a D-wave annealer (D-wave
2000Q_6 with 2000 qubits) as a subimage solver. The
D-wave annealer is configured to maximum label = 4.
Table 4 summarizes the configurations for the D-wave
annealer.

2) MQIO Solvers: We have used Microsoft’s quantum-
inspired optimization (QIO) as a subimage solver for
our super-pixel algorithm. The two solvers employed
were simulated annealing and parallel tempering. This
experiment provided us with a mean of comparison
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to the efficacy of the D-wave solver since all three
implement similar optimization approaches.

V. EVALUATING THE SUPER-PIXEL ALGORITHM

In this section, we test the one-pass super-pixel and the
multipass super-pixel algorithms. We first use TRWS as
the subimage solver and subsequently, we use the different
solvers we discussed earlier.

A. TRWS AS SUBIMAGE SOLVER

In this subsection, we evaluate the one-pass super-pixel and
the two-pass super-pixel algorithms using TRWS as subim-
age solver. For both cases, the original image is partitioned
into subimages, each subimage is processed separately and
then the results are combined following the one-pass or the
multipass superpixel algorithm as discussed in Sections I1I-A
and III-B. The sizes of the subimages were adjusted to ac-
commodate the requirements of the method (single or multi-
pass) used.

1) SYNTHETIC DATASET 1 RESULTS

We experimented with all the synthetic images in dataset
1 (360 images in total). All images are 400 x 400 pixels.
We tried the one-pass super-pixel algorithm (using 20 x 20
and 30 x 30 subimages) and the two-pass algorithm (using
10 x 10 and 14 x 14 subimages). We compare the images
obtained by our method to the images obtained by applying
TRWS on the entire unwrapped image using effectiveness
index as per the discussion in Section IV-B.
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FIGURE 7. Geometric mean of the effectiveness index of the images in dataset 1 obtained through the two-pass super-pixel algorithm for different
maximum labels, and different subimage sizes compared to the noisy unwrapped ground truth. (a) Max label 4, sub-image 10 x 10. (b) Max label 8,
sub-image 10 x 10. (c) Max label 16, sub-image 10 x 10. (d) Max label 4, sub-image 14 x 14. (e) Max label 8, sub-image 14 x 14. (f) Max label 16,

sub-image 14 x 14.

Synthetic Dataset 2

100
80
60
40
20
0

20%20 10x10

(One-pass Super-pixel) (Two-pass Super-pixel)

FIGURE 8. Geometric mean of the effectiveness index of the images in
dataset 2, compared to the deemed noisy unwrapped ground truth. The
error bars depict the standard deviation.

Figs. 6 and 7 present the efficacy of the one-pass and two-
pass super-pixel algorithm as compared to the state-of-the-
art TRWS method applied on the entire unwrapped image.
The ground truth chosen for this experiment was the noisy
unwrapped ground truth.

Analyzing the results as presented in Figs. 6 and 7, one
can draw some general observations. The noise and image
complexity are the important factors in the quality of the
unwrapping process.

If the images are noise-free and of low or medium com-
plexity (blue and red bars in the figures), our approach un-
wraps the image essentially identically to the entire-image-
TRWS method (the effectiveness index is larger than 0.99)
and produces identical results with the ground truth. This can
be seen in Figs. 6 and 7. However, as these figures show, the
complexity of the image affects the quality of the solution
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Real Dataset
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FIGURE 9. Geometric mean of the effectiveness index of the images in
the real dataset, compared to the deemed noisy unwrapped ground
truth. The error bars depict the standard deviation.

of our approach marginally. Our approach, in the worst case
of highly complex images and a large number of labels (16),
deteriorates by 3.4% to an effectiveness index of 0.966 as
shown in Fig. 7(c).

As one would expect, noise plays a major role in the suc-
cess of unwrapping algorithms. In the worst case, depicted
in Fig. 7(c), the quality of the resulting image as compared
to the original noisy image deteriorates by about 11.7% to an
effectiveness index of 0.8827. This result covers images with
high noise and high complexity.

As the size of the subimages decreases, there is some
deterioration of the quality of the solution, which is more
pronounced for high-complexity and high-noise images. In
the worst case, the deterioration is about 1.25% [0.8953
for a high noise high complexity 16-label image to 0.8827
Figs. 6(f) and 7(c)].
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FIGURE 10. Samples from the images unwrapped using the super-pixel approach. The left-hand column shows the unwrapping of a simulated
high-noise image, while the right-hand column shows the unwrapping of a real image. The color bars on the right side of the figures represent the phase
value in radian. On the top row the wrapped images, ranging in value from —x to x. In the middle row the unwrapped images, ranging in value from
—3x to 57, unwrapped using the super-pixel algorithm when TRWS is used as subimage solver. At the bottom row the ground truth images to compare

against, ranging in value from —3x to 3x.

Overall, we can conclude that both the one-pass and
the two-pass super-pixel algorithms produce excellent re-
sults for low- and medium-complexity images [the worst
case is depicted in Fig. 7(c) with an effectiveness index of
0.9906]. Real SAR and InSAR images are typically of low or
medium complexity. Our approach produces acceptable re-
sults for high-complexity images [the worst case is depicted
in Fig. 7(c) at 0.8827].

2) REAL IMAGE AND PSEUDO-REAL IMAGE DATASETS
RESULTS

This section presents and compares the performance of the
super-pixel algorithm on the synthetic dataset 2 (pseudo-real)
and the real dataset.

We experimented with the synthetic images in dataset 2
(ten images in total) and the real images dataset (nine images
in total). All images are 400 x 400 pixels. We tried the one-
pass super-pixel algorithm using 20 x 20 subimages and the
two-pass algorithm using 10 x 10 subimages. In both cases,
we used TRWS as the subimage solver and compared it to the
deemed noisy unwrapped ground truth. We selected to com-
pare to the deemed noisy unwrapped ground truth because
the noisy unwrapped ground truth does not exist for the real
dataset. As discussed in [11], the deemed noisy unwrapped
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ground truth and the noisy unwrapped ground truth images
are almost identical. We summarized the results in Figs. 8
and 9.

3) DISCUSSION

The results obtained with real images are comparable to
those of the synthetic images (pseudo-real) in dataset 2. Both
datasets produce results with an effectiveness index within
1% of each other (cf. Figs. 8 and 9).

The results obtained are congruent with the results ob-
tained in Section V-Al above. The images analyzed in this
section have a much higher noise content (SNR of 3 db) as
compared to the images in dataset 1 (SNR of 7 db for high
noise images). As we discussed in Section V-Al, noise and
complexity contribute to the rapid deterioration of the quality
of the solution. Using a larger subimage gives better results.

It seems that the deterioration of the effectiveness of the
super-pixel method for highly complex and very noisy im-
ages correlates with the violation of the Nyquist criterion
introduced by noise [11]. If a subimage has a large number of
aliased pixels, the lack of an extended field of unaliased pix-
els from the neighboring subimages prevents the optimizer
from assigning the correct labels. The larger the subimage,
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the larger the neighboring field of unaliased pixels and the
better the chance of assigning the correct label.

4) INSAR IMAGES SAMPLES DISCUSSION

Fig. 10 shows the results of the unwrapping process on two
images. the first is a synthetic image, taken from synthetic
dataset 1, while the second is a portion of a real image (Van-
couver image).

In both cases, we present the wrapped image, the ground
truth (which for the case of the real image is the deemed noisy
ground truth), and the unwrapped image resulting from the
application of our super-pixel method.

In both cases, especially for the synthetic image, one can
verify the close proximity of the super-pixel-obtained image
to the ground truth.

The differences observed are mostly due to noise, which
alters the Nyquist assumption [11].

B. QUBO AS SUBIMAGE SOLVER

The primary focus of the experimentation is to study the
applicability of QUBO solvers to our approach and to com-
pare the relative performance of these solvers. Given the
limitation in the accessibility of QUBO solvers and their
limitations in accommodating very large problems, we have
elected to experiment with a small number of reduced-size
images Specifically, we shall use subimages of maximum
size 10 x 10 and maximum label of 4. This is dictated by
the size (in qubits) of the D-wave quantum annealer.

As we discussed in Section IV-C2, we shall employ the
two-pass super-pixel algorithm on images of size 10 x 10
and a maximum label of 4. However, not all the images in the
different datasets are limited by a maximum label of 4. In this
experiment set we will consider only the images that have
a maximum label of 4 to study the applicability of QUBO
solvers to the super-pixel algorithm.

In the experiments reported here, we gradually increase
the subimage size to study its effect on the quality of the
unwrapping. In the following experiments, we used one syn-
thetic InSAR image and one real InSAR image to experiment
with. We cropped the images at random to a size of 120 x
120 pixels instead of the original large size (400 x 400). For
this experiment set (and for the experiment in Section VI-B),
we are experimenting with the same two images. We selected
this maximum label so that the image could be fully ac-
commodated by the various QUBO solvers we experimented
with. We varied each experiment’s configuration, i.e., the
subimage size, the margin size, and the solver we used.

1) RESULTS

We used our two-phase super-pixel algorithm on the two im-
ages selected as per the discussion above. We experimented
using TRWS and QUBO solvers (D-wave, simulated anneal-
ing, and parallel tempering) as the subimage solvers. Our
focus is the performance of the quantum annealer (D-wave
2000Q_6). As such, we present the results of the TRWS
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TABLE 5. Cases Considered for Experiment Set 1 (Testing a Real Image)

Case  Max label Size Sub-image size
0 4 120 x 120 6 x 6
1 4 120 x 120 8 x 8
2 4 120 x 120 10 x 10

TABLE 6. Cases Considered for Experiment Set 1 (Testing a Synthetic
Image)

Case  Max  Complexity Noise Size Sub-image
label size
0 4 High High 120 x 120 6 x 6
1 4 High High 120 x 120 8 x 8
2 4 High High 120 x 120 10 x 10

m Case 0 (subimage=6x6) ®mCase 1 (subimage=8x8) = Case 2 (subimage=10x10)
100

95
90
o
o
- «©
. g 3
o -
< 8
80 <
o
75
Super-pixel Super-pixel Super-pixel Super-pixel
TRWS D-Wave TRWS D-Wave
(Synthetic) (Synthetic) (Real) (Real)

FIGURE 11. Super-pixel effectiveness index for a synthetic image and a
real image for the different subimage sizes and different solvers (TRWS,
D-wave).

and the D-wave solvers presently, while the results using the
other QUBO solvers are presented in Appendix B.

We were forced to curtail our experimentation on a single
image from each dataset due to the limitation in accessing the
quantum annealer. To ensure that the chosen images were not
biasing our results, we also processed two randomly selected
subsets, of ten images from each of the sets of synthetic
images 1 and real images. These images were processed
using our two-pass super-pixel algorithm with TRWS as the
subimage solver.

We assess the quality of the unwrapping as expressed by
the effectiveness index. Since we had to select a single image
from the synthetic dataset 1, we selected an image of high
complexity and high noise. If the approach is giving good
results for the highly complex and noisy image, it is more
likely to give good results for images with lower complexity
and less noise. Tables 5 and 6 show the cases we considered.
All cases use the same image, and they are distinguished by
the sizes of the subimages we have employed. We have used
the geometric mean to calculate the average of the effective-
ness index we report for the first set of results. The results
are shown in Figs. 11 and 12.

As it can be verified by inspecting Fig. 11, the results of
the chosen image are within one standard deviation of the
mean of the results of all the images processed (Fig. 12).
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FIGURE 12. Geometric mean of the effectiveness indexes of the
randomly chosen 120 x 120 pixel sections of images from the synthetic
dataset 1 and from the real dataset. The error bars depict the standard
deviation.

2) DISCUSSION

As presented earlier, using TRWS as a subimage solver
for the super-pixel algorithm gives results that are close to
the ground truth. In this experiment, the D-wave annealer,
provide close results to the TRWS results when used as
subimages solvers.

The one and the multipass super-pixel algorithm can be ex-
tended to use various phase unwrapping solvers; this includes
the classical TRWS and the D-wave annealer. However, each
subimage solver gives better results using specific configura-
tions. Most of the QUBO solvers impose limitations on the
number of pixels and the image’s size.

For D-wave, the subimage size 6 x 6 has the best results
for both; the average subimages matching and the super-pixel
solution. This is because the D-wave annealer works better
with smaller images (smaller images mean fewer qubits and
better qubit coherence).

VI. EVALUATION OF THE ADDITION OF MARGINS TO
THE SUBIMAGES

In this section, we evaluate the impact of adding a margin
to the subimages during the phases of the super-pixel algo-
rithm. As we discussed in Section III-C, including a margin,
provides additional constraints to the pixels at the boundaries
of the subimages, and, thus, better informs the optimiza-
tion process resulting in improved unwrapping quality. In
the subsequent sections, we shall evaluate our approach first
employing TRWS as the solver and then then a number of
QUBO solvers.

A. TRWS AS SUBIMAGE SOLVER

In this part of the work, we are analyzing the impact of
introducing a margin around the subimages to the quality of
the solution.

1) ONE- AND TWO-PASS SUPER-PIXEL ALGORITHM

In this experiment, we kept the size of the subimage constant
but gradually increased the size of the margin. The image
size in dataset 1 are 400 x 400. Following the experimental
design presented in Section V, we selected subimage sizes
of 20 x 20 for the one-pass and 10 x 10 for the two-pass al-
gorithm. The subimages were augmented with varying-sized
margins and the super-pixel algorithm was used to unwrap

VOLUME 3, 2022

TABLE 7. Sizes of the Subimages and the Margins Used in Testing
Adding Margin (One-Pass Super-Pixel)

Case A0 20 x 20 margin of 0 & 20 X 20 no margin
Case Al 20 x 20 margin of 1 & 22 X 22 no margin
Case A2 20 x 20 margin of 2 & 24 X 24 no margin
Case A3 20 x 20 margin of 3 & 26 X 26 no margin
Case A4 20 x 20 margin of 4 & 28 X 28 no margin
Case AS 20 x 20 margin of 5 & 30 X 30 no margin

TABLE 8. Sizes of the Subimages and the Margins Used in Testing
Adding Margin (Two-Pass Super-Pixel)

Case BO 10 x 10 margin of 0 & 10 X 10 no margin
Case BI 10 x 10 margin of 1 & 12 X 12 no margin
Case B2 10 x 10 margin of 2 & 14 X 14 no margin
Case B3 10 x 10 margin of 3 & 16 X 16 no margin
Case B4 10 x 10 margin of 4 & 18 X 18 no margin
Case BS 10 x 10 margin of 5 & 20 X 20 no margin

the whole image. We also used the nonmargin super-pixel
algorithm to unwrap the whole image, but with subimages
having the same size as the ones that included the margins,
and compared the two results. The experimental cases we
considered are shown in Tables 7 and 8, while the results
appear in Figs. 13 and 14. There, the solid lines correspond
to the results of the margin-included super-pixel algorithm,
while the dashed lines correspond to the results of the pure
(no margin) super-pixel algorithm.

2) Discussion: As Figs. 13 and 14 demonstrate, adding a
margin improves the results (the solid lines are above the
dashed once). The ramification is that one would obtain a
more accurate unwrapping should one elect to ignore the
margins as compared to the case, where the margins are not
ignored (the dashed line). Of course, the amount of compu-
tation involved increases as more subimages need to be pro-
cessed in the case of the margin-included algorithm. How-
ever, since these subimages can be processed independently,
and potentially in parallel, the overall computation time is
not affected.

B. QUBO AS SUBIMAGE SOLVER
Having established the effectiveness index of adding a
TRWS margin, we now study the effectiveness of the various
QUBO solvers. Since we had limited access to the QUBO
solvers, we have elected to use one of the images from our
synthetic images database and one image from the real im-
ages dataset (the identical images selected previously for the
experiments Section V-B1) and do a comparative analysis of
the quality of the solutions achieved by the different QUBO
solvers. For both cases, the selected images had a maximum
label of 4 because of the limited problem size that the QUBO
solvers, especially the D-wave 2000Q_6, can accommodate.
Further, to reduce the number of computations required we
randomly cropped the selected image to a size of 120 x 120
pixels. The subimage sizes we used for our study are 6 x 6,
8 x 8, and 10 x 10. We have also included the results of
using TRWS as the solver to compare to the QUBO solvers’
results. However, since we have no restrictions on using
TRWS, we experimented with all the images that have the
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FIGURE 13. Bar graphs’' of the matching fractions in terms of the margins employed. The subimage sizes and margins used are depicted in Table VII.
These are the results of the one-pass margin-employing super-pixel method. (a) Max label 4. (b) Max label 8. (c) Max label 16.
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FIGURE 14. Bar graphs' of the matching fractions in terms of the margins employed. The subimage sizes and margins used are depicted in Table VIII.
These are the results of the two-pass margin-employing super-pixel method. (a) Max label 4. (b) Max label 8. (c) Max label 16.

same characteristics (same complexity, noise level, and max-
imum labels). To derive the matching fractions, we compare
the results to the noisy unwrapped ground truth for the syn-
thetic image and the deemed noisy unwrapped ground truth
for the real image.

As per the analysis presented in Section VI-A, we would
expect that in general adding a margin to the sub-images,
would result in increased unwrapping quality.

As it will be shown, the use of QUBO solvers produces re-
sults that are comparable to those of produced using TRWS.
In addition, adding a margin, in many cases improves the
quality of the solution. However, the size of the subimages
plays a significant role in the obtained quality.

1) CONSTANT TOTAL SIZE OF THE SUBIMAGE

Here, we increase the margin while keeping the total subim-
age size constant. Table 9 summarizes the properties of the
images.

a) Synthetic image and real image results: Tables 10 and
11 summarize the super-pixel matching fraction for the
cases shown in Table 9. Table 10 shows the results for
the synthetic image, while Table 11 shows the ones

I'The separated bar graphs for each case can be found in the accompanied
supplemental document.
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TABLE 9. Cases Considered for Adding Margin While Fixing the Total
Subimage Size With QUBO Solvers

Case Max Size Sub-image Margin Sub-image
label size total size
0 4 120 x 120 6 x 6 2 10 x 10
1 4 120 x 120 8 x 8 1 10 x 10
2 4 120 x 120 10 x 10 0 10 x 10

TABLE 10. Results of Adding Margin While Fixing the Total Subimage
Size With QUBO Solvers and a Synthetic Image

. . . Super-pixel
Experiment ~ Sub-image  margin TRWS (Mean/STD) ~ D-Wave
Case 0 6 x6 2 97.83/1.01 92.16
Case | 8% 8 1 98.15/1.00 92.07
Case 2 10 x 10 0 97.16/1.03 93.57

for the selected real image. In both tables, we show
the results of TRWS being the subimage solver and
compare them to those of the D-wave being solver. The
results obtained when we used the MQIO solvers (sim-
ulated annealing and parallel tempering) are shown in
Appendix C.

b) Discussion: As shown in Tables 10 and 11, the re-
sults are congruent with the results of experimenting
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TABLE 11. Results of Adding Margin While Fixing the Total Subimage
Size With QUBO Solvers and a Real Image

Super-pixel

Experiment ~ Sub-image  margin TRWS (Mean/STD) ~ D-Wave
Case 0 6 x 6 2 95.38/1.28 90.15
Case 1 8 x 8 1 93.85/1.30 90.84
Case 2 10 x 10 0 91.92/1.27 84.65

with the large synthetic dataset and presented in Sec-
tion VI-A. That is, the inclusion of a margin improves
the accuracy of the unwrapping. This can be seen for
the TRWS experiment as we move from case 0 (large
margins) through case 1 and case 2 (no margin) the
performance decreases. The same holds mostly true for
the D-wave results, especially for the real image. The
results of the synthetic image are very close and one
may attribute this variation on the statistical nature of
the optimizer (D-wave) convergence. Similar behavior
can be observed by the MQIO solvers (cf. Appendix
C) highlighting again the statistical nature of the con-
vergence of the optimizers.

However, the D-wave results are not statistically robust as
these are based on a single image, while the TRWS results
better represent the behavior of the method since they are
representing the mean of processing ten different images.

VIl. CONCLUSION

In this work, we have successfully demonstrated that the
SAR phase-unwrapping problem can be expressed and
solved as a QUBO problem. By partitioning the problem,
we have been able to obtain high-quality solutions for large
images. We refer to this method as “single-pass super-pixel
decomposition.” We extended the concept of the super-pixel
decomposition to handle larger images by recursively par-
titioning the image until the partitions fit in the quantum
annealer. Then recursively apply the second phase of the su-
perposition until we obtain labels that approach the global so-
lution (multipass super-pixel decomposition). We introduced
the notion of a margin in processing subimages in our two-
phase super-pixel unwrapping method. Margins enlarge the
size of the subimages to be processed and result in overlap-
ping subimages. The pixels in the margins provide additional
information in the unwrapping process, and this results in
increased accuracy of the resulting unwrapped image.

We have tested our approach on various software-
implemented QUBO solvers and the D-wave 2000Q an-
nealer, and for a variety of synthetic and real images. The
solutions derived by the single-pass super-pixel are either
identical to the ground truth or have less than 5% of pixels
differing from the ground truth. The results of the multipass
super-pixel showed it can handle bigger images, while pre-
serving the quality of the solution. The accuracy of the re-
sults depends on the specific annealer employed, the amount
of noise, and the complexity of the images. Both the one-
pass or two-pass super-pixel algorithms produce excellent
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FIGURE 15. Sample synthetic image with high-complexity and
high-noise summarizing the effectiveness index of different approaches.
From the left to right, the bars show, the ground truth, the direct TRWS
applied with no super-pixel, the super-pixel one-pass solution using
TRWS as subimage solver with a margin of 2 and 0, respectively, the
super-pixel two-pass solution using TRWS as subimage solver with a
margin of 2 and 0, respectively, and the super-pixel two-pass solution
with a margin of 0 using D-wave as subimage solver.
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FIGURE 16. Sample synthetic image with high-complexity and
high-noise summarizing the effectiveness index of different approaches.
From the left to right, the bars show, the ground truth, the direct TRWS
applied with no super-pixel, the super-pixel one-pass solution using
TRWS as subimage solver with a margin of 2 and 0, respectively, the
super-pixel two-pass solution using TRWS as subimage solver with a
margin of 2 and 0, respectively, and the super-pixel two-pass solution
with a margin of 0 using D-wave as subimage solver.

results for low- and medium-complexity images. Real SAR
and InSAR images are typically of low or medium com-
plexity. Our approach produces acceptable results for high-
complexity images. Moreover, our experiments have shown
that introducing margins indeed improves the quality of the
resulting unwrapped images for both the single and the mul-
tipass super-pixel methods. Software-implemented QUBO
solvers showed slightly better results compared to the D-
wave 2000Q annealer. However, both achieved state-of-the-
art solution quality.

Figs. 15 and 16 are examples showcasing and summariz-
ing the results we have presented. Fig. 15 shows the results
for a synthetic image selected at random with high com-
plexity and high noise, while Fig. 16 shows the results of
a synthetic image with low-complexity and low-noise.

Fig. 15 shows that the introduction of margins improves
the performance (third and fourth columns, and fifth and
sixth columns). It also shows that the two-pass has slightly
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inferior results compared to the one-pass because it is more
susceptible to aliasing.

The results in Fig. 16 are mostly of 100% effectiveness
index. This confirms that the complexity and noise affect
the results and we can speculate that in the case of high
noise/high complexity the Nyquist condition is violated [11].

For both cases, the D-wave annealer (D-wave 2000Q) we
used showed slightly inferior but comparable performance to
the TRWS-based methods.

We expect subsequent developments and improvements by
D-wave to yield better results. While an exact analysis of the
expected scaling is beyond the scope of this article, we expect
significant improvements by chips with higher connectivity.
Next generation solver technology is expected to improve or
even eliminate the need to manually encode integer variables
into binary ones.

APPENDIX A

COST DERIVATION

Denoting by ¢; the phase of pixel i, and by ¢; the wrapped
phase of the same pixel, we can relate the phase and wrapped
phases of pixels i and j as follows:

i = ¢; + 2mk; 21
and
0 =¢;+2nk;. (22)

Further, due to the Nyquist criterion, and if pixels i and j
are neighboring, then

Yi—@j <2m. (23)
The wrap function is defined as
wrap (0) = arg (eie) =6 — Lij ) (24)
2

Then, we can reason as follows: From (21) and (22), we
have

gi— ¢ =i —bj+ 21 (ki — k)) (25)
or, applying the wrap(.) function on both sides, we obtain

wrap (p;—¢;) = wrap (¢>i—¢j + 27 (ki — kj))

:>¢z_¢1_2ﬂt ZZJT JJ

=¢i_¢j+2ﬂ<ki—kj)

~on Vi —¢;+ 27 (k _kj)J . (26)

2
Because of the Nyquist assumption [c.f. (23)]
25
and, therefore, (26) can be written as
@i —@j=¢i — ¢j+2m (ki — kj)
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e ¢i — ¢+ 2w (ki —kj)J
L 2
= @i —@j =i — ¢ + 21 (ki — k)
—2r _# + (ki —kj)J =
9i — @j = bi — ¢j + 27 (ki — k)
—2n Tf — 27 (ki — k;)
as (k; — kj) is an integer. Therefore
Yi—@j=¢i—¢;—2m # = wrap (i — ¢;) -
) ) (27)
Using (27) and (25), we obtain
9i—¢;=¢i — ¢j + 2|k — kj| = wrap (¢; — ¢))
k= = wrap (¢i — ¢;) — (¢i — ¢j). (28)
2w
Denoting
def Wrap (¢ — ¢;) — (¢ — ¢)
ajj = > . (29)
b4
Equation (28) is written as
ki—kaa,-j=>ki—kj—a,-j=0. 30)

This equation is the basis of the cost function the optimiza-
tion of which will produce appropriate values for the labels
k;.

The unwrapping problem can then be expressed as an op-
timization problem of the cost function

E= )" Walk —k — ay| 31)
(s,1)EA
that is
i Wyt lks — ks — ag 32
argmin | Wolks — ks — ay| (32)

(s,t)EA

where k; are the labels that will determine the original phase
as per (1), A is the set of pixels in the SAR image, and W
are weights defining the neighborhood structure.

APPENDIX B

MQIO RESULTS OF EVALUATING THE SUPER-PIXEL
ALGORITHM

Herein, we extend the results presented in Section V-B to
include the simulated annealing and the parallel tempering
solvers. The results are shown in Figs. 17 and 18.

A. DISCUSSION

Using TRWS as a subimage solver for the super-pixel al-
gorithm gives results that are close to the ground truth. The
QUBO solvers, the MQIO solvers and the D-wave annealer,
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TABLE 12. Results of Adding Margin While Fixing the Total Subimage Size With QUBO Solvers and a Synthetic Image

Experiment ~ Sub-image  margin Super-pixel
P & & TRWS (Mean/STD) D-Wave  Simulated Annealing  Parallel Tempering
Case 0 6 X6 2 97.83/1.01 92.16 97.51 97.87
Case 1 8 x8 1 98.15/1.00 92.07 98.21 98.25
Case 2 10 x 10 0 97.16/1.03 93.57 96.89 97.53

TABLE 13. Results of Adding Margin While Fixing the Total Subimage Size With QUBO Solvers and a Real Image

Experiment ~ Sub-image  margin Super-pixel
P & g TRWS (Mean/STD) D-Wave  Simulated Annealing  Parallel Tempering
Case 0 6 %6 2 95.38/1.28 90.15 88.36 89.58
Case 1 8 x 8 1 93.85/1.30 90.84 85.8 86.82
Case 2 10 x 10 0 91.92/1.27 84.65 89.22 87.69

m Case 0 (subimage=6x6) ®mCase 1 (subimage=8x8) = Case 2 (subimage=10x10)
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FIGURE 17. Super-pixel effectiveness index for a synthetic image for the
different subimage sizes and different solvers (TRWS, D-wave, simulated
annealing, and parallel tempering).
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FIGURE 18. Super-pixel effectiveness index for a real image for the
different subimage sizes and different solvers (TRWS, D-wave, simulated
annealing, and parallel tempering).

provide close results to the TRWS results when used as
subimages solvers. Particularly close are the results obtained
by the MQIO solvers (simulated annealing and parallel tam-
pering), while the ones from the D-wave annealer have a
slightly lower effectiveness index (about 3 percentage points)
as compared to the effectiveness indexes obtained by the
TRWS, and the MQIO solvers.

One cannot derive any strong rules from the results shown
since our single image experiments are not statistically ro-
bust. However, there are some trends, which could be the
basis for future research. The effectivenesses of the D-wave
solutions are slightly inferior to those of the MQIO solvers.
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This may be a manifestation of decoherence. Additionally,
larger subimages tend to produce superior results. However,
when QUBO solvers are used, larger subimages present a
much larger search space and hence a QUBO solver may
not be able to reach an optimum within a reasonable time.
This is manifested in Fig. 17, where the use of medium-sized
subimages (8 x 8) yields better results as compared to the
other two cases.

APPENDIX C

MQIO RESULTS EVALUATION OF THE ADDITION OF
MARGINS TO THE SUBIMAGES

Herein, we extend the results presented in Section VI-B to
include the simulated annealing and the parallel tempering
solvers. The results are shown in Tables 12 and 13.

A. DISCUSSION

Similar to the discussion in Appendix B, one cannot derive
any strong general rules of the behavior of the different
solvers since our single-image experiments are not statis-
tically robust. Notable is the trend that the introduction of
a margin seems to benefit the efficacy of the unwrapping
in most of the cases, the exception being that of D-wave
for the single synthetic image (Table 12). Different images
and different algorithms seem to be affected by the different
margin sizes, e.g., the simulated annealing was the best for no
margin (case 2) for the real image (Table 13). While parallel
tempering has its best performance for a margin of 1 for the
synthetic image (Table 12, case 1). Although larger margins
seem to benefit the efficacy of the solution, larger images,
due to the larger search space, seem to work against the gain
realized by the introduction of margins.
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