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ABSTRACT In this article, we experimentally test the performance of the recently proposed domain-wall
encoding of discrete variables Chancellor, 2019, on Ising model flux qubit quantum annealers. We compare
this encoding with the traditional one-hot methods and find that they outperform the one-hot encoding for
three different problems at different sizes of both the problem and the variables. From these results, we
conclude that the domain-wall encoding yields superior performance against a variety ofmetrics furthermore;
we do not find a single metric by which one hot performs better. We even find that a 2000Q quantum annealer
with a drastically less connected hardware graph but using the domain-wall encoding can outperform the
next-generation Advantage processor if that processor uses one-hot encoding.

INDEX TERMS Analogue computer, optimization methods, quantum computing.

I. INTRODUCTION
Quantum annealing is a subject of much recent interest, be-
cause of recent advances in both theory and experimental
implementations. After the initial numerical studies, which
pointed to quantum annealing as a potential tool for opti-
mization [1], focus was mostly on relatively simple closed
systems in the adiabatic limit [2], [3]. However, a wide va-
riety of advances have now taken place, for example, bet-
ter understanding of the role noise plays [4], more rapid
quenches [5]–[8], and how to incorporate quantum annealing
into hybrid protocols [9]–[12]. Experimentally, this field is
exciting because it allows for large-scale experiments on su-
perconducting hardware designed to solve difficult optimiza-
tion problems. Proof-of-concept studies have taken place on
a diverse range of topics, including aerospace problems [13],
[14], hydrology [15], radar waveform design [16], schedul-
ing [17]–[19], and traffic flow optimization [20], [21].While,
to our knowledge, a scaling advantage for optimization has
yet to be seen, signs of a potential advantage have been
observed in recent quantum simulation experiments [22].
The problems which these devices solve are encoded as

energy minimization with respect to quadratic unconstrained
binary (QUBO) Hamiltonians (aka. penalty functions) of the

form

HQUBO =
∑
i, j∈χ

Qi jbib j (1)

where bi ∈ {0, 1} encodes the value of qubit i and Q is
the QUBO matrix, which defines the problem.1 Similarly,
one could use the equivalent Ising formulation by substitut-
ing bi = (1 − zi)/2, zi ∈ {1,−1}. The interactions are con-
strained to a graph χ , but as long as the graph obeys certain
structural constraints, arbitrary connectivity can be mapped
using a technique known as minor embedding [23], [24],
where variables within a graph minor are joined using strong
ferromagnetic (negative) interactions. These joined variables
are referred to as chains, and the strength of the interactions
is referred to as chain strength. An alternative approach to
mapping is to use parity constraints [25]–[28], but we use
minor embedding methods for this article because they are
more commonly used, and because quantum Monte Carlo
studies have suggested that this is a better method for the
kind of devices we study here [29].
Since solving a QUBO is known to be NP-hard, all other

optimization problems can be mapped to them with only
a polynomial overhead. One particular mapping, which is

1Note that b2i = bi.
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common, is a discrete-to-binary mapping, where discrete
variables with greater than two values are mapped to binary
variables. The traditional way to do this is to use a kind of
constraint known as a one-hot constraint, which requires that
only one of a set of qubits can be in the |1〉 configuration.
To construct a quantum algorithm to solve a QUBO prob-

lem, quantum annealing is performed; the Hamiltonian that
describes this process includes Pauli X terms (Xi), which
introduce quantum mechanical (qu) bit flips

H(A,B) = −A(t )
∑
i

Xi + B(t )HQUBO (2)

where the protocol starts out in an equal positive superposi-
tion of all possible solutions with A(t=0)

B(t=0) � 1 and ends with
B(t=t f )
A(t=t f ) � 1. Note that the first term, which is called driver,

can be replaced by other operators, which do not commute
with the second operator. While we are not concerned with
the detailed physics of how these devices operate in the
present study, it is worth remarking that the devices we study
here operate in a highly dissipative regime, where interac-
tions with a low-temperature environment play an important
role in the dynamics.
Recently, it has been demonstrated in [30] that a different

way of encoding discrete variables, known as domain-wall
encoding, can lead to problem structures, which make mi-
nor embedding more efficient and use fewer variables than
one-hot encodings while still allowing arbitrary interactions
between the variables. This study was purely numerical and
theoretical and, furthermore, has pointed out that the qubit
flips explore the solution space in fundamentally different
ways for one-hot versus domain-wall encoded problems. The
domain-wall encoding has found use in quantum simulations
of quantum field theories [31], [32] and has been used in
proof-of-concept experiments for using quantumfluctuations
to guide searches on annealers [33]. To our knowledge, how-
ever, there has never been a direct experimental test of the
relative performance between domain-wall and one-hot en-
codings.
Since the solution space is not explored in the same way

for the two encodings, it is not a priori clear that the more
efficient embedding will translate to improved problem solv-
ing abilities. The search could be less effective in a way that
negates the gains from improved embedding. However, when
we perform the experiments on several examples, we find
that the domain-wall encoding does indeed lead to an im-
provement over many different metrics. These experiments
are performed on two different quantum processing units
(QPUs) manufactured by D-Wave Systems, Inc., which have
different allowed interaction graphs, an older less connected
generation (2000Q), and a newer more connected one (Ad-
vantage). We find that at least by some metrics, the use of
themore sophisticated domain-wall encoding canmakemore
of a difference to the ability to solve problems than the re-
engineered hardware graphs. Although not the primary goal

of this article, we also compare between the two QPU ar-
chitectures (and between all QPU–encoding combinations);
this allows us to compare the gains from using the domain-
wall encoding to those attained by using a more connected
architecture.

II. DISCRETE QUADRATIC MODELS
While the native models for quantum annealers are QUBO
optimization problems, many real-world problems are most
naturally expressed in a way that still involves pairwise in-
teractions between terms; these are referred to as discrete
quadratic models (DQMs). A DQM can be described by a
set of discrete variables di, i ∈ [n− 1], as well as arbitrary
pairwise interactions between these variables. Note that the
elements in di do not need to be integers or even a number;
it can be any discrete set, for example, colors in a coloring
problem, but are indexed in order by the index i. A DQM
Hamiltonian can be written as an extension of a QUBO
Hamiltonian with an additional index denoting the variable
value

HDQM =
∑
i, j

∑
α,β

D(i, j,α,β )xi,αx j,β (3)

where

xi,α =
{
1, variable di takes value α

0, otherwise
(4)

and D(i, j,α,β ) defines the pairwise interactions between the
variables. For the sake of simplicity, we further constrain
the values of the discrete variables to consecutive integers
α ∈ [m− 1] in this article. An example for such discrete
variables is the colors α of vertex i in graph coloring prob-
lems. The extension to arbitrary sets of discrete values is
straightforward. See [14] as an example.

A. DOMAIN-WALL AND ONE-HOT ENCODINGS
The discrete variable di is encoded in multiple binary vari-
ables xiα . We now quickly review the encoding methods,
which are commonly used for these discrete variables. The
traditional method is known as one-hot encoding. Here, each
qubit corresponds to one possible value of the discrete vari-
able and a constraint, which specifies that the variable only
takes one value has to be imposed

∀i
∑
α

xi,α = 1 . (5)

This constraint can be enforced by adding a quadratic
penalty term to the Hamiltonian

Hone hot = HDQM + λ
∑
i

(
m−1∑
α=0

xi,α − 1

)2

. (6)

Hence, we can write the discrete variables as di =∑m
α=0 αxi,α . However, from the perspective of physically im-

plementation on a real device, it has the undesirable property

3102714 VOLUME 2, 2021



Chen et al.: PERFORMANCE OF DOMAIN-WALL ENCODING FOR QUANTUM ANNEALING Engineeringuantum
Transactions onIEEE

FIG. 1. Domain-wall encoding scheme. The value of the discrete variable
di is given by the position α ∈ [m − 1] of the domain-wall (indicated by
dashed line) in this Ising chain with fixed outer spins si,−1 = −1 and
si,m−1 = 1.

TABLE I Representative Comparison of Domain-Wall and One-Hot
Encodings on Four Qubits

Note that, while convenient in this example, the con-
vention of starting the domain-wall encoding at 0 and
one-hot at 1 is not used elsewhere in the article

that all qubits used to encode a variable must be able to
interact with all others used to encode that same variables.
It was shown in [30] that instead using a “domain-wall”

encoding strategy can encode discrete variables with one
fewer qubit per variable and does not require interactions
between all qubits to implement the constraint. This article
found that minor embedding was more efficient when the
domain-wall encoding was used. While a full description of
this encoding strategy can be found in [30], and Python code
to implement the domain-wall encoding can be found in [34],
we review the key details here in the interest of making this
manuscript self-contained. The underlying principle of the
domain-wall encoding is to use the degeneracy of domain-
wall positions on a segment of a frustrated Ising spin chain,
as shown in Fig. 1. For each discrete variable di, we have
m− 1 spin variables and two fixed spins at the edges of the
chain si,−1 = −1 and si,m−1 = 1. The variable di is correctly
encoded if there is a single domain wall in the Ising chain.
This is enforced by the penalty Hamiltonian describing a
ferromagnetic coupling between the Ising spin variables

Hchain = −κ

(
m−2∑

α=−1

si,αsi,α+1

)
(7)

where κ is a coupling large enough to enforce a single domain
wall in the ground state (cf. [30]). A concrete example of one-
hot and domain-wall encodings (m = 4 for one-hot encoding
and m = 4 for domain-wall encoding) is provided in Table I.
Then, the binary variable xi,α depends on the values of the
spin variable according to

xi,α = 1

2

(
si,α − si,α−1

) ∀i, α ∈ [n− 1] × [m− 1] (8)

and (5) is fulfilled. Note that only m− 1 variables (the in-
ner spins) are needed to encode a variable with m different
values. This is one less than in the one-hot-encoding case.

Hence, the total Hamiltonian for the DQM reads

Hdomain wall = HDQM + Hchain. (9)

Note that this is a function purely of the (m− 1)n (inner)
spin variables {si,α | i ∈ [n− 1], α ∈ [m− 2]}. The conver-
sion back to a QUBO is straightforward.

B. BINARY ENCODING
While the main purpose of this article is to compare domain-
wall and one-hot encodings, it is also worth comparing to
direct binary encodings. Naively, these encodings appear that
they should always be more efficient, since to store a variable
of size m only requires �log2 m� binary variables as opposed
to m or m− 1. However, this does not tell the whole story, as
currently available annealing hardware only has linear and
quadratic interactions available. It is not necessarily true that
the interactions between two binary variables can be written
only in terms of these types of interactions; in fact, except
for special cases such as objective functions involving mul-
tiplication of variables [30], [35], it is not going to be true.
This can be rectified by engineering effective higher order
interactions [27], [28], but each of these will require at least
one auxiliary variable to engineer (although if this variable
instantiated as a physical qubit, it may have less stringent
requirements than the one used for computation [28]). A fair
accounting of the binary variables needed for an encoding
would also have to track these auxiliary variables as well.
A lower bound of the number of auxiliary qubits for a

given interaction can be obtained by a degree-of-freedom
counting argument. For an arbitrary interaction of two vari-
ables both of size m, we require m2 degrees of freedom, to
independently assign energies to each configuration. On the
other hand, for 2�log2 m� qubits, there will be 2�log2m� ×
(1 + 2�log2 m�) linear or quadratic degrees of freedom. The
total number of higher than quadratic interactions needed
will then be the difference between the number of degrees of
freedom needed and the total number of linear or quadratic
degrees of freedom available along with an additional−1 for
the irrelevant energy offset degree of freedom

nhigh(m) = m2 − �log2 m�(1 + 2�log2 m�) − 1. (10)

From the previous formula, we first see that for m = 2,
there are exactly the needed number of linear and quadratic
degrees of freedom,which is a good check that this formula is
sensible, since higher order terms are not possible in a system
involving only two qubits. For m = 3, there are more linear
or quadratic terms than are necessary to encode all of the
degrees of freedom, so auxiliary variables are not necessary
for binary encoding. This is unsurprising, because the m = 3
domain-wall encoding can be thought of as a special case
of binary encoding, where the domain-wall interactions are
used to eliminate one of the logical states and encode on the
three remaining ones.
However, form = 4, we find that there are five fewer linear

or quadratic degrees of freedom than are needed, and there-
fore, nhigh(4) = 5, indicating that each interaction between
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FIG. 2. Number of binary variables requires, per interaction in the binary
case, and the number of extra (when compared to binary) per higher
variable in the domain-wall and one-hot cases, versus m. The inset is the
same, but zoomed in to show detail at low values of m.

variables of size m = 4 in a binary encoding will require at
least five auxiliary variable to engineer higher order inter-
actions and, in practice, may need more; for example, the
encoding of higher order interactions used in [36] requires
l auxiliary variables for an l-order interaction for any case
where l > 3. For simplicity, we construct a lower bound as-
suming that each higher order interaction can be engineered
using only one auxiliary. For a general problem with q vari-
ables of size m and qint interactions between the variables,
we, therefore, lower-bound the number of variables, which
are needed for the binary encoding as

nbin(m, q, qint ) = qintnhigh(m) + q�log2(m)�. (11)

While we examine the specific problems used in this study
later, but for now, let us consider the general question of
when a binary encodingwould be superior. Each higher-than-
binary interaction will require at least one auxiliary binary
variable; additionally, there have to be at least as many in-
teractions as variables for the interaction graph of a problem
to be connected. It is, therefore, reasonable to infer that if
the number of auxiliary binary variables per interaction is
greater than the number of excess binary variables to encode
each higher variable when comparing domain-wall or one-
hot to binary encoding, then the binary encoding will not
be favorable. As shown in Fig. 2, the number of auxiliaries
per interaction is always higher, indicating that at least in
terms of the number of binary variables required to encode
the problem, domain-wall and one-hot encodings will be su-
perior to direct binary encoding. Recall that this analysis only
applies to arbitrary interactions and binary encodingmay still
be more efficient for specific kinds of interactions such as
multiplication of numbers; however, we are not aware of any
such structure for the coloring problems studied here. This
result is counterintuitive, but, somewhat unsurprising given
that [30], has previously argued that the domain-wall encod-
ing is maximally efficient for encoding arbitrary interactions,

assuming that only linear and quadratic terms are directly
accessible.
The present somewhat counterintuitive picture where an

encoding that is effectively unary is the most efficient way
to represent arbitrary interactions depends entirely on the
limitation in the types of coupling available (although we do
note that this does meet the requirement of having a robust
tensor product structure, which is required for efficient quan-
tum computing [30], [37]). This could change in the future
if hardware with native higher order interactions and more
exotic driver Hamiltonians (for example, using the strategies
of [27], [28], and [38]) became available.

C. k-COLORING
One type of problem we use to contrast the performance of
different QPU–encoding combinations is maximum coloring
problems. Formally, these aremax-k-colorable subgraph [39]
problems or equivalently max-k-cut problems [40], [41].
However, since we do not consider any other types of col-
oring problems in this article, we refer to these problems as
k-coloring problems without fear of ambiguity. These prob-
lems consist of finding ways to color a graph with q nodes
using k colors such that nodes of the same color are in contact
with each other in as few places as possible. For graphs that
are colorable, this reduces to finding a coloring of the graph.
We use randomly generated Erdös–Rényi graphs [42], [43],
where for each pair of nodes, the presence or absence of an
edge is independently and randomly decided with a given
probability.
In the one-hot encoding scheme for the max-k-colorable

subgraph problem [39], we have k = m decision variables xiα
for each node i in the graph and every color α ∈ [m− 1],
which is 1 if the node i has the color α. The Hamiltonian for
graph G = ([n− 1],E ) reads

HDQM =
m−1∑
α=0

∑
(i, j)∈E

xiαx jα . (12)

Following the procedure in [30], we consider two classes
of k-coloring problems. For the first, we fix k = 3 and vary
q; we refer to these as maximum three-coloring problems or
simply three-coloring problems. For these problems, we use
graphs with an edge probability of 0.5.
The second class of coloring problems we consider are

k-coloring problems, where both k and q are varied; with
q = 2k and an edge probability of 0.75, we refer to these as
maximum k-coloring problems or simply k-coloring prob-
lems.
For the maximum k-coloring problems, the bound on the

number of qubits needed from (11) will be nbin(k, 2 k, 0.75 ×
4 × k2). Throwing away nonleading-order terms, we find
that, asymptotically, the number of variables required for
the binary encoding scale as k4 as opposed to k2 for both
domain-wall and one-hot encodings. Fig. 3 shows that even
for k = 4, binary encoding will require an impractically large
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FIG. 3. Average number of binary variables required for domain-wall
and binary encodings as well as a lower bound for binary encoding for
k-coloring problems at sizes relevant to our experiments.

FIG. 4. Average number of binary variables required for domain-wall
and binary encodings as well as a lower bound for binary encoding for
k-coloring problems at sizes useful for showing approach to the
asymptotic limit. The dashed line is the leading order term from the
binary lower bound, 3k4.

number of variables. Recall that for size k = 3, the domain-
wall encoding is a special case of binary encoding.
We further extend the variable number calculation to

higher k. As shown in Fig. 4, the binary encoding reaches a
scaling, which strongly resembles the final asymptotic scal-
ing we expect and is far inferior to the domain-wall and even
one-hot encoding.

D. FLIGHT GATE ASSIGNMENT
The flight gate assignment problem was already investi-
gated for Quantum Approximate Optimization Algorithm
(QAOA) [44] and quantum annealing in the one-hot encod-
ing scheme [13] . We want to assign n flights tom gates using
the decision variable

xiα =
{
1, if flight i is assigned to gate α

0, otherwise
(13)

for i ∈ [n− 1] and α ∈ [m− 1]. The cost function Hamilto-
nian calculates the total transit time of all passengers at the

TABLE II Flight Gate Assignment Problem Parameters

airport. It reads

HDQM =
∑
iα

(
ndi t

d
α + nai t

a
α

)
xiα +

∑
i jαβ

ni jtαβ xiα x jβ (14)

where the various problem parameters are listed in Table II.
There are two hard constraints in the problem. First, a

flight should be assigned to exactly one gate. This is repre-
sented by (5). Second, flights with temporal overlap are not
allowed to be assigned to the same gate

∀α,∀(i, j) ∈ E, xi,α · x j,α = 0 (15)

where

E =
{
(i, j) | (t ini − toutj < tbuf) ∧ (t inj − touti < tbuf)

}
(16)

is the set of forbidden flight pairs. This second constraint is
enforced by adding the following:

Htemp = μ
∑
α

∑
(i, j)∈E

xiαx jα (17)

to the total Hamiltonians (6) and (7), respectively. Again,
the penalty weight μ must be sufficiently large to ensure the
constraint satisfaction in the ground state (see [13] for de-
tails). Note that both constraints are equivalent to the proper
coloring of a graph with edged E. This relation to graph
coloring is extensively discussed, e.g., in [44].
Due to precision problems of the D-Wave quantum an-

nealer, in [13], it was found that the largest number of in-
stances with nonvanishing success probability was 29 with
n = 7 flights and m = 2. We used these instances for our
study. Given that no variable in the flight gate assignment
problems studied here is larger than m = 3, all domain-wall
encodings used for these problems are also special cases of
binary encoding.

III. EXPERIMENTAL SETUP AND PERFORMANCE
MEASURES
In this section, we discuss the experimental setup and mea-
sures for comparing the performance of domain-wall and
one-hot encodings.

A. CHAIN AND CONSTRAINT STRENGTHS
To experimentally study these problems, we need to decide
upon a method to choose the strength of both embedding
chains and the constraints used to restrict the number of
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FIG. 5. Cost function C, which is equal to the total number of places with
the same color touch for the three-coloring problem with 15 nodes,
averaged over 100 instances versus the constraint strength.

domain walls to one or enforce the one-hot constraint [e.g.,
λ, μ, and κ in (6), (7), and (17)]. Since the goal of this article
is to compare rather than develop an absolute benchmark, it
is not crucial that these choices be completely optimal, but
for these comparisons to be relevant to real calculations, we
should still ensure that we are operating in a regime where
the behavior is likely to be similar to the optimal choices.
For the chain strength, we use the “uniform torque com-

pensation” [45] feature, which is available through the D-
Wave ocean software repository [46]. On the other hand, no
such feature exists for finding the strength of the constraints.
However, a practical approach is to choose the strength of the
constraint parameters λ, κ , and μ equal to the magnitude of
the largest single field or coupler in the problem definition
before embedding. Both of these choices have the advantage
of being “automatic,” the sense of adjusting based on the
structure of the problem at hand. Since the goal of this article
is to make a comparison of performance on the same footing,
rather than to test the optimal performance of the device, we
do not need to show that our parameter choices are the best
possible, but that they perform reasonably well. To verify that
these choices are sensible, we compare different constraint
choices for a size-15 three-coloring problem in Fig. 5. We
find that our strategy for choosing the constraint strength is
roughly optimal for 2000Q; it is slightly suboptimal for Ad-
vantage. While this performs well enough for the purposes of
the analysis we do here, it is worth keeping in mind that there
is potential room for further gains within our Advantage data
by finding a better performing parameter setting heuristic.

B. EXPERIMENTAL PROCEDURES
All experiments reported here were performed in the au-
tumn of 2020. They were performed using the default anneal
time of 5 μs, and 100 anneals were performed in each run
using a single embedding (we found that the performance
variation between different embeddings was negligible). All

embeddings were performed using the minorminer embed-
ding software provided by D-Wave systems, Inc. [47]. If an
embedding failed, we attempt it twice more (for a total of
three attempts) to verify that this failure was not an anomaly.
We found that for all problem classes (for example, partic-
ular size of graph for three coloring or number of colors
for k-coloring), for any given QPU/embedding combination,
either all problem embeddings failed or they all succeeded.
Except when explicitly stated otherwise in this article, bro-
ken chain decoding was performed using the majority vote
decoding tool included in the software package. Spin rever-
sal transforms (sometimes referred to as gauge averaging)
were not used. Experimental data are available in a public
repository [48].
Numerical analysis and plotting were performed using

MATLAB and the python programming language [49]; in
particular, heavy use was made of the numpy [50], [51] and
matplotlib [52] packages, as well as jupyter notebooks [53],
[54].

C. HYPOTHESIS TESTING
One method to compare between pairs of QPU–encoding
combinations is to run them on the same problems and see
how many times each can outperform the others, ignoring
cases where they can each find equally good solutions. The
immediate question then becomes how statistically signifi-
cant a given sample is. In other words, how likely are we
to see a result, which is at least as favorable by random
chance? To quantify this significance, we perform hypothesis
testing.
To this end, we partition the solutions, where one QPU–

encoding combination outperforms the other into the two
classes. First, consider the number of cases where the com-
bination we expect to do better (the “expected winner”) has
performed better than the combination that is being com-
pared to nb. Second, consider the number of cases where
the “expected winner” performs worse nw. This allows us
to calculate the statistical significance

p = 1

2nb+nw

nb+nw∑
k=nw

(
nb + nw

k

)
. (18)

This is effectively the probability that the expected winner
could perform better at least as many times if the better
performing QPU–encoding combination were chosen at ran-
dom with 50% probability (our null hypothesis). Effectively,
it is the probability that the result (or an even more favor-
able one) could happen by chance if both performed equally
well.
By convention, p < 0.05 is considered to be a statisti-

cally significant result rejecting the null hypothesis [55] and,
therefore, confirming that the expected winner does indeed
perform better; by symmetry, p > 0.95 is also a statistically
significant result, but rejecting an alternate hypothesis that
the expected winner was chosen correctly and, therefore,
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showing that we chose the expected winner incorrectly. A
value of 0.05 < p < 0.95 is not statistically significant and
indicates that an insufficient number of samples have been
taken to draw any conclusions based on our hypothesis test-
ing strategy.

D. PERFORMANCE MEASURES
To understand the effect of encoding and QPU choice on
the ability of the device to solve the problem, we choose to
analyze four performance metrics. The first is the fraction of
raw solutions, which do not contain any broken embedding
chains, Rchain. This measure allows us to get a sense of how
faithfully the device is able to represent the problem, since
solutions with broken chains no longer correspond to valid
solutions.
The second quantity we examine is the rate of solutions,

where, after majority vote decoding is performed on any
broken chains, the solutions satisfy all of the one-hot or
domain-wall constraints. We call this rate Renc.

We next define the cost function C, which is the quantity
which we are attempting to minimize subject to our con-
straints. By convention, if an annealing run has not returned
any solutions where all the constraints are satisfied, then we
define the effective value of C to be infinite, since no valid
solution is returned; therefore, as we have defined it, the
average cost function is infinite even if a single problem does
not yield a valid solution.
Finally, we define the success probability P, which is de-

fined as the fraction of problems for which the optimal value
of C was found. We only report this measure for problem
sizes, which are small enough that the optimal solution can
be definitively found using exhaustive search. Recall that we
only perform 100 anneals per run, so it is likely that higher
success probabilities could be found by increased sampling,
potentially also using spin reversal transforms, or even more
advanced tricks such as reverse annealing [9], [11], [56],
pausing [57], sample persistence [58], anneal offsets [59], or
extended coupling range [60]. The goal of this study is a rela-
tive comparison between QPUs and encoding methods rather
than to benchmark the best possible performance, which can
be attained using these devices, and for this reason, we have
decided to keep our experiments simple at the expense of
cutting-edge performance.
In this section, we present our results by showing the four

performance measures for the flight gate assignment prob-
lem, the three-coloring problem, and the k-coloring problem.
Also, we show our results on the hypothesis testing for the
three-coloring and k-coloring problems.

E. FLIGHT GATE ASSIGNMENT
As discussed in Section II-D, all studied flight gate assign-
ment instances have m = 2. Since the encoding of a discrete
variable of size 2 into a domain-wall encoding reduces to a
direct binary encoding, it is not mathematically possible for
the domain-wall constraint to be violated in these cases. On

the other hand, we find that the one-hot constraint is only
satisfied in 71% and 65% of solutions on average for 2000Q
and Advantage, respectively. We do find some chain breaks
in all cases, but they are so rare that it is not possible to
reliably differentiate which encoding performs better based
on our data, although we have observed that the domain-wall
encoding seems to perform slightly better. We observe that
the problem is solved after 100 reads in all cases except for
three using the one-hot encoding on Advantage.
To study what effect chain breaks would have on larger

systems, we set embedding chain strengths to intentionally
suboptimal values as opposed to using the uniform torque
compensation tool, which performs well in all cases. The
results are shown in Fig. 6. We find that the domain-wall
encoding performs equally or better than one-hot against all
metrics, regardless of the QPU used. What is particularly
striking is that the domain-wall encoding was able to solve
all instances at all chain strengths for both processors, while
the one-hot encoding was only able to achieve this for the
uniform torque compensation scheme.

F. THREE COLORING
For further demonstration of the effect of the different en-
codings, we consider 100 random instances of three color
problems, as studied in [30]. For these problems, each vari-
able di has three possible values, corresponding to each color,
since the domain-wall encoding consists of two qubits in this
case; it is mathematically possible for the single domain-wall
constraint to not be satisfied. For each of these instances,
we run both domain-wall and one-hot encodings each on the
Advantage and 2000Q QPU.
Fig. 7 shows the four performance measures, as discussed

in Section III-D. For the same QPU, the domain-wall encod-
ing performs consistently better than one hot. Also, for the
same encoding, the Advantage QPU performs consistently
better than the 2000Q QPU. When comparing the domain-
wall encoding on the 2000Q QPU with one-hot encoding on
the Advantage QPU, we can show that the average solution
quality appears either to be comparable or to favor the do-
main wall on the less advanced processor. On the other hand,
even using the one-hot encoding, the Advantage processor
has fewer chain breaks. In essence, using a more connected
QPU and using domain wall as opposed to one hot seem to
reduce chain breaks, and furthermore, the higher connectiv-
ity seems to be the more decisive factor.
However, it seems to be the case that (at least for majority

vote decoding) broken chains in the domain-wall encoding
are more likely to be decoded to correct solutions. For the
cost function as well, there is a visible difference between the
performance of both the one-hot and domain-wall encodings.
Finally, we observe that, while the domain-wall encoding
makes a large difference in the probability of finding the
optimal solution within 100 reads, the difference between
the two types of QPUs is within error bars for all sizes
we test. Aside from the fact that larger problems can be
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FIG. 6. Mean of the four performance measures against the chain strength for the 29 instances of the flight gate assignment problem for all four
QPU–encoding combinations. Note that the cost function is normalized by subtracting the optimal value Cmin for more meaningful comparison across
problems. In part (c), the one-hot 2000Q point only appears for uniform torque compensation since the data for all other chain strengths contained at
least one problem, where none of the 100 reads produced a solution, which satisfied all one-hot constraints. All bars in this plot are standard error.
(a) Rate of unbroken chains in physical solutions. (b) Rate of correctly encoded logical solutions. (c) Cost function of the problem from logical solutions.
(d) Success probability.

encoded on the Advantage QPU, there is not a significant
difference between the performance of the two QPUs for
the same encoding for graph sizes less than about 25; how-
ever, as we demonstrate later, the performance differences
can be better understood using analysis based on hypothesis
testing.
Since it is difficult to visually distinguish the average cost

functions, we apply a different technique to compare perfor-
mance of solutions against the cost function. We examine
how many cases each processor–encoding combination does
better or worse than any of the others. We further perform
hypothesis testing to see which of the differences are sta-
tistically significant, as described in Section III-C. The re-
sults are shown in Table III. We can see that except for at
the smallest size (five nodes), there are differences in how
the processor–encoding combinations perform. We find that
except for at this smallest size, the domain-wall encoding
always performs better than the one-hot encoding, even when
comparing the domain-wall encoding on a 2000Q to one-hot

encoding on an Advantage. We further find that all statisti-
cally significant results point toward Advantage performing
better than 2000Q, but at smaller sizes, the differences are
not statistically significant.
A particularly striking result here is that, at least up to the

size where the problems can no longer be embedded on the
2000Q, using a domain-wall encoding rather than one-hot
encoding makes a bigger difference to solution quality than
using the more advanced processor. This underscores the
importance of encoding methods to obtaining high-quality
solutions over just waiting for hardware improvements. An
astute reader may question whether this result is simply be-
cause the majority vote decoding seems to perform better on
domain-wall encoded problems than one-hot [as can be seen
by comparing Fig. 7(a) to (b)]. To answer this question, we
consider an alternate way of processing the data, in which
solutions with broken chains are discarded rather than de-
coded by majority vote. We find that this approach does not
affect the qualitative result that the domain-wall encoding on
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FIG. 7. Mean of the four performance measures against the problem size for the three-coloring problem for all four QPU–encoding combinations. The
cost function in part (c) has been normalized by edge number to allow a more direct comparison at different sizes. The bars for parts (a), (b), and (c) are
the standard deviation of the distribution, rather than the standard error. Since all data points are based on 100 samples, the standard error is ten times
smaller than what is depicted by these bars. Bars for (d) are standard error. (a) Rate of unbroken chains in physical solutions. (b) Rate of correctly
encoded logical solutions. (c) Cost function of the problem from logical solutions. (d) Success probability.

TABLE III Hypothesis Testing Results for All Six Possible Comparisons of QPU–Encoding Combinations for Three Color Problems of Different Sizes

For each comparison, the expected winner is listed first. For each size, the count of cases where the expected winner (written first at the top of the column) performs better
nb (left) and worse nw (right) is listed. Below is listed the value of p as calculated by (18). In cases where either both combinations perform the same on all problems or one
or both fail to embed, statistical significance cannot be calculated. In case where the expected winner failed to embed, we write “FAIL” in the left column, and likewise if the
embedding fails for the QPU–encoding combination described by the right column. These comparisons are performed for the single best solution found out of all 100 samples,
using majority vote decoding for broken chains. If none of the samples decode to valid solutions, then the cost function is treated as being “infinite” and any finite value is
considered to be better. Color coding used as a guide to the eye: green indicates a statistically significant rejection of the null hypothesis, while yellow indicates a result that is
not statistically significant.
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TABLE IV Hypothesis Testing Results for All Six Possible Comparisons of QPU–Encoding Combinations for k-Color Problems With Different Numbers of
Colors

For each comparison, the expected winner is listed first. For each size, the count of cases where the expected winner (written first at the top of the column) performs better
nb (left) and worse nw (right) is listed. Below is listed the value of p as calculated by (18). In cases where either both combinations perform the same on all problems, or one
or both fail to embed, statistical significance cannot be calculated. In case where the expected winner failed to embed, we write “FAIL” in the left column, and likewise if the
embedding fails for the QPU–encoding combination described by the right column. These comparisons are performed for the single best solution found out of all 100 samples,
using majority vote decoding for broken chains. If none of the samples decode to valid solutions, then the cost function is treated as being “infinite” and any finite value is
considered to be better. Color coding used as a guide to the eye: green indicates a statistically significant rejection of the null hypothesis, while yellow indicates a result that is
not statistically significant. Red indicates a statistically significant result that rejects the alternate hypothesis.

TABLE V Hypothesis Testing Results for All Six Possible Comparisons of QPU–Encoding Combinations for Three Color Problems of Different Sizes

For each comparison, the expected winner is listed first. For each size, the count of cases where the expected winner performs better nb (left) and worse nw (right) are listed. Below
is listed the value of p as calculated by (18). In cases where either both combinations perform the same on all problems or one or both fail to embed, statistical significance cannot
be calculated. In case where the expected winner failed to embed, we write “FAIL” in the left column, and likewise if the embedding fails for the QPU–encoding combination
described by the right column. These comparisons are performed for the single best solution found out of all 100 samples, where samples with broken chains are treated as being
invalid. If none of the samples decode to valid solutions, then the cost function is treated as being “infinite” and any finite value is considered to be better. Color coding used as
a guide to the eye: green indicates a statistically significant rejection of the null hypothesis, while yellow indicates a result that is not statistically significant.

a 2000Q performs better in a statistically significant way. For
completeness, these results are shown in Table V in the Ap-
pendix. While the domain-wall encoding does always make
a bigger performance difference in cases where the problem
can be embedded on bothQPUs, it is possible to embed larger
problems on the Advantage QPU; even with the domain-wall
encoding, 30 nodes is the largest size we are able to embed
on an 2000Q, whereas Advantage can embed a problem of at
least size 40.

G. k-COLORING
Now that we have demonstrated that the domain-wall en-
coding leads to significantly better performance in encoding
discrete variables with both two and three possible values,
the next natural question is what happens at higher values,
particularly because Chancellor [30] found that these were
the cases where the structure had the most effect on embed-
ding efficiency. To do this, we examine maximum k-coloring

problems, for which the value of k scales with the number
of nodes. Fig. 8 shows the results. We see a similar pattern
as before, with Fig. 8(a) showing that the QPU structure
makes a bigger difference in terms of chain breaks; however,
at least for the Advantage QPU, usage of the domain-wall
encoding can also significantly reduce the number of breaks.
Also, as seen in the three-coloring case, the encoding type is
the dominant factor in determining the number of solutions,
which are decoded correctly. Unlike the three-coloring case
however, Renc decreases toward zero as the number of colors
and, therefore, the problem size are increased. This is likely
because for more colors, there are more possible ways to
violate the constraint. The final cost function likewise shows
encoding being the dominant factor in determining perfor-
mance and being a more significant factor than QPU type.
We further see this trend in probability of finding the most
optimal solution, although the performance difference be-
tween the Advantage and 2000Q by this metric is larger than
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FIG. 8. Mean of the four performance measures against the problem size for the k-coloring problem for various numbers of colors and comparing all
four QPU–encoding combinations. The cost function in part (c) has been normalized by edge number to allow a more direct comparison at different
sizes. The bars for parts (a)–(c) are the standard deviation of the distribution, rather than the standard error. Since all data points are based on 100
samples, the standard error is ten times smaller than what is depicted by these bars. Bars for (d) are standard error. Note that the x-axis values are not
the same on each graph; this is due to the fact that for subfigure (c), no QPU–encoding combination returned valid solutions for all problems, and for
subfigure (d), our exhaustive method of finding solutions failed beyond size 5, and we felt the trend was clear enough from these points. (a) Rate of
unbroken chains in physical solutions. (b) Rate of correctly encoded logical solutions. (c) Cost function of the problem from logical solutions. (d) Success
probability.

the three-coloring case, suggesting that the slightly better
performance from Advantage is a real effect; as we will see
later, a different method of comparison actually favors the
older version of the processor, the 2000Q.

H. HYPOTHESIS TESTING FOR k-COLORING
As we have done before, we perform hypothesis-testing-
based analysis on the best cost function values returned by
all QPU–encoding combinations. As with the three-coloring
case, the domain-wall encoding leads to a statistically sig-
nificant improvement at all but the smallest size. Even when
we perform a cross comparison, we see that the domain-wall
encoding on a 2000Q outperforms the one-hot encoding on
the Advantage. We do find one surprising result, not in terms
of comparison between the two encodings, but in terms of
comparisons between the two QPUs. For the one-hot encod-
ing of the maximum five-coloring problem, we find a highly

statistically significant result that the 2000Q actually outper-
forms the Advantage processor. This is the opposite trend
to what is seen when the domain-wall encoding is used and
very unusual since a more highly connected device should
perform better than a less connected one. To understand the
root cause of this effect, we perform the same analysis, but
discard broken chain solutions, rather than performing ma-
jority vote decoding. As shown in Table VI, the effect goes
away when we change the decoding strategy, indicating that
this is an artifact of the strategy. Since the primary purpose
of this article is to compare the encoding strategy, rather than
QPU performance, we have elected not to probe this effect
further, although doing so could potentially yield interesting
results.

IV. DISCUSSION AND CONCLUSION
We have performed the first (to our knowledge) experimental
tests of the domain-wall encoding proposed in [30] on quan-
tum annealing processors. We find that for problems with
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TABLE VI Hypothesis Testing Results for All Six Possible Comparisons of QPU–Encoding Combinations for k-Color Problems of Different Number of
Colors

For each comparison, the expected winner is listed first. For each size, the count of cases where the expected winner performs better nb (left) and worse nw (right) are listed. Below
is listed the value of p as calculated by (18). In cases where either both combinations perform the same on all problems or one or both fail to embed, statistical significance cannot
be calculated. In case where the expected winner failed to embed, we write “FAIL” in the left column, and likewise if the embedding fails for the QPU–encoding combination
described by the right column. These comparisons are performed for the single best solution found out of all 100 samples, where samples with broken chains are treated as being
invalid. If none of the samples decode to valid solutions, then the cost function is treated as being “infinite” and any finite value is considered to be better. Color coding used as
a guide to the eye: green indicates a statistically significant rejection of the null hypothesis.

variables up to size 7, the domain-wall encoding outperforms
the traditional one-hot encoding in all but the smallest cases,
for which their performance is roughly equal due to the ease
of the problems. We further find that the domain-wall encod-
ing generally reduces the number of broken minor embed-
ding chains and increases the proportion of solutions, which
decode correctly. Crucially, for every problem we look at,
we do not find a single metric for which the domain-wall en-
coding performs worse on average than the one-hot encoding
on the same QPU, suggesting that the domain-wall encoding
should be the method of choice.
Dramatically, when we perform a cross comparison of

performance between domain-wall encoding on the older
2000Q QPU versus one-hot encoding on the newer Advan-
tage QPU, we find that the encoding makes a bigger dif-
ference in solution quality than the QPU architecture (at
least on problems that can be embedded into both QPUs;
embedding fails at a smaller size for domain wall on a 2000Q
than it does for one hot on Advantage). This underscores
the importance of “software” advances like better encoding
in parallel to hardware advances. This is particularly true
given that, while developing new hardware can be a very
expensive endeavor, using a different encoding can be done
at almost no cost. Given the recent trend for the program-
ming of these devices to be done at an increasingly higher
level, the end user does not necessarily need to even “see”
the encoding steps at all, for example, the D-Wave ocean
repository currently has a DQM solver [61], which uses one-
hot encoding to solve optimization problems [62]. Changing
the underlying encoding used by this solver is likely to im-
prove performance, but would have no other effect on the
way the end users interact with this solver and would not
require them to understand how this strategy works. The
German Aerospace Center is developing a library, which
is more hardware agnostic (including gate-based quantum
computers) with overlapping functionality. It is planned to
integrate different encodings, including domain-wall en-
coding, and publish the software under an open-source
license.

Although not the focus of the present study, it would be
very illuminating to examine the underlying cause of the
drop in success probability as size increases. In particular,
it has been observed, for example, in [63] that even for an
isolated domain-wall chain without a programmed potential,
the probability of finding a domain wall at different locations
is far from uniform, especially if spin reversal transforms are
not performed. In that paper, the underlying causewas analog
noise on the device causing biases toward some configura-
tions; these biases may have been enhanced by the fact that
the dynamics of 1-D chains tend to freeze very late in the
anneal [64].
While it being not the main purpose of our study, we have

also compared the Advantage and 2000Q QPUs. We have
found that minor embedding chains break less frequently
on the Advantage QPU, as what should be expected on a
more connected graph. We found that the Advantage QPU
also performed better (or for small problems no statistically
significant difference could be found) at solving problems in
all but one example on a five-coloring problem. This result
is highly statistically significant, so it is unlikely to be a sta-
tistical anomaly. It also goes away when we do not perform
majority vote decoding on the broken chains. While we have
not investigated this effect further since it is far from our
main purpose, it is likely that a more complete investigation
could be fruitful in finding improved broken chain decoding
strategies. It is also worth remembering that there was room
for improvement in how the constraint strength was chosen
for Advantage; a more optimal strategy here would change
the comparison between Advantage and 2000Q (further) in
favor of Advantage.
While our work gives compelling evidence that the

domain-wall strategy is superior for currently available su-
perconducting flux qubit QPUs, there are still many unan-
swered questions with regard to the encoding, which are
beyond the scope of our current work. It would be illumi-
nating to test these strategies on larger problems and more
connected hardware graphs using quantum Monte Carlo.
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This approach has previously been used to compare embed-
ding strategies [29]. It could further be interesting to test
whether the advantages seen in annealing carry over to gate
model optimization algorithms. Preliminary work [30] gives
some theoretical suggestions for this because our domain-
wall encoding approach will require fewer interactions be-
tween distant qubits. However, an experimental test would be
enlightening.
In this Appendix, we provide versions of Tables III and IV,

but where solutions with broken chains are discarded rather
than decoded by majority vote, the results appear in Tables V
and VI, respectively.
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