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ABSTRACT Quantum networking is emerging as a new research area to explore the opportunities of
interconnecting quantum systems through end-to-end entanglement of qubits at geographical distance via
quantum repeaters. A promising architecture has been proposed in the literature that decouples entanglement
between adjacent quantum nodes/repeaters from establishing end-to-end paths by adopting a time slotted
approach. Within this model, we destructure further end-to-end path establishment into two subproblems:
path selection and scheduling. The former is set to determine the best repeaters to connect two end nodes,
provided that all their local entanglements have succeeded. On the other hand, scheduling is concerned
with deciding, which pairs of end nodes are served in the current time slot, while the others remain queued
for later time slots. Unlike path selection, scheduling has not been investigated so far in the literature,
particularly in presence of quantum noise, which makes both problems even more challenging. In this
article, we propose to address it via a general framework of heuristic algorithms, for which we propose
three illustrative instances with the objective of keeping the application delay small while achieving a good
system utilization, in terms of high entanglement rate and fidelity of remotely entangled qubits. The system
proposed is evaluated extensively via event-driven quantum network simulations, with noisy repeaters, in
different node topologies under a Poisson arrival of requests from quantum applications. The results show
the existence of a fundamental tradeoff between system- and application-level metrics, such as fairness versus
entanglement and fidelity, which lays the foundations for further studies in this thriving research area.

INDEX TERMS End-to-end entanglement, noisy quantum repeaters, quantum Internet, routing.

I. INTRODUCTION
Quantum computing is pushing the frontiers of computation,
and its advantages will be multiplied by the creation of a
quantum Internet to interconnect remote quantum comput-
ers with one another. The quantum Internet will enable dis-
tributed quantum computation [8] and many other applica-
tions [36]. A roadmap for its realization is neatly summarized
in [43], while a break-down of the technologies involved
and their recent status is reported in [2]. The most important
building block of quantum networks is the quantum repeater
(or repeater for short),1 which allows the transfer of quantum
states through entanglement swap [5]. The case of end-to-end
entanglement between two physically separated quantum
systems (let us call them nodes) via a repeater using quantum
sources is illustrated in Fig. 1 [35]. The quantum sources emit
locally entangled Einstein–Podolsky–Rosen (EPR) pairs to-
ward both of the end-point quantum systems, called Alice
and Carol in the example, and the repeater, i.e., Bob. Once

1Alternative techniques to achieve entanglement distribution in a quan-
tum network have been also proposed and are worthy of further investi-
gation, e.g., entanglement percolation [30], but in the research community
repeater-based approaches are currently predominant.

Bob has performed a projective measurement on his two
particles (|�〉0Bob and |�〉1Bob) and has communicated via a
traditional communication channel, the outcome of the oper-
ation (mB0 ,m

B
1 ) to, for example, Carol, the latter may perform

local Pauli operations in the form of X- and Z-gates to correct
its qubit |�〉0Carol, which effectively creates an end-to-end
entanglement with the qubit received by Alice |�〉0Alice.

Even though the quantum repeater is not yet available as
a commercial device, several studies have proved experi-
mentally the viability of its key components ([4], [38], [39],
[45], [46]. Furthermore, by interconnecting repeaters with
one another, it is possible to create an end-to-end entangle-
ment between nodes separated by an arbitrary distance, at
least in theory. In practice, there are technical limitations due
to: 1) signal power attenuation along the transmission, over
fiber optic cables, or ground-to-satellite air links [22] and 2)
the short coherence times in quantum memories [7]. These
limitations create many research challenges for the realiza-
tion of quantum networks based on entanglement swap. Even
though the advancements in the construction processes of the
devices involved, as well as in the area of distillation [18],
purification [40], and quantum error correction [16], will
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gradually reduce the current problems, we do not expect
conclusive solutions to appear shortly.
Therefore, in this article, we pursue a line of research that

is based on near-future technology and has already attracted
some interest in the literature: we assume that the entangle-
ment done locally at every repeater for every link toward
an adjacent node can fail with a non negligible probabil-
ity, but it is heralded by some technology means (beyond
the scope of our work) such that the outcome is known to
the repeater itself. We then assume that there is a network
element that collects all these outcomes and, therefore, has
a perfect knowledge of which links between quantum com-
puters can be used to the transfer the status of qubits (the
analogous in quantum Internet to transfer of information in
legacy Internet). Thus, the controller tries to satisfy a set of
demands from the upper layer applications by performing an
ephemeral routing of multiple requests, which is only valid
until the next round of local link entanglements.
Whether this will be a practical setup for a quantum net-

work, on a local or wide-area scale, only time will tell. For
now, we build on top of the prior works in this area, which are
surveyed in Section II, and analyze one specific aspect that, to
the best of our knowledge, has been overlooked in the studies
so far: request scheduling. The latter refers to the choice
of which end-to-end entanglement requests to satisfy at any
given time, based on the latest outcome of local entangle-
ments, provided that it is not possible to grant immediately
all the demands pending. The system model is illustrated
in Section III, while the problem of request scheduling is
analyzed in Section IV, as part of the more general issue
of quantum routing. In the same section, we also propose
a general framework, called iterative scheduling, and three
instances to showcase the ability to achieve different objec-
tives, which are then evaluated in SectionV. The results show
that a fundamental tradeoff exists between the efficiency, in
terms of the rate of entanglements and their fidelities, and
fairness across applications, which lays the foundations for
further research in this area, as discussed in the conclusions
(see Section VI).

II. STATE OF THE ART
In this section, we review the state of the art on quantum
routing, as introduced in Section I and fully elaborated in
Section III and Section IV below. For completeness, we
mention that in the literature there is a growing number
of studies dealing with sparse aspects of quantum routing,
which are, however, only marginally relevant to the specific
problem that we address and, thus, are not analyzed in de-
tail. They include, among the others: the definition of pro-
tocol stacks [12], [26], [32], the identification of capacity
regions [42], studies on tools for performance evaluation
of quantum networks [3], multipartite entanglement distri-
bution [27], and the design of networked quantum applica-
tions [13].

A relevant area, instead, is that of path selection, i.e., de-
ciding along which repeaters to establish end-to-end entan-
glement between two nodes among a set of possible alter-
natives in a quantum network. This problem is very much
related to selecting a suitable routing metric (or cost), since
those typically used in traditional networks do not keep into
account quantum-network-specific characteristics, such as
local entanglement potential failures and fidelity. This is the
starting point in [41], where several possible metrics are de-
fined and evaluated when used in combination with the tradi-
tional Dijkstra’s shortest path first (SPF) algorithm [15]. Two
key findings are that SPF achieves reasonable performance
goals, and that the throughput of a single link, in number of
Bell pairs generated in the unit of time, performs better than
other physical-related metrics, such as the channel loss or the
inverse of the channel transmittance. A more sophisticated
routing metric has been defined in [6] and proved to be opti-
mal for selecting the path between two nodes, when used in
conjunction with a custom routing protocol with polynomial
time complexity.
Key difference: All these works did not explore the oppor-

tunities and challenges of activating concurrently multiple
end-to-end entanglements in the quantum network, which is
supported by our system model.
Multipath routing is instead considered in [29], to which

our system model inspires (see Section III). The authors
propose both a global link state routing algorithm, where
decisions are taken by a centralized authority, and a local
link state protocols, where repeaters take local uncoordinated
decisions. A similar approach has been followed in [28],
where entanglement swapping is used as a means to “boost”
the capacity that would otherwise be available with local
links only. The authors have used a maximum flow problem
formulation, whichwe also adopt to define an idealized quan-
tum routing problem in Section IV-A.
Key difference: We extend the two models previously by

considering also the aspect of request scheduling, as well as
including decoherence in quantum memories in the perfor-
mance evaluation, not accounted in those studies.
A different direction has been investigated in other works

where the notion of virtual quantum link has been introduced.
A virtual link is an entanglement betweenmultiple nodes (the
intermediate ones acting a repeaters), which can be combined
together with other virtual links to create the final entan-
glement between the end nodes. This abstraction allows the
quantum problem to be decoupled in two: first, the virtual
links are established to create an arbitrary virtual topology,
which is assumed to be regular; then, routing is done on the
virtual topology to create the end-to-end entanglements as re-
quired. These problems have been investigated in [34], which
also proposes a resource-efficient decentralized routing pro-
tocol in a ring and sphere topology, and in [9], with ring,
grid and recursively generated topologies, i.e., topologies
that adapt dynamically by substituting edges in the topology
at the previous step. Furthermore, Chakraborty et al. [9] elab-
orated on two alternative models: continuous, where virtual
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links are created in the background even if no demand for
end-to-end entanglement is known, and on demand, which
reacts to the arrival of demands with no precreated virtual
links available.
Key difference: Virtual link routing is not directly applica-

ble to our system model, but in principle it is a candidate
alternative to our proposed contribution, and we plan to
compare them in a future work.
Finally, we mention the research area of stochastic rout-

ing in wireless sensor networks (WSNs), which has some
similarities to quantum routing. In fact, a WSN is typically
multihop, i.e., the nodes are expected to forward messages
not intended for them, in addition to carrying out their ordi-
nary sensing duties. However, energy is very often a scarce
resource, therefore, the nodes alternate between activity and
inactivity periods: when they do so in an uncontrolled man-
ner, the routing process cannot rely on all potential links be-
ing active at the same time, which is similar to what happens
in a quantum network due to a failed local entanglement. The
problem has been studied in the literature, e.g., Ribeiro et al.
[33] proposed a distributed algorithm that finds the optimal
routing probabilities based on the physical-layer characteris-
tics of the links, which is then generalized in [1], which also
considers the sensing process in addition to multihop data
transfer.
Key difference: There is a fundamental difference between

stochastic routing in WSN and the quantum routing problem
investigated in this article: as we will explain in more details
in Section III, we assume that local link entanglement is her-
alded at each time slot, hence a (reduced) network topology
is known with certainty at the time of taking routing deci-
sions. We recognize that a possible further line of research is
possible, where routing decisions are taken before knowing
the local link entanglement outcomes, but we consider this
beyond the scope of this article.

III. SYSTEM MODEL
In this section, we describe the system model used in this
article. We first introduce the network architecture and its
key elements (see Section III-A) and then describe the time-
slotted nature of the approach (see Section III-B).

A. QUANTUM NETWORK ARCHITECTURE
The structure of a quantum network is illustrated in Fig. 2. It
consists of the following:

1) quantum computers: systems that wish to estab-
lish end-to-end entanglement with other computers
through the network, e.g., for distributed quantum
computation;

2) quantum repeaters: devices that interconnect quantum
computers and other quantum repeaters for the only
purpose of making such entanglement possible beyond
the maximum distance under state-of-the-art quantum
communication technologies.

FIG. 2. Quantum network architecture.

FIG. 1. End-to-end entanglement between Alice and Carol via a quantum
repeater (Bob).

As introduced in Section I, end-to-end entanglement be-
tween two computers, e.g., Host A and Host C in the exam-
ple, at a given time is only possible if there is a suitable path,
e.g., σ = {a, b, c, d}, and the following:

1) local entanglement between all pairs of repeaters along
the path (i.e., ab, bc, and cd) is successful;

2) the intermediate nodes (i.e., b and c) perform a swap
operation (like Bob in Fig. 1) via a projective measure-
ment;

3) the results of the measurement are transmitted, via
classical communication, to one of the end nodes (ei-
ther a or d) to perform corrections to the local qubit
via an appropriate sequence of X- and Z-gate quantum
memory instructions.

Without loss of generality, hereafter we do not distin-
guish anymore between quantum computers and quantum
repeaters and use the generic term nodes for both. Two nodes
are neighbors if the state of a qubit (called flying qubit) can
be transferred between the two directly. Typically this means
that the two nodes are connected by a fiber optic cable to
carry quantum state embedded in light pulses. The physical
connection between two neighbors is called link; it is realistic
to assume that the link may also transport classical informa-
tion, though the two quantum versus classical channels may
have different characteristics.
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In our model a so-called quantum network controller—
term borrowed from the context of software-defined net-
working [23]—is a classical computing device, without any
quantum links with the nodes, in charge of the following.

1) Collecting the requests for an end-to-end entanglement
from the quantum computers in the network, and noti-
fying them once this has been done.

2) Receiving the local link entanglement outcome (suc-
cess versus failure) from the repeaters in the network.

3) Choosing which requests to serve (we call this oper-
ation scheduling, as defined in Section IV) and, for
each of them, selecting the best path (path selection—
Section IV).

4) For each end-to-end entanglement activated on a given
path, notifying the intermediate repeaters to perform an
entanglement swap operation involving the given links,
and also specifying where (= to which end node) to
transfer the result of the projective measurement.

As it will be clear in the following section, the steps above
occur continuously: the quantum controller has to take real-
time decisions in step 3, since the deadline for using the end-
to-end entanglement path is the beginning of the next slot.
Moreover, we note that a controller-based architecture has
been already proposed in the context of quantum networks
in [14], where the authors study the problem of efficient
distribution of monolithic quantum algorithms, in particular
for an accelerated variational quantum eigensolver algorithm
over arbitrary sized distributed quantum computers.

B. FRAMING STRUCTURE
As in [29], we assume that the time is slotted and all the nodes
are synchronized on a common time reference. We note that
ideal synchronization is not a requirement, since all the re-
peaters use quantum memories that can compensate small
time offsets due to imperfect synchronization, as well as un-
even propagation delays across different links. However, we
do assume that all the nodes and the controller have the no-
tion of time slots and agree on their boundaries; therefore, the
duration of the time slot is a system parameter that in practice
will have to be chosen depending on the network geography,
hardware characteristics, and application requirements; we
consider this provisioning an implementation issue, and do
not address it in this article.
The time slot structure is illustrated in Fig. 3. As can be

seen in the bottom part, there are two phases in each time
slot.

1) In the first phase (gray area in the diagram) end-to-end
entanglement is prepared through a sequence of sub-
phases, which are described below. This phase is most
relevant to our work.

2) In the second phase (from the end of the gray area until
the next time slot boundary), the applications running
on the hosts use the end-to-end entangled qubits that
have been set up in the first phase for their purposes.

FIG. 3. Time slot structure.

This is not discussed further in this article. The request
pi for the activation of an end-to-end path between a
pair of qubits is asynchronous with respect to the time
boundaries, which do not need to be exposed at all to
the quantum applications on the hosts. On the other
hand, the end-to-end paths p̃i are always granted by
the controller at the end of the first phase. It can happen
that a request is not fulfilled in the time slot immedi-
ately preceding that in which it arrived: for instance, in
the example in Fig. 3, p0 and p1 arrive in the same time
slot, and p̃1 is granted in the next slot but p̃0 is granted
after two time slots. The reasons for this behavior will
be clear in the following.

We now describe all the subphases that compose the first
phase (gray area in Fig. 3, where we zoom in the time slot
with a qualitative diagram in the top part of the figure).

1) Local entanglement is performed on every link in the
network at the beginning of every time slot. Hereafter,
we assumewithout loss of generality that this operation
happens through the use of quantum sources located in
between nodes (like in Fig. 1), but the actual imple-
mentation can be different without affecting the nature
of our contribution. Under this working assumption, as
the time slot begins, all synchronized quantum sources
emit a pair of entangled flying qubits, which are ab-
sorbed by the nodes and identified as successful or
failed.

2) The local entanglement outcomes are communicated
to the controller via the classical network. The time
needed for this operation depends on the geographi-
cal size of the network, the position of the controller,
as well as the classical communication technologies
deployed.

3) The controller performs routing, that is it decides,
which qubits will have to be measured by the nodes in
the network to create end-to-end entanglement paths
based on the current demands. Note that the controller
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TABLE I System Model Assumptions

is the only element with a global view of the quan-
tum network as both a logical topology (i.e., the graph
(V,E )) and a physical topology (i.e., the length of
the physical links interconnecting the nodes). Routing
is performed through the execution of classical algo-
rithms and it is the subject of the entire Section IV. The
output of this operation is a set of end-to-end paths {σi}.

4) Based on that, the controller notifies to each interme-
diate node in a path (a node is intermediate in a path
if it is not the first or last element, which are referred
to as end nodes instead) the list of pairs of quantum
memory locations on which to execute entanglement
swap to create an end-to-end entanglement as required.

5) Each intermediate node then forwards to one of the end
nodes in the path the result (classical information) of
the projective measurement used to obtain an entan-
glement swap. We assume that the result is forwarded
directly by the intermediate nodes without involving
the controller, but this is merely a protocol implemen-
tation detail.

6) After an end node has performed the X-/Z-gate cor-
rections on its local qubit as indicated by the results
forwarded by all the intermediate nodes along a given
path, the pair of qubits is ready to be used by the appli-
cations on the respective remote hosts, until the end of
the time slot.

In our model, we assume that a locally entangled pair of
qubits is not reused across multiple time slots, i.e., it is dis-
carded if it is not used as part of an end-to-end entanglement
path in the current time slot. This is motivated by the current
state of technology, which yields a relatively low qubit gener-
ation rate and a much faster decoherence rate. However, the
solution proposed in this article could be extended to also
consider the case of reusing local entanglements in future
time slots. Furthermore, we assume for simplicity that all
requests are equal, but we can easily imagine several direc-
tions of further investigation when the requests differ by their
relative priority (as in DiffServ [37]) or by quantum network
specific parameters (e.g., minimum number of paths estab-
lished in the same time slot or minimum fidelity threshold).

We will consider the case of unequal entanglement requests,
as proposed in [19], in our future work.
We summarize the system model assumptions in Table I.

IV. QUANTUM ROUTING
In this section, we address the quantum routing problem,
defined in accordance with the system model described in
the aforementioned section. First, we define the problem in
a formal manner (see Section IV-A), and then we propose to
separate it into two subproblems called scheduling and path
selection, which are tackled individually in Section IV-B and
Section IV-C, respectively.

A. ROUTING PROBLEM
According to our systemmodel defined in Section III, routing
is addressed by the quantum network controller, with tradi-
tional computing resources. The input of the routing problem
is as follows.

1) The logical topology of the network as a graph (V,E )
and the physical distances between any two nodes with
an edge in (V,E ).

2) The set of local entanglements S that have succeeded
in the first phase of this time slot. End-to-end entan-
glement paths will have to be established in a reduced
subgraph(V,′ E ′), defined as follows: E ′ contains all
the quantum network links that are successful, i.e.,
where the local entanglements in the current time slot
have been detected as successful by both repeaters.

3) The list of pairs of nodes that wish to establish an end-
to-end entanglement path: this includes both the pairs
that have arrived in previous time slots but have not
been served due to lack of resources, and the new pairs
that have arrived in this time slot.

The output of the routing problem is a set of end-to-end
entanglement paths; for each path, the following information
is required.

1) The list of swap nodes and, for each swap node, the
positions of the memory slots to be measured.
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2) The respective positions of the memory slots on each
of the two end nodes.

3) A path identifier, to distinguish different paths coexist-
ing in the same time slot.

4) An identifier of the end node to which to send all the
corrections.

All the above-mentioned need to be encoded in messages
exchanged via traditional communication channels i) for the
swap nodes to trigger measurements, ii) for intermediate
nodes to forward the messages with correction bits toward
the intended end node for a given path, iii) for the end node
to perform the corrections to its local qubit, and iv) for both
end nodes to make the local qubit available to upper layers.
Even though, we have defined a simple protocol for the pur-
pose of running simulation experiments, whose results will
be presented in Section V, we do not delve into this aspect,
which is an open research area (see, e.g., [10], [12], and [32]).
In the following, we assume that such a protocol exists and it
is efficient enough not to introduce a noticeable overhead, in
terms of latency, except that of the propagation of messages
over the physical links.
In general, a given input may produce several possible

outputs; thus, the role of the controller is to select the best
possible outcome. However, decisions in a given time slot
have consequences also in future time slots: pairs that are
not assigned a path as part of the current routing algorithm
execution remain pending, and will have to be assigned a
path later or be dropped, eventually. Therefore, at least in
principle, when taking its decisions in a given time slot t,
the controller should consider what happened in the previous
slots (= the requested pairs that have not been served) and
what will happen in the future slots (= the opportunities
for better serving the pending requests in the subsequent
slots and the further requests that will arrive). We formulate
mathematically an idealized routing problem as a maximum
multicommodity flow problem spanning over a time horizon
from t = 0 to t = T

max
P∑
i=1

T∑
t=1

∑
w∈V ′(t )

fi,t (si,w) (1)

s.t.

∀t ∈ T ∀u, v ∈ E ′(t ) :
P∑
i=1

fi,t (u, v) ≤ 1 (2)

∀i ∈ P :
ai∑
t=0

fu,t (u, v) = 0 (3)

∀i ∈ P :
T∑

t=ai+1

fi,t (u, v) ≤ 1 (4)

∀i ∈ P ∀t ∈ T :

∑
w∈V ′(t )

fi,t (u,w) −
∑

w∈V ′(t )
fi,t (w, u) = 0, u �= si, di (5)

∑
w∈V ′(t )

fi,t (si,w) −
∑

w∈V ′(t )
fi,t (w, si) ≤ 1 (6)

∑
w∈V ′(t )

fi,t (w,di) −
∑

w∈V ′(t )
fi,t (di,w) ≤ 1 (7)

where

1) the requests (commodities) are the end-to-end entan-
glement pairs requested by the quantum applications
identified as pi = (si, di, ai), with si ∈ V the source
node, di ∈ V the destination node, and ai ∈ {0, . . . ,T }
the time slot in which the request arrives;

2) fi,t (u, v) is a binary variable that is equal to 1 iff
the end-to-end entanglement path of pair i is routed
through the edge from node u to node v in the reduced
subgraph (V ′(t ),E ′(t ));

3) T is the set of all the time slots {0, . . . ,T }, and P is
the set of all the requests {0, . . . ,P}.

The problem above-mentioned is to maximize the
total number of flows established in all time slots
for all request pairs in (1) because, for each pair pi,∑T

t=1
∑

w∈V ′(t ) fi,t (si,w) will be 1 iff the pair has been
assigned a path in any time slot, and 0 otherwise. This
corresponds to maximizing the entanglement rate. With
regard to the set of constraints: (2) guarantees that the same
link is not used by more than one path in the same time slot;
(3) means that a pair cannot be served before it arrives; (4)
means that a pair can be served at most once; (5) guarantees
that for every path associated to a pair, the number of
incoming flows is equal to the number of outgoing flows,
unless the node is the source of the pair, (6) or the destination
(7), i.e., they are the flow conservation constraints. Themajor
difference with respect to a classical linear programming
flow problem is that the graph may change at every time
slot due to failures of local entanglement, as illustrated in a
visual manner in the example in Fig. 4 for three time slots.
We note that the objective function (1) may be replaced with
another that fits better the specific use case of interest, but
this does not affect the core of our contribution.
The problem (1)–(7) is merely ideal for two reasons as

follows:

1) in practice, the time horizon, and hence, the size of the
problem, is infinite (T → ∞);

2) finding the optimal solution of the problem assumes
that the times of arrivals of application requests are
available and the evolution of the reduced subgraphs
over the entire time horizon is known exactly.

In practice, the controller takes decision time slot by time
slot, i.e., the time fixed, as well as the reduced subgraph
and the list of currently pending requests. Even in this form,
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FIG. 4. Example of three reduced subgraphs at different time slots from
the same graph.

the problem (1)–(7) is NP-complete [17], thus, it is diffi-
cult to solve it exactly even for small instances, and im-
possible for large ones. We note that solving the problem
as soon as possible is of paramount importance, because
during the time spent by the controller to take its decisions
the qubits experience decoherence in the quantum memories
of the repeaters, thus decreasing the fidelity of end-to-end
entanglements, resulting in the qubit state becoming useless
to the application layers. While in principle we could use
approximation techniques to reduce the computation time
(e.g., [24]), we propose instead to exploit the nature of the
problem and split it into two subproblems, called scheduling,
and path selection.

1) Scheduling is the problem of selecting, which pairs are
assigned an end-to-end entanglement path in the cur-
rent time slot (conversely, which pairs remain unserved
in the current time slot and will be either assigned a
path in the future or dropped, eventually).

2) Path selection is the problem of finding the best path
for a single pair of end nodes wishing to establish an
end-to-end entanglement path in the reduced subgraph
(V,E ′) in the current time slot.

Decoupling routing in two subproblems entails a clean
design and a more efficient implementation, allowing each
problem to be solved with its most suitable tool. Such an ap-
proach is very common in state-of-the-art wireless resource
scheduling (e.g., [25]), which has some similarities to the
quantum routing problem since it involves a constrained al-
location of resources under fast changing and largely un-
predictable time-varying conditions. Furthermore, since path
selection has been already investigated in research (as out-
lined below in Section IV-C), we can make use of the results
obtained so far.
However, in quantum routing like in wireless resource

scheduling, such a decoupling is merely artificial, as ex-
plained below for quantum routing with the help of two
simple examples. Let us consider first the situation in Fig. 5,

FIG. 5. Example: how scheduling affects path selection.

FIG. 6. Example: how path selection affects scheduling.

representing the reduced subgraph (V,E ′) after pruning the
links where local entanglement has failed, and let us assume
that the following pairs are pending being assigned a path:
AE, BD, EF. The paths that it is possible to select depend on
the order in which the pairs are considered, i.e., depend on
scheduling: if AE is considered first, then the only possible
option is to use ACDE, which leaves a disconnected reduced
subgraph and, in particular, does not allow either BD or EF to
be served in the same time slot (top outcome in Fig. 5); on the
other hand, if BD is considered first, then it can be assigned
path BCD, which leaves no options available for the pair AE,
but allows the pair EF to be assigned the path EDF (bottom
outcome in the same figure).
The opposite can also be true. In Fig. 6, we show an-

other situation and we assume that the pairs pending service
are: AD and BE. If BE is considered first, there are two
possible paths: BCE and BDE, which (ignoring the phys-
ical distance between nodes and any other information the
controller might have) are interchangeable from the point of
view of path selection only, since they both require exactly
one swap (C or D, respectively). However, the choice does
have an impact on scheduling: if BCE is selected, then AD
can be served with path ABD (top outcome in Fig. 6); on
the other hand, if BDE is selected, then the pair AD cannot
be scheduled since there is no path in the residual reduced
subgraph (bottom outcome in the same figure).
We now move on exploring individually the scheduling

and path selection problems.

B. SCHEDULING
We begin with the scheduling subproblem, i.e., deciding
which of the pending pairs to serve in this time slot, provided
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that there are sufficient resources (successful local entangle-
ments) for them. To the best of our knowledge, this is a new
problem that has not been investigated so far in the literature
of quantum networking under these settings.
In this article, we take a first step along the road by defin-

ing a general framework for iterative scheduling algorithms
based on skipping. The algorithm is illustrated by means
of the pseudocode in Algorithm 1. Basically, we perform
exactly two passes on the list of pending pairs, sorted in
FIFO order. In the first pass, for every pair pwe execute path
selection [discussed below in Section IV-C)], which returns
the best path found, according to anymetric of interest for the
system, or an empty value. If a valid path σ is found, then we
evaluate whether it should be “skipped” or not.

1) If it is skipped, then the pair p is put aside in a list of
skipped pairs S , which keeps FIFO ordering.

2) If it is not skipped, then the path σ is confirmed and
the controller will have to notify all involved nodes in
the quantum network about swapping and correcting as
already explained; furthermore, the pair p is removed
from the list of pending pairs P and the reduced sub-
graph (V,E ′) is updated by pruning the edges along the
path σ .

After all the pairs have been considered, we do a second
pass only on the pair S , which have been skipped in the first
pass: this time we never skip valid paths.

This iterative scheduling algorithms has the following
properties.

1) It favors older pairs: this is a desirable property because
otherwise there would be a risk of starvation: if the
chances of a pair to be served decreased over time, then
a given request would be either served soon or likely
remain in the controller queue until eventually dropped
while newer requests come and go. We mention that
the issue of prioritization and load balancing has been
also noted in [21], where the authors have proposed a
model of resource consumption of quantum repeaters
and related optimization framework, which is how-
ever not directly applicable to our system model (see
Section III).

2) It is efficient, in terms of time complexity, since each
pair is evaluated at most twice.

3) It allows to put aside, for the moment, paths that are not
deemed efficient under the current reduced subgraph.

4) However, if there are resources available after all the
efficient pairs have been served, these are used for the
nonefficient pairs until the resources are completely
depleted.

Furthermore, the system behavior can be controlled by
defining different policies on whether to skip a given (valid)
path. For illustration purposes, we propose three such skip-
ping policies that can be used in combination with the itera-
tive scheduling algorithm above, which will be evaluated and
compared in Section V.

Policy#1 – Strict FIFO: Never skip paths.

The Strict FIFO policy gives no preference to one pair
compared to another based on the resulting “best” path se-
lected. This can be a desirable feature if one wishes to main-
tain fairness among the application requests, that is all the
requests are treated alike regardless of the network structure
and other variable environment conditions, but can be detri-
mental to performance, as is well known in the context of
scheduling in wireless communication systems (e.g., [25]).
For instance, in a cellular system, the user terminals are gen-
erally spread all over the cell, whose radius is determined
by the base station coverage; user terminals that are closer
to the base station (or anyway which enjoy better channel
conditions due to the lack of physical impediments or any
other reason) can transmit/receive data at a faster speed than
user terminals that are farther or blocked. It is in the inter-
est of both the mobile network operator and the individual
users that the wireless resources (e.g., bandwidth channels,
time slots) are allocated to terminals having currently better
conditions to improve the overall so-called efficiency (typ-
ically measured in bits/s/Hz). The best case is when a ter-
minal experiencing poor conditions now (hence, not served)
experiences better conditions shortly afterward (thus, it can
be served with good efficiency). However, if this does not
happen, i.e., if a user terminal is consistently experiencing
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poor channel conditions for a long time, we usually want
to allocate it some resources from time to time to avoid
starvation. This has led to a plethora of studies investigating
the fundamental tradeoff between different types of fairness
versus efficiency in various scenarios. We speculate that the
same path will be traveled in the next years by quantum
networking in the research community, since similar funda-
mental tradeoffs seem to exist, though the overall setting is,
obviously, very different.

Policy#2 – Best FIFO: Skip path σ if its cost, in terms of
the same metric used by path selection, is greater than the
long-term average path cost.

The Best FIFO policy discourages paths that are relatively
expensive by always putting them aside in the first pass. We
decide how expensive is a path, based on whichever metric
will be used during the subsequent phase selection phase.
If the load is sustained, then there are high chances that no
valid path at all will be found in the second pass for the
paths skipped in the first pass, which makes this policy quite
discriminatory against expensive paths. Indeed, this might
penalize too much the pairs whose paths are inherentlymore
expensive than the average: e.g., if an application wishes
to establish an end-to-end entanglement path between two
nodes on the opposite sides of the quantum network, then
the corresponding pairs may always end up being served in
the second pass, irrespective of the actual local entangle-
ment successes in the current time slot. This is similar to
what happens in a wireless communication system to a user
terminal that is at the edge of a cell: no matter the other
channel conditions, its data rate will persistently be lower
than average.

Policy#3 – Random FIFO: Skip path σ with probability
Pskip:

Pskip = max

{
0, 1 − E[c]

c(σ )

}
(8)

where c(σ ) is the cost of the path σ , in terms of the same met-
ric used by path selection, and E[c] is the long-term average
path cost.

The random FIFO policy smooths a bit the aggressive
behavior of Best FIFO: the more expensive a path is, the
higher becomes the probability that the path is skipped, but
if a path’s cost is below the average then it is never skipped.
Thus, the Random FIFO scheduling policy is always less
aggressive than Best FIFO. To visualize the probability that
a path is skipped, we plot in Fig. 7 the value of Pskip for some
average cost path values.

C. PATH SELECTION
Path selection is one of the most investigated areas within the
nascent topic of quantum networking. For this reason, we do
not linger on this specific subproblem, except for some con-
siderations that are relevant to the systemmodel in Section III
and the performance evaluation in Section V. We consider as

FIG. 7. Example of skip probability functions with some values of the
average path cost E[c] ∈ {2, 5, 10}.

a strength of the scheduling framework proposed in Section
IV-B, which is the most novel contribution of this article, that
different (known or future) path selection solutions can be
plugged in it to achieve different objectives.
Even though no conclusive solutions applicable to all cases

have been found, significant attention has been devoted so
far to SPF using the well-known Dijkstra or Bellman–Ford
algorithms [41], which both runwith a polynomial number of
iterations on the number of vertices and edges, or variations
as in [6], [20]. Provided that some form of SPF is used,
the problem is moved to the cost function to be used. For
those works where path selection is done before knowing,
which local entanglements have succeeded, an expectation
on whether a given path will actually be usable or not must
be factored in: this tends to prefer shorter paths (in physical
distance) or paths with “better” links, i.e., where the quantum
channel is expected to yield a lower loss probability due
to technical capabilities of the equipment used. However,
with the two-phase time slotted model that we adopt, there
is no such need since we only consider links in the reduced
subgraph (V,E ′) for which we know with certainty that local
entanglement has succeeded. This simplifies the problem of
finding a good metric, and in fact the authors of [29], who
have proposed originally this model, in their work use the
hop count as the only metric.
However, decoherence was not included in [29], and this

opens the door to new considerations. In fact, as already
explained, fidelity is the key figure of merit to assess the
quality of an entangled pair of qubits, and the latter basically
depends on the time that will be required for the correction
bits to reach one of the end nodes. Minimizing the number
of swaps, i.e., the hop count between the two end nodes in
the reduced subgraph (V,E ′), does not always minimize the
time required for all the corrections to reach one end node,
for two reasons: 1) the time depends on the physical distance,
rather than the distance on the logical topology of nodes;
2) messages using classical communications can use all links
in (V,E ), not only those in the reduced subgraph (V,E ′).
Let us consider the simple example in Fig. 8, where the full

topology is on the left, but links CB and DB fail due to unsuc-
cessful local entanglement, yielding the reduced subgraph
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FIG. 8. Example of end-to-end entanglement between A and B with
lower latency on longer path.

on the right. If the pair for which a path is to be selected is
AB, then clearly there are two possible paths: AFGB (bottom
path) requires only two swaps but the corrections from F to B
need to be forwarded by G; on the other hand, ACDEB (top
path) needs three swaps but all intermediate nodes can reach
B with a single hop in the full graph. Thus, assuming that in
the example all the links have the same physical distance, the
longest path ACDEB will require less time for the entangle-
ment to complete (hence, a higher fidelity with high probabil-
ity). On the other hand, if the physical distance of CB or DB
or EB is less than the sum of the physical distances of FB and
GB, then path AFGB will require less swaps and a shorter
time to complete entanglement. This observation leads to the
definition of the following path selection strategy aimed at
minimizing the entanglement latency, hence maximizing the
fidelity.
MinMax path selection: for a given pair of nodes src, dst ∈

V (where we assume that the intermediate nodes will be
instructed to send their corrections to dst), we select the
path σ that minimizes the maximum physical distance of
any intermediate node along the path to reach dst; we break
ties between same-max-distance paths by taking that with
the smaller number of hops in the logical reduced subgraph
(V,E ′).
We sketch a possible implementation of the MinMax path

selection in the appendix.

V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our contri-
bution in two scenarios with different network topologies:
nodes arranged regularly in a grid (see Section V-B), and
nodes dropped random on a bidimensional circular surface
(see Section V-C). Before delving into the evaluation, we
describe the methodology and tools used for the analysis (see
Section V-A).

A. METHODOLOGY AND ASSUMPTIONS
The results, in this section, have been obtained with the
network simulator for quantum information using discrete
events (NetSquid)2, written in Python and free to down-
load and use. The tool has been used, for instance, to run
the experiments published in [12]. We have used the Net-
Squid libraries to develop the modules required to realize the

2https://netsquid.org/ (version 0.9.8).

system model described in Section III; to allow interested
researchers to replicate and extend our work, the software
developed is available as open source on GitHub repository3,
which also includes the scenarios and postanalysis scripts, as
well as the full output of the simulations.
The most important building blocks in the simulations are

illustrated in Fig. 9, which shows three nodes (Alice, Bob,
Carol) interconnected by means of quantum and classical
links, both having the same length; such length may vary
for different pairs of nodes depending on the type of exper-
iments, as described later. At the middle of every quantum
link there is a quantum source, which emits EPR-entangled
pairs toward the nodes it is connected to. The quantum chan-
nel introduces a constant propagation latency δ = d

c′ for the
traversal of a link of length d (in km), where c′ is the prop-
agation speed (set to 200 000 km/s in the simulations). Fur-
thermore, the quantum channel may cause the loss of a qubit
with the following probability:

ploss = 1 − (1 − pinit ) · 10−ηd/10 (9)

where pinit is the probability that the qubit is lost immediately
after generation, due to nonideal implementation of the phys-
ical equipment performing the generation/entanglement, and
η is an attenuation factor along the optical fiber (in dB/km).
Instead, we assume that the classical channel is error-free,
and that it only introduces a propagation delay δ = d

c′ , which
are reasonable assumptions considering the state of the art of
high-speed communications on optical fibers, as long as the
messages exchanged contain small amount of data.
The nodes are modeled according to the blueprint in

Fig. 10: each flying qubit from a quantum source is imme-
diately absorbed into its dedicated quantum memory slot
and the node can detect the successful/failed status of the
local entanglement with its peer node. Qubits in memory
are subject to decoherence through a dephasing noise, which
is implemented in the simulator through applying the Pauli
Z-gate stochastically with probability:

pdephase = 1 − e�t·Rdephase (10)

whereRdephase is the dephasing rate (in Hz) and�t is the time
elapsed since the qubit has been absorbed into the quantum
memory slot. The quantum processor operates on the qubits
stored in the quantum memory to perform entanglement
swap, which is implemented through a Bell measurement on
two qubits, and qubit correction via X- and Z-gates (depend-
ing on the corrections bit received). Every operation requires
a constant time equal to 10 ns. Furthermore, the X- and Z-
gate instructions introduce noise modeled via a depolarizing
noise, which is realized through applying stochastically Pauli
X-, Y-, and Z-gates with the following probability:

pdepol = 1 − e�T ·Rdepol (11)

where Rdepol is the depolarizing rate (in Hz) and �T is
the time required for the execution of the instruction. The

3https://github.com/ccicconetti/netsquid
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FIG. 9. Simulation basic blocks.

FIG. 10. System model: node.

gate operations to implement the depolarizing and dephasing
noise are stochastic and mathematically equivalent to the
following error operator ε(ρ):

ε(p) =
∑
i

piOiρO
†
i (12)

where Oi is the ith quantum operator and pi its weight
(
∑

pi = 1).
As far as the quantum applications are concerned, we sim-

ulate a random arrival of requests based on a Poisson process,
with 1/λ being the average number of new pairs for which
end-to-end entanglement is requested in a time slot. Each
request is then selected uniformly from the set of all pos-
sible u, v ∈ V pairs, with replication. As already mentioned,
there is no SLA associated to an application request, e.g.,
minimum fidelity or maximum delay or minimum number
of paths, which is part of our future work. To enforce system
stability and avoid excessive delays, the controller drops ap-
plication requests as soon as they have been queued for more
than 10 time slots.

Every replication is deterministic, i.e., running it multiple
times does not change even minimally the results. The exper-
iments whose results depend on an initial random configura-
tion (e.g., Section V-C) have been repeated multiples with
different initialization seeds of the pseudorandom number
generators.When relevant and non-negligible, 95% t-Student
confidence intervals have been added to the mean values in
plots.
The configuration parameters have been set based on a

combination of a review of the state of the art and an initial
calibration campaign described in the following with nodes
evenly distributed across a chain topology. In a first group
of simulations there are only three nodes (i.e., end-to-end
entanglement always requires one swap) but the internode
distance is increased from 1 km to 7.5 km; in the second
group, we have kept the total length distance equal to 15 km
and increased the number of nodes from 3 to 15. Note the
last simulation of the first group is the same as the first
one of the second group. We have then run two calibration
scenarios per group. In the first scenario, we have tested
decoherence only, i.e., we have set pinit = 0, η = 0 dB/km,
Rdepol ∈ {1, 10} kHz, Rdephase ∈ {0.1, 1, 10} MHz. The re-
sults are reported in the top two plots in Fig. 11, in terms
of the fidelity, which decreases linearly with the internode
distance, but hyperbolically with the number of swapping
nodes. We also note that the contribution of the dephasing
noise does not depend on the distance between the nodes
or the number of nodes, whereas the depolarizing noise ef-
fects increase significantly with both, since they affect the
time for the end-to-end entanglement to be fully established.
In the second calibration scenario, we have measured the
entanglement success probability only (irrespective of the
resulting fidelity), which is plotted in the bottom part of
Fig. 11 for pinit ∈ {0.1, 0.2} and η ∈ {0.1, 0.2} dB/km. As
can be seen, the success probability goes exponentially to 0
as the number of nodes increases: end-to-end entanglement
fails when any of the local entanglement along the chain fails.
Note that the case of nodes in a chain has been well studied in
the literature: the interested reader is referred to, e.g., [31],
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FIG. 11. Calibration experiment results.

which also covers the case of entanglement distillation. In
summary, in the simulations below we have: pinit = 0.1, η =
0.1 dB/km, pdepol = 5 kHz, pdephase = 1 MHz. For compari-
son, we have run experiments with all the scheduling policies
in Section IV-B (Strict FIFO, Best FIFO, Random FIFO),
which are reported in the remainder of this section.

B. GRID TOPOLOGY
In this section, we report the results obtained in square grid
logical topologies, which has been also used in [9] and[29].
Such a configuration is of potential interest because it reflects
the need to cover a large area with the provisioning of evenly
(or almost evenly) quantum repeaters in a regular structure.
We have replicated the same set of simulations in two ar-
rangements: 1) regular physical grid, where the internode
distance was set to exactly 1.8 km; 2) irregular physical
grid, where the internode distance was drawn from a uniform
r.v. in [1.08, 2.52] km. The number of nodes was set to 25,
and the offered load 1/λ has been increased from 1 to 10 in
different experiments to simulate increasing load conditions.
We have simulated 10 000 time slots for each configuration.
We begin by showing the normalized entanglement rate,

which we define as the ratio between the number of paths
established and the number of requests arrived (i.e., it is
always smaller than or equal to 1). This metric is reported in
Fig. 12with Strict FIFO scheduling only as the load increases
for the three cases of: 1) fidelity greater than 0.8, 2) fidelity
greater than 0.9, and 3) any fidelity. The results show that

FIG. 12. Grid topology: normalized entanglement rate, Strict FIFO only.

the quantum network is lightly loaded until 1/λ is smaller
than 4, since the Any F curves are very close to 1 (the regular
and irregular curves overlap in the plot). Even under such a
light load, with F > 0.8 and F > 0.9 the entanglement rate
is much smaller: this is due to entanglement requests for
pairs or nodes that are physically distant. With 1/λ greater
than 4, all the curves start to decrease (especially Any F),
which means that the resources are not anymore sufficient
to serve most of incoming requests. Irrespective of the load,
with F > 0.8 and F > 0.9 a regular grid exhibits a non-
negligible performance improvement over an irregular one,
which suggests that the physical topology of nodes plays an
important role in determining the overall performance; recall
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FIG. 13. Grid topology: fidelity.

FIG. 14. Grid topology (irregular): average number of swaps.

that regular and irregular scenarios have an identical logical
topology.
We compare the scheduling policies in Fig. 13, which re-

ports the average fidelity of entanglement on the established
paths. All curves show the same trend: while the network is
lightly loaded (i.e., 1/λ ≤ 4) increasing the load marginally
degrades the average fidelity, since an increasing number of
applications requests will have to share the same resources
and (most) all get served anyway. On the other hand, as the
quantum network resources become scarce (i.e., 1/λ > 4)
then the fidelity improves because the requests that would
require a longest path get dropped more and more often:
this phenomenon is exacerbated by the Random FIFO and
Best FIFO policies, which are more aggressive in dropping
requests that would require a higher-than-average number of
swaps.
To confirm the intuition above-mentioned, we show in

Fig. 14, the average number of swaps of the entanglement
paths, only for irregular grids. As can be seen, all the curves
decrease steeply after 1/λ > 4, with Best FIFO requiring the
least number of swaps, then Random FIFO, and finally Strict
FIFO. In the following, we delve deeper into understanding
the properties of our proposed routing scheme in a random
topology.

FIG. 15. Random topology: distribution of the logical topology
minimum, average, and maximum graph degree.

FIG. 16. Random topology: entanglement rate distribution, with Strict
FIFO.

C. RANDOM TOPOLOGY
In this section, we report the results obtained in ran-
dom topologies. Unlike the grid topologies investigated
in Section V-B previously, this scenario mimics an un-
planned/spontaneous deployment of nodes. In particular,
each scenario has been generated by dropping 25 nodes in
a flat disc surface with 6 km radius in a uniform manner.
After determining the node positions, a link is established
between any two nodes whose distance is smaller than 2 km.
If the resulting logical topology is disconnected, i.e., there
are two nodes u, v for which no path can found, then the drop
is discarded and nodes are dropped again, until a connected
topology is found. The offered load 1/λ has been increased
from 1 to 5. For each configuration, we have run 200 inde-
pendent replications, each with a duration of 1000 time slots.
To give an idea of how connected the result logical graphs

are, we report in Fig. 15, the distribution of the logical graph’
degree, in terms of its minimum, average, and maximum
value.
We begin by showing in Figs. 16 and 17, the distribution

of the entanglement rate, defined as the number of successful
entanglement paths per time slot. The two plots differ only
by the minimum fidelity considered, which is 0 in Fig. 16
and 0.9 in Fig. 17. Every point in a curve corresponds to one
experiment with a given seed, i.e., one drop of nodes in the
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FIG. 17. Random topology: entanglement rate distribution, only with
fidelity above 0.9, with Strict FIFO.

FIG. 18. Random topology: average fidelity distribution, with 1/λ = 5.

target area. Unlike for grid topologies, even at the relatively
low load of 1/λ = 1, there is a non-negligible fraction of
node drops in which the entanglement rate is smaller than
the offered load, despite the two topologies have the same
number of nodes: this confirms that the topology can have a
significant impact on performance.
In Fig. 18, we show the distribution of the average fidelity

with the three scheduling policies. As can be seen, Best FIFO
always perform better than Random FIFO, which in turn
always perform better than Strict FIFO: this is because by
skipping, deterministically or randomly, paths that are longer
than the long-term average leads to i) a better utilization
of the resources available in the current time slot, and ii) a
preference of application requests for nodes that are not too
distant.
This is reflected in amanifest manner by the average delay,

whose distribution is reported in Fig. 19. Note that the delay
includes the time a request is queued while waiting to be
served by the controller. Best FIFO outperforms significantly
both Random FIFO and Strict FIFO.
However, while a better utilization of the resources is al-

ways desirable, aggressively postponing requests requiring
in this time slot a high number of entanglement swaps might
lead to discrimination against requests for nodes that are dis-
tant in all time slots, because of the structure of the network.
This is shown in Fig. 20, which reports the average serving

FIG. 19. Random topology: average delay distribution, with 1/λ = 5.

FIG. 20. Random topology: average serving probability for a given node
distance, with 1/λ = 5.

probability for requests of a given distance in the full logical
graph. As can be seen, all scheduling policies (including
Strict FIFO) tend to prefer shorter paths, since it is more
likely that resources in a time slot are available for them com-
pared to requests involving nodes farther apart. However, this
effect is much more prominent with Best FIFO, which serves
with probability almost 1 all requests within three hops, but
then drops the serving probability for all others until it be-
comes almost negligible for the requests with longest paths.
Instead, Random FIFO induces a behavior that is smoother:
until node distance 5, it is slightly better than Strict FIFO,
afterward it becomes slightly worse.
To summarize, we confirm that the fundamental tradeoff

fairness versus efficiency identified in Section IV-B can be
found in the scenarios simulated, and we claim that further
research will be needed to better understand its implications
on realistic quantum networks and application requirements,
as technology will progress along the Quantum Internet road
ahead.

VI. CONCLUSION AND FUTURE WORK
In this article, we studied the problem of quantum routing
in a time slotted system model, separated into path selec-
tion, i.e., assigning a path to a given application request, and
scheduling, i.e., deciding, which application requests to serve
in the current time slot. While path selection was already
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investigated in the literature, scheduling is a new problem,
and we proposed for it a generic framework, for which we
have defined three instances: Best FIFO and Random FIFO:
prefer shorter paths to longer ones by putting them aside in
a first pass in a deterministic or stochastic manner, respec-
tively; Best FIFO simply serves application requests in the
order in which they arrive. Extensive simulation results high-
lighted that scheduling has a major impact on performance,
in terms of entanglement rate, fidelity, and delay. Further-
more, a tradeoff between fairness of treatment of the appli-
cation requests and system-level metrics has come to light,
which opens the way to further investigations and a better
understanding of the requirements of quantum networks and
its applications.
In addition to the future work already mentioned, we fore-

see the following open research directions in the context
of this article: extension to multipartite entanglement, e.g.,
along the lines of [42]; integration with communication pro-
tocols, e.g., [26], and link layer stacks, e.g., [12]; analysis
of the relation between distributed quantum applications and
underlying interconnection network [14]; study of the fair-
ness versus efficiency tradeoff in local link state routing pro-
tocols, e.g., [9]; extension to multiple local entanglement per
node pair, such as in [29]; definition of a SLA for distributed
quantum applications [11] and service differentiation [19];
and further simulations with more general topologies and
application request models.

APPENDIX
MINMAX IMPLEMENTATION
One possible implementation of the MinMax path selection
algorithm is as follows. For a given logical undirected re-
duced subgraph (V,E ′) and a destination node dst of end-to-
end entanglement, we can create a helper graph(VH ,EH ) that
has the same edges as (V,E ′), but the cost of directed edge
euv from node u to node v is assigned the following quantity:

c(euv ) = 
 · distphys(V,E )(v, dst ) + dist(V,E ′ )(v, dst ) (13)

where distphys(V,E )() is the distance between nodes on the full
graph (where the cost of edges is the physical distance be-
tween adjacent nodes), dist(V,E ′ )() is the distance in num-
ber of hops on the reduced subgraph (i.e., the number of
swaps/measurements), and 
 is a constant factor that is big
enough that the physical distance always dominates over the
number of hops in the reduced subgraph. Once the helper
graph has been created, it is sufficient to use Dijkstra’s algo-
rithm, but using a max(·) operator to combine the costs of
edges instead of the +(·) operator typically employed. Yang
andWang [44] proved that Dijkstra’s algorithm is optimal for
any metric that exhibits the properties of right-monotonicity
and right-isotonicity, which are trivial to prove for the max(·)
operator: in short, right-monotonicity means that the cost
of a path cannot decrease if another edge is added to it,
whereas right-isotonicity means that the cost of a path does
not decrease when appended by another path.

FIG. 21. Example of helper graph construction for MinMax path
selection.

In Fig. 21, we show the construction of the directed
(VH ,EH ) helper graph in the example already introduced by
Fig. 8. Only, we now assume the physical distances between
nodes reported on the edges for the full graph (assuming
without loss of generality that distances are symmetric). Note
that we also report the distances for edges between C, D,
and dst, even though local entanglement has failed in those
links in this example, because those edges can be used for
transferring traditional information, i.e., the correction bits
toward dst. If A is the source node, then the path selected by
MinMax is ACDEdst, because its cost (1.5
 + 3) is smaller
than that in the alternative path AFG dst (which would cost
1.7
 + 2), provided that 
 >> 1 as assumed previously.
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