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ABSTRACT This article addresses the formulation for implementing a single source, single-destination
shortest path algorithm on a quantum annealing computer. Three distinct approaches are presented. In all
the three cases, the shortest path problem is formulated as a quadratic unconstrained binary optimization
problem amenable to quantum annealing. The first implementation builds on existing quantum annealing
solutions to the traveling salesman problem, and requires the anticipated maximum number of vertices on
the solution path |P| to be provided as an input. For a graph with |V| vertices, |E| edges, and no self-loops, it
encodes the problem instance using |V||P| qubits. The second implementation adapts the linear programming
formulation of the shortest path problem, and encodes the problem instance using |E| qubits for directed
graphs or 2|E| qubits for undirected graphs. The third implementation, designed exclusively for undirected
graphs, encodes the problem in |E| 4 |V| qubits. Scaling factors for penalty terms, complexity of coupling
matrix construction, and numerical estimates of the annealing time required to find the shortest path are made

explicit in the article.

INDEX TERMS Quantum annealing, quantum computing, shortest path problem, simulated annealing.

I. INTRODUCTION

The shortest path problem is a well-studied primitive in graph
theory. The single source, single-destination variant of the
problem is the simplest to describe: Given a graph with costs
assigned to its edges and given a source and terminal vertex in
the graph, find a continuous path from the source vertex to the
terminal vertex whose constituent edges have minimum total
cost. The problem is central to a wide variety of real-world
applications ranging from navigation, autonomous vehicle
route planning, optimizing trace layout on printed circuit
boards, and social network analysis.

Quantum annealing is an optimization technique that ex-
ploits a time-dependent Hamiltonian for a set of N qubits by
gradually decreasing quantum fluctuations [1]. The Hamilto-
nian, or energy function, begins in a fully entangled, random
state and is slowly transformed to the Hamiltonian of the
optimization problem. The slow progression of the quan-
tum energy state allows the system of qubits to traverse
energy barriers and find the global minimum of the high-
dimensional energy function. The annealing process begins
in a state with all qubits in superposition. At the completion
of the annealing, the qubits remain in the ground state of the
desired problem Hamiltonian and, therefore, represent the
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global optimum [2]—[4]. The solution vector of qubit values
is then read and returned. The energy function is generally
represented as an Ising model, or a related quadratic uncon-
strained binary optimization (QUBO) formulation.

This article will detail a QUBO formulation of this short-
est path (lowest cost) problem suitable for execution on a
D-Wave quantum annealing machine or via a simulated an-
nealing package. We begin by providing background on the
QUBO formulation and notation in Section II, followed by
the related work in Section III. The following three sections
develop three separate but related approaches to solving the
shortest path problem. Section I'V describes a vertex- or hop-
based approach, while Sections V and VI develop edge-based
approaches for directed and undirected graphs. For each al-
gorithm, a brief analysis of complexity and qubit resource
requirements is offered. Section VII discusses the subject of
the annealing time required to find the minimum-energy so-
lution with high probability. Section VIII presents a concise
comparison of the complexity of various classical and quan-
tum gate algorithms with the proposed approaches. In Sec-
tion IX, all of the proposed formulations are demonstrated
using a toy problem. Finally, we offer some conclusions in
Section X.
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FIGURE 1. Example undirected graph with specified edge costs.

Il. PRELIMINARIES

Consider the example undirected graph shown in Fig. 1.
Here, the source vertex is identified as vertex s and the
terminal vertex as 7. Each edge has a transition cost as marked
in the graphic (e.g., the edge from vertex 2 to vertex 4 has a
cost of 2 units).

Clearly, for the simple graph in Fig. 1 the lowest cost route
is (s, 1, 3, t) with a total cost of 4. Note that this lowest cost
path is not unique; (s, 1, 4, ¢) has the same cost.

A graph G = (V, E, C) consists of a set of vertices V =
{1,2,...},asetofedges E = {(1,2), (1,3),...},and aset of
edge costs C = {c1 2, 13, ...} C R.Edge costs are assumed
to be real-valued and may be negative, subject to certain
restrictions (see next paragraph). In a directed graph, edges
connecting the same two vertices may have opposite orien-
tations (so (i, j) # (J, i)), while in an undirected graph, all
edges lack orientation (so (i, j) = (J, i)). By convention, the
vertex indices of edges in an undirected graph will be listed
in ascending order. The total number of vertices and edges
in the graph are denoted by |V| and |E|, respectively. The
degree of vertex i, denoted deg(i), is defined as the number
of edges (both incoming and outgoing, in the case of directed
graphs) with one end at i. The minimum degree and maximum
degree of a graph, denoted by § and A, respectively, are the
minimum and maximum degree taken over all of the graph’s
vertices.

Throughout this article, the class of graphs considered to
be “general” for the purpose of the shortest path problem
excludes undirected graphs with negative edge costs and
directed graphs with cycles of negative total cost. This is
because for such graphs, the set of shortest path solutions
is unbounded; one can simply traverse a negative-cost cycle
to make the total cost of the path arbitrarily low. Once these
cases are ruled out, we can guarantee that in any shortest path,
the multiplicity of every edge in the path is at most one.

A QUBO problem in N variables is formulated as a com-
putation to find the solution vector x that produces the
minimum “energy” where the energy is described as a ho-
mogeneous quadratic polynomial

H =arg min{xTQx} (D

where x € {0, 1} and Q@ € RV*N . The objective function to
be minimized is a homogeneous quadratic polynomial (i.e.,
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a degree-2 polynomial with no linear or constant terms) with
real coefficients in N variables. Since the products between
variables in the objective function are commutative, the ma-
trix @ containing their coefficients must be symmetric; for
succinctness, it is conventionally represented as upper trian-
gular. As its name suggests, the QUBO formulation does not
allow the inclusion of constraints, so to convert a constrained
optimization problem to a QUBO problem, the constraints
must be converted into penalty terms that will prevent invalid
solutions from achieving the minimum value of the objective
function. Problems in the QUBO formulation can be con-
verted to problems in the Ising formulation in a straightfor-
ward way [5].

All approaches to the shortest path problem outlined in this
article will define the problem using the QUBO formulation.
For the purposes of runtime analysis, it is assumed that the
0 matrix containing the coefficients of the objective function
is represented in sparse format, so that the time required to
populate it scales with the number of writes to its cells rather
than the N? size of its explicit representation.

I1l. RELATED WORK

The shortest path algorithm has a rich history of classical
approaches composed of increasingly inventive algorithms
for general graphs and for specific classes of graphs. For the
most general case, where negative-cost edges are permitted
as long as there are no negative-cost cycles, the algorithm
of Bellman and Ford based on dynamic programming can
solve the problem in O(|V||E|) time using O(|V|) space [6],
[7]. Virtually all other general-case algorithms require the
additional restriction that the graph contain no negative edge
costs. All of these algorithms are essentially implementations
of the same algorithm with progressively more efficient data
structures, and they all share a space bound of O(|V]). For
graphs with nonnegative edge costs, the original formula-
tion of Dijkstra’s algorithm using simple arrays can solve
the problem in O(|V|?) steps [8]. For sparse graphs, a min-
priority queue can improve the performance to O((|V|+
|E])log [V]) [9]. Replacing the queue with a Fibonacci heap
improves this further to O(|E| + |V|log|V|), which is the
current best-known runtime for general graphs [10].

For special classes of graphs, optimal or near-optimal al-
gorithms for finding shortest paths have been developed. For
unweighted graphs, breadth-first search can trivially solve
the problem in linear time and space relative to the size
of the graph (i.e., O(|V| + |E|). Even for the more gen-
eral class of directed acyclic graphs, a shortest path can
be found within the same time and memory bounds by
topologically sorting the graph [11, pp. 655-657]. For pla-
nar graphs, which satisfy the property |E| < 3|V| — 6 (and,
hence, |E| = O(|V])), the fastest implementation of Dijk-
stra’s algorithm would have a runtime of O(|V|log |V]), but
this has been successively improved to O(|V |/Iog[V]) [12],
then to an optimal O(|V|) [13]; both algorithms assume non-
negative edge costs and have a space requirement linear in
the size of the graph. For general directed graphs whose
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costs are restricted to integers in {0, 1, ..., C}, implementing
Dijkstra’s algorithm with a van Emde Boas tree yields an
O(|E|loglog C)-time, O(|V| + C)-space algorithm [14]. In
combination with other data structures, this can be improved
to an O(|E| + |V |/Tog C)-time, O(|E| + log? “C)-space al-
gorithm [15]. Recent advancements in data structure design
have improved the time bound to O(|E| + |V|loglog|V|)
or O(JE| + |V|loglog C) and the space bound to linear in
the size of the graph [16]. For undirected graphs with the
same restriction on edge costs, a remarkable algorithm that
runs in linear time and space complexity has been demon-
strated [17].

Quantum algorithms for the shortest path problem are
much less abundant. For complete graphs, where |E| =
O(|V|?), a quantum algorithm that leverages Grover search
can solve the shortest path problem in O(|V|”/#) time and
O(|V|) qubits compared to the O(|V |*)-time classical solu-
tion using Dijkstra’s algorithm [18]. More recently, a gate-
based quantum algorithm was developed to solve the single-
source shortest path problem in directed acyclic graphs in
O/IV]ETlog |V|) steps using O(|V|) qubits [19]. Notably,
both algorithms limit the quantum advantage to cases where
the input graph is dense, and they both appear to require
the nonnegative edge cost restriction of Dijkstra’s algorithm.
At present, no quantum gate algorithm has been developed
that improves on the classical benchmarks of O(|V||E]|) for
general graphs and O(|E| + |V|log |V]) for general nonneg-
atively weighted graphs. And unfortunately, since quantum
gate computers have yet not been developed at a scale large
enough to handle problems of interest, the algorithms devel-
oped for them remain, at least for the time being, a theoretical
novelty.

For adiabatic quantum computing, on the other hand,
progress has been relatively fast. Last year, D-Wave an-
nounced that they will be releasing a 5000-qubit ma-
chine [20], so scalability for quantum annealing is already
being realized. In terms of algorithms, Lucas laid the ground-
work for adiabatic approaches to the shortest path problem by
working out Ising formulations for even more complex prob-
lems on graphs [21]. Bauckhage et al. [22] later incorporated
several elements of Lucas’s Ising formulation of the traveling
salesman problem to sketch an adiabatic approach to the
shortest path problem, but they left further details of their
approach as a subject for future work. As their intent seems
to have been to augment a classical algorithm for finding the
length of a shortest path with an adiabatic procedure to find a
representation of the path itself, their sketch of the approach
includes some redundant elements. Most significantly, it pro-
poses the use of Dijkstra’s algorithm as a preprocessing step
to find the lengths of the shortest path from a given source.
Pakin [23] developed a shortest path algorithm for solving
mazes. His algorithm has both space and time complexity of
O(|V)) for the restricted set of unweighted grid graphs.

The main motivation for our research was to develop adi-
abatic quantum formulations of the shortest path problem
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that require a minimal amount of classical preconditioning,
and, if possible, to solve the problem faster than the current
best classical algorithms for the most general classes of input
graphs. The first two formulations proposed in this article are
robust to directed graphs containing negative edge costs, but
for the reasons stated in Section II, their output is only guar-
anteed to be valid if the input graph is free of cycles with neg-
ative total cost. In terms of their classical construction times,
our last two proposed approaches are asymptotically faster
than the O(|V||E|) Bellman—Ford algorithm in the general
case, and for graphs with nonnegative edge costs and fixed
degree, the same two approaches are asymptotically faster
than the O(|E| + |V|log|V]) implementation of Dijkstra’s
algorithm.

IV. HOP-BASED APPROACH

We will now discuss a detailed implementation of the for-
mulation proposed by Bauckhage ef al. To make this imple-
mentation more practical, we have introduced a number of
changes. The most significant of these is that our implemen-
tation dispenses with the need to invoke Dijkstra’s algorithm
as a classical preprocessing step; i.e., it can find the shortest
path without knowing the cost of the path beforehand. It
also drops an unnecessary constraint on revisiting vertices
in order to make the approach more robust (for details, see
Section IV-B).

A. FORMULATION
The first approach begins with the realization that traversing
the graph involves passing through a sequence of vertices
of the graph from source vertex to terminal vertex. Starting
at vertex s, the path proceeds along graph edges, vertex-to-
vertex, until it reaches the vertex 7. Implicit in this are restric-
tions and constraints on valid traversals of the graph. Each
of these constraints will be captured in the QUBO energy
equation. Following the Lucas formulation, we will describe
the space of possible solutions as a space of (vertex, position)
pairs. That is, we will define a solution path as having vertex
i at position p through the path, vertex j at position p + 1,
and so on. This leads to a few simple constraints. First, we
require that any vertex only appear once in a path. Second,
there must be a vertex in each position. That is, if the path is
three steps long, then positions 1, 2, and 3 must have a vertex
each, with no position being skipped. Third, if vertex i is at
position p and vertex j is at position p + 1, then the traversal
incurs a cost equal to the edge cost ¢; ;. If there is no edge
(i, j), then traversals between i and j should be penalized.
Let us develop these constraints. First, we will represent a
solution as a set of binary variables, each denoted x; ,, where
the variable x; ,, indicates whether vertex i is at position p. Put
another way, these variables represent the sequencing of the
vertices within the path we want to find. So xj > = 1 means
that vertex 1 occurs at position 2 in the path. Writing these
binary variables as a matrix X as in (2) enables us to better
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understand the constraints

X1,1 X120 XLP|
X201 X22 ot X2|P|

X = . . . . ()
XV|,1 Xv2 o X P

Here, we have identified the number of vertices as |V| and
the desired number of hops as |P|. Now, we can enumerate
the constraints defined previously and specify their contribu-
tion to the complete energy equation that will be described
as a weighted sum of individual constraint contributions

(H =) aHy).

1) Each position must be occupied exactly once in a path.
Assume the path visits |P| < |V| vertices. Then, we
can reformulate the first constraint as the following
quadratic penalty function:

2
1P| IV

HP:Z I_in’p . (3)
i=1

p=1

We can identify the innermost sum Zl‘i‘l X;,p as the
sum down column p in the matrix X above-mentioned.
Any valid solution should have exactly one row in col-
umn p equal to 1, to correspond to one vertex at posi-
tion p. Accordingly, the squared difference of 1 minus
this sum will be minimized at O when the constraint is
met at a single vertex position, and the entire penalty
term will be minimized at O when the constraint is met
at all positions.

2) Each vertex can appear at most one time in a path.
This constraint is captured by the following quadratic
penalty function:

14

Hy = Xi, pXi g- 4
> 2

i=1 1<p<q<|P|

This term is minimized at O precisely when each row
of X contains at most one 1. This term and the previous
one will be minimized together if and only if no 1 in
X occurs more than once in the same row or column.
The rows that contain a 1 correspond to the vertices
included at unique positions in the path, and the rows
without a 1 correspond to the vertices excluded from
the path.

3) Traversing an edge (i, j) imposes a cost penalty of ¢; ;.
This can be easily encoded as the following quadratic

function:
[PI—1 V| [V]|
He= ) ) ) cipiptiprr- )
p=1 i=1 j=I

We can forbid transitions between vertices i and j that
have no connecting edge by setting ¢; ; to a large
value (the value of which will be made explicit in
Section IV-C).
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4) Two additional constraints are implied—that the flow
starts at the source vertex and ends at the terminal
vertex. These constraints are captured in the following
penalty terms:

Hy=(1—x.1) (6)
H = (1 —xp)% (7

Valid solutions will satisfy all constraints; therefore, the
complete, final energy equation will be a (weighted) sum of
the individual constraints energy contributions

H = apHp + ayHy + acHc + agHy + o H;.  (8)

Here, we have included scaling terms «p, ay, ... that al-
low us to weigh the relative importance of the constraints.
Optimal values for the scaling terms are likely problem de-
pendent and are a subject of ongoing research, but we can
at least extrapolate explicit choices that are feasible. We
want to ensure that any violated constraint has a higher cost
than the total cost cp of the shortest path. Since we do not
know cp a priori, a reasonable substitute is any value greater
than cg = Z(i’ )eE lci, jI, the sum of all edge costs (taking
the absolute value in the case of negative edge costs). This
yields the scaling factorsac = 1, ap = oy = oy = oy > cpg.
For succinctness, we will use « to represent the equivalent
scaling factors in the latter group.

We note that this is not a true shortest path algorithm. This
implementation, as will be demonstrated in Section IX, will
produce the lowest-cost path of the specified length. Namely,
a path that visits exactly |P| vertices will be returned, if one
exists, regardless of the existence of lower-cost paths that
visit more or fewer vertices.

B. MAXIMUM HOP EXTENSION
Section I'V-A described a formulation to identify a shortest
path that visits a specific number of vertices. While such a
construct may be of interest in some applications, there are
other more common instances in which the true lowest-cost
path is desired, regardless of how many vertices lie along it.
There is a simple extension to the formulation of Section I'V-
A that overcomes the deficiency of that formulation.

First, recognize that the second constraint captured in (4) is
a carry-over from the formulations for the Hamiltonian path
problem. In that problem, the requirement is to visit every
vertex in the graph once and only once, thus requiring the
constraint. For our problem, no such constraint is strictly nec-
essary; in practice, revisiting the same vertex in a path will in-
duce an unnecessary additional cost in the objective function
and will, therefore, be rejected. But if we augment the graph
with zero-cost “ghost edges” in the form of self-loops (i, i)
with ¢;; = 0 for each vertex i € V, then we can exploit this
relaxation to allow the algorithm to find the lowest cost path
through the graph that visits at most | P| distinct vertices. The
returned solution will still be exactly |P| “hops,” but multiple
hops to the same vertex can be collapsed in the final result.
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For example, one solution found by this relaxed procedure
may be (s, 3, 3, 3, 8, ¢), which, when collapsed to a sequence
of distinct vertices, coincides with the shortest path solu-
tion (s, 3, 8, ¢); in this case, the number of hops requested
was |P| = 6 but the lowest-cost path found happened to be
one with |P| = 4. One consequence of the ghost edges is
that the returned solution space can be greatly increased
since there are now multiple valid solutions. For instance,
(s,3,3,8,8,¢) and (s, s, 5, 3, 8, t) represent the same valid
shortest path. Postprocessing of the solutions to collapse the
path is required, but the cost of such postprocessing is linear
in |P|. Since all the “ghost edge” solutions will collapse to
the same true solution, choosing and collapsing the first is
often sufficient. There may be a significant penalty to pay,
however, if there is a desire to find all shortest paths from
s to ¢ in the graph. In that case, all the returned ghost edge
solutions would need to be collapsed in order to identify the
complete set of true shortest paths.

C. EVALUATION

When evaluating the performance of the quantum anneal-
ing algorithms, there are three parameters of interest: the
time needed to populate the matrix Q, the required num-
ber of qubits to represent the problem, and the annealing
time required to solve the problem in (1). The annealing
time required is dependent on the problem specifics, the
scaling factors used, and annealing parameters used by the
specific quantum annealing hardware. It is the subject of on-
going research, but we will provide a rudimentary analysis in
Section VII. The qubit requirements and fill time estimates
will be addressed explicitly in the following sections.

For any graph, directed or undirected, this formulation
encodes the shortest path problem using one qubit per ver-
tex per possible position. Since the presumed length of the
shortest path is predetermined to be |P|, we have a required
qubit usage of |P||V]. A shortest path cannot be longer than
the number of vertices, so this is upper bounded by |V|?
qubits. Note that this bound does not account for require-
ments for minor embedding and the inefficiencies of specific
qubit hardware connectivity which may impose additional,
not-insignificant qubit overhead.

Fill time for the construction of the @ matrix includes
penalty term contributions from each constraint. First is the
calculation of the scaling factor for the constraint terms. This
requires one loop through the edges to add up their costs and,
therefore, takes |E| computations.

Each of H, and H; consists of just one square term —x>

s, 1
and —xtz’ P respectively, after constant terms have been
dropped and linear terms have been added into the quadratic
terms, so they take one step to write. The quadratic penalty
term for Hp consists of |P||V|(|V| + 1)/2 terms, so adding its
terms to the matrix will take O(|P||V|?) steps. The constraint
corresponding to Hy has been dropped in the maximum hop
extension, SO we can ignore its contribution. Finally, the ob-
jective function term H¢ consists of |P||V[(|]V]| — 1)/2 terms,
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as all distinct pairs of vertices (whether an edge connects
them or not) induce a traversal cost, so its contribution will be
O(|P||V|?). Combining the constraint contributions yields a
total complexity of O(|E| + |P| |V|2). The classical postpro-
cessing required to collapse the ghost edges is O(|P]), so it
does not change the overall complexity.

V. DIRECTED EDGE-BASED APPROACH

A. FORMULATION

An alternative approach would be to adapt the objective
function and constraints of the shortest path problem’s linear
programming formulation for directed graphs

minimize E Ci, jXi,
(i.j)eE

subjectto 0 <x; ; <1, V(i, j) € E

1, ifi=s
and in,j—zxk’iZ —1, ifi=t¢t
J k 0, otherwise
VieV. )

Here, x; ; indicates whether the edge (7, j) is included in
the path. The first constraint technically allows these vari-
ables to take fractional values between O and 1, but because
the shortest path linear program happens to be integral, any
optimal solution will have all x; ; € {0, 1}. The second con-
straint ensures three things that: 1) the source vertex s has one
more edge leaving it than entering it; 2) the terminal vertex ¢
has one more edge entering it than leaving it; 3) every other
vertex has as many edges entering it as it has leaving it.

In fact, these constraints define a shortest trail problem
rather than a strict shortest path problem, because they admit
solutions that visit vertices more than once, but the assump-
tion that the graph contains no negative-cost cycles implies
that any shortest trail will in fact be a shortest path. For the
same reason, while the above-mentioned constraints on their
own do not rule out solutions that consist of a proper path and
any number of disjoint cycles, the assertion that no cycles
will improve the objective function value should prevent the
inclusion of disjoint cycles in solutions. (Of course, zero-
cost cycles may occur in otherwise valid solutions, but these
can be removed efficiently in classical postprocessing via a
depth-first search on the edges in the solution starting at s and
ending atr.)

In an undirected graph, where no distinction is made be-
tween a given vertex’s incoming edges and outgoing edges,
enforcing the second constraint is impossible. A trivial solu-
tion is to transform the undirected graph into a directed one
by turning each of its edges into two directed edges with op-
posite orientations. The above-mentioned formulation will,
then, be applicable to the directed version of the graph, but
the directed version of the graph will have twice as many
edges as the undirected version, and the summations in the
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second constraint will have twice as many terms. A nontrivial
approach for undirected graphs is discussed in Section VI.

The objective function and constraints in (9) lend them-
selves easily to reformulation as a QUBO objective function.
The first constraint can be dropped entirely, as the variables
of a QUBO function are already restricted to be binary. The
separate versions of the second constraint can be rewritten as
the following quadratic penalty functions:

2
Hy= > %= xs—1 (10)
j k
2
Ho= (> x;—> w+1 (11)
j k
2
Hi= x> xil - (12)
j k

In total, there will be |V| such penalty functions, |V| —2
of which will take the third form. Both H; and H,, when
expanded, will include a constant coefficient of 1 and linear
coefficients of 2 and —2. Because all x; ; € {0, 1}, it follows
that xi% i =Xijs and thus, all linear terms can be converted to
square terms without changing the objective function’s val-
ues. After the constant coefficients are dropped, both H; and
H,; have minimum values of —1. The remaining penalty func-
tions for all other vertices will consist entirely of quadratic
terms and will have minimum values of 0. Finally, using the
same linear-to-quadratic conversion mentioned previously,
the original objective function can be rewritten quadratically
as

He = Z Ci Xt . (13)

(i,j)eE

The objective function is 0 when all x; ; = 0 (i.e., when all
edges are excluded), and this should only be the minimum
value when no path from s to 7 exists. We, therefore, want to
scale the terms in the total energy function

H = a3Hy + o H; + Z a;H; + acHc (14)
i¢{s.1)

so that any valid assignment of the variables achieves a value
less than O and any invalid assignment achieves a value
greater than 0. If we knew the cost cp of the shortest path
up front, then we could scale He by a¢ = 1 and all of the
penalty terms by any « > cp. This would ensure that the
energy corresponding to the shortest path would be —cp < 0,
while any infeasible solution would have a higher energy
regardless of its total edge cost. Of course, since we do not
know the shortest path length ahead of time, we will need to
use an appropriate surrogate. The simplest choice is & > cg
as defined in the previous section, since cg > cp, with
equality holding when the graph is itself a path.
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B. EVALUATION

For sparse graphs, this formulation is considerably more eco-
nomical with respect to qubit usage, as it encodes the shortest
path problem in |E| qubits. If, however, the input graph is
undirected, then the encoded problem will need 2|E| qubits
to represent a directed version of the graph.

The first step in the construction of the Q matrix is the
calculation of the scaling factor for the constraint terms. This
requires one loop through the edges to add up their costs and,
therefore, takes |E| steps. The constraint term associated with
vertex i is a quadratic function of deg(7) variables, so adding
its terms to the matrix takes deg(i)(deg(i) + 1)/2 steps. Fi-
nally, updating the matrix with the coefficients of the H¢ term
takes |E| steps. The total number of steps needed to construct
the Q matrix is, therefore

|4 . .
2EI+ Y deg(i)(deg(i) + 1)

i=1 2
14 ) 4
=2IE| + 5 ;deg(i) + ;deg(i)
WA
=3IE| + 5 ;deg(z) (15)

where the last line follows from the degree sum formula.
This quantity is lower and upper bounded by (3 4 §)|E| and
(3 + A)|E]|, respectively. When the original graph is undi-
rected and has |E| edges, minimum degree §, and maxi-
mum degree A, then the upper and lower bounds become
(6 + 26)|E| and (6 + 2A)|E], respectively.

VI. UNDIRECTED EDGE-BASED APPROACH

A. FORMULATION

One way to avoid doubling the number of qubits required
when the previous approach is applied to an undirected graph
is to modify the constraints in a way that is agnostic to edge
orientation. Consider the following constraint satisfaction
problem:

minimize E Ci jXij
(i.))eE

subject to x; ; € {0, 1}, V(i, j) € E

—

,ifie{s 1)
and Y xij=1{2, ifi¢{s.rjandieP
j 0, ifi¢{s,ttandi¢P

VieV. (16)

This formulation replaces flow-based constraints with
cardinality-based constraints. In a valid path, each of vertices
s and ¢ will be incident to one edge in the path, every other
vertex on the path will be incident to two edges in the path,
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and every vertex not on the path will be incident to zero edges
in the path.

These constraints can be rewritten as quadratic penalty
terms even simpler than their counterparts in the directed
formulation. All we have to do is include |V/| additional vari-
ables xp, x2, . .., where x; indicates whether or not vertex i is
included in the path. So to start with s and ¢, we have

2

Hy = —x>+ xs—sz,j (17)
J

2
Hy = —x; + (x, - in,t> . (18)
i

The square term at the beginning of each function enforces
the constraint that vertices s and r must be included in the
solution. The sum on the right-hand side ensures that when
the vertex in question is included in the solution, it is incident
to exactly one edge. Each function is minimized at —1 when
both constraints are met.

The penalty functions for the remaining vertices are even
simpler

2

H; = 2x,-—2xi,j . (19)
j

If i is not in the path, then x; = 0, and this function is min-
imized at 0 when no edges incident to i are included in the
path. If i is in the path, then the function is minimized at 0
when exactly two edges incident to i are included.

The objective function can be written as (13). Since all
of the penalty functions have the same minimum values as
they do in the directed formulation, the same scaling factors
for the penalty terms and the objective function term can be
used in this formulation.

B. EVALUATION

For an undirected graph, this formulation encodes the short-
est path problem using one qubit for each edge and one
qubit for each vertex, for a total of |V| 4 |E| qubits. For any
undirected graph with |E| > |V] (a class encompassing most
graphs of interest), this is a more economical use of qubits
than the approach of converting the undirected graph to a
directed one and using the previous approach.

As in the directed formulation, the first step in constructing
the Q matrix is to calculate the scaling factor for the con-
straint penalty terms, which is a sum involving |E| terms.
The constraint penalty term for each i is a quadratic function
in deg(i) + 1 variables, so it will have (deg(i) + 1)(deg(i) +
2)/2 terms to add to the matrix. As before, updating the
matrix with the coefficients of the H¢ term takes |E| steps.
The total number of steps needed to construct the O matrix
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is, therefore, bounded above by

Vi . .
2IE| + Z (deg(i) + 1)(deg(i) +2)

2

i=1

4] ) .
deg(i)® + 3deg(i) + 2
=2|E|+Z g(i) g(i)
i=1

2

\4
=SIE|+ VI + 5 X;deg(i)z (20)
i
which, in turn, is upper bounded by
G5+ AIE|+|V]. (21)

If |[E| > |V, then this is slightly faster than the construction
of the Q matrix for the directed formulation using the directed
version of the graph.

VIIl. ANNEALING TIME

Now that we have established bounds on the time required to
prepare a QUBO formulation of the shortest path problem,
we will turn to the question of the complexity of the quantum
annealing process. According to the adiabatic theorem [24],
by slowly evolving a system from an initial state to a final
state corresponding to the problem we want to solve, we
can track the ground state of the system, even as it changes
to the minimum-energy eigenstate of the Hamiltonian de-
scribing our problem. For the purpose of this analysis, we
will assume that for an n-qubit system, the initial Hamil-
tonian Hy describing the energy at the start of the evolu-
tion is the Hamiltonian whose minimum-energy eigenstate
is |[+)®". The final Hamiltonian H; consists of the one- and
two-qubit interactions encoded in our QUBO matrix @, and
its ground state corresponds to the solution we want to find.
Starting at time s = 0 and proceeding to s = 1, the energy of
the evolving system will be described by a time-dependent
Hamiltonian H(s) that interpolates between the initial and
final Hamiltonians

H(s) = (1 —s)Hy + sH;. (22)

A generally accepted rule of thumb estimates the mini-
mum time t required to track the ground state as

L H)
r>>/0 —y(s)2 ds (23)

where y = mingeqo,1] E1 — Eo describes the minimum spec-
tral gap (i.e., the difference between the eigenvalues or ener-
gies of the ground state and first excited state) of H(s) over
the course of the evolution [25], [26]. The latter parameter
y is a major problem-dependent factor in the runtime of
quantum annealing. If both | |%H (s)|| and y are measured in
Joules, then 7 will be have units in inverse Joules; this can be
converted to seconds by multiplying it by the reduced Planck
constant /i & 1.054571817x1073*Js (which is commonly di-
vided out from the derivation of t for simplicity).
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FIGURE 2. Example undirected graph with specified edge costs for
numerical example.

FIGURE 3. Plot of the two smallest eigenvalues of H(s) for the
hop-based formulation of the graph in Fig. 2.

‘We can estimate the value of y for each of the formulations
previously detailed by calculating the eigenvalues of the cor-
responding time-dependent Hamiltonian H (s) over a discrete
set of values for s. Using the trapezoid rule to approximate the
integral in (23), we can estimate reasonable lower bounds for
7. Because H(s) is a linear interpolation between Hy and H|,
we have || %H(s)| | = ||H1 — Hpl|, and since this is a constant
term, it can be factored out of the integral to simplify things
even further.

Because a 2" x 2" matrix is needed to represent an n-qubit
Hamiltonian explicitly, it is computationally infeasible to ap-
proximate these values for problems even of moderate size.
Thus, for our purposes, a small example problem will have to
suffice. We have chosen the four-vertex, five-edge undirected
graph in Fig. 2, as it is amenable to all three quantum anneal-
ing formulations we have described and does not require too
many qubits to be represented in any of them.

For the hop-based formulation, we have |P| = 3 and a total
number of required qubits |P||V| = 12. Calculating and sort-
ing the 2'? = 4096 eigenvalues of H(s) at 21 discrete points
in time gives us the plot of eigenvalues shown in Fig. 3. The
minimum spectral gap observed among these eigenvalues
is y = 1.225 J, and the corresponding lower bound for the
annealing time is 7 = 1229.694 J~1.

For the directed edge-based formulation, the total number
of qubits is |E| = 10 (after transforming each undirected
edge into two directed edges). This savings in qubit usage
seems to incur a cost in performance: the eigenvalues be-
come significantly closer, as shown in Fig. 4. We observe
a much smaller minimum spectral gap y = 0.283 J, and
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FIGURE 4. Plot of the two smallest eigenvalues of H(s) for the directed
edge-based formulation of the graph in Fig. 2.

FIGURE 5. Plot of the two smallest eigenvalues of H(s) for the
undirected edge-based formulation of the graph in Fig. 2.

a much larger lower bound for the annealing time at T =
25810.324 171

Finally, for the undirected edge-based formulation, the
total number of qubits is reduced to |V| + |E| = 9, but the
spectral gap appears to shrink further, as shown in Fig. 5.
The minimum spectral gap in this case is y = 0.243 J; how-
ever, the lower bound for the annealing decreases to T =
9904.343 J!.

The increase in the expected annealing time of the edge-
based formulations relative to the hop-based formulation
seems to be due in part to the size of the penalty term scaling
factor «. For the hop-based formulation, if the anticipated
number of vertices visited (and, therefore, the number of
edges in the path) is small, then the penalty scaling factor
will likely be significantly less than the sum of all edge
costs. If we use the scaling factor for the hop-based formu-
lation in the edge-based formulations, the values of y and
T parameters for these formulations do improve, but they
still remain significantly worse than the parameters for the
hop-based formulation. For this reason, we suspect that some
factor inherent to the structure of a QUBO formulation gives
rise to a tradeoff between qubit complexity and annealing
complexity.

Unfortunately, because it takes exponential space to con-
struct a Hamiltonian matrix corresponding to a shortest path
formulation, we cannot provide the estimates of y and t for
larger problem instances needed to extrapolate how these pa-
rameters change with increasing problem size. Theoretically,
applying the annealing process on a D-Wave machine for
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Observed Energy Levels by Anneal Time

——lps =SS 10

2545 —emS0ps w100 s —em2S0ps —emS00 s —em1000 s —emm2000 S

FIGURE 6. Histograms of measured energies (rescaled to match the
corresponding eigenvalues of the unnormalized Q matrix) sampled over
2000 reads for annealing durations between 1 s and 2000 ys. D-Wave
postprocessing (which, by default, involves a classical search for local
improvements to the best-found solutions) was disabled. The tail of the
histogram has been cut off at —45 for the sake of space. Peaks at
suboptimal energy levels are the result of a multiplicity of eigenstates
corresponding to those eigenvalues.

increasing durations and then sampling solutions repeatedly
over many reads (i.e., trials) should produce different his-
tograms of measured energies, with longer annealing times
yielding distributions that favor the ground-state energy. We
ran this test on the hop-based formulation (which has the
shortest annealing time requirement of all three formula-
tions) of the problem in Fig. 2 on a D-Wave 2000Q. We
generated the Q matrix for this formulation, normalized it
so that its maximum entry had an absolute value of 1 (as
required by the D-Wave), and produced histograms of the
energies of sampled solutions from 2000 reads for annealing
durations ranging from 1 s to 2000 ws. The results are
displayed in Fig. 6. The more uniform distribution of ener-
gies among sampled solutions for the 1 us anneal time is
to be expected, but it is surprising that the distribution does
not consistently improve as the anneal time increases. For
instance, the distribution after 500 ps of annealing favors
the minimum-energy solution more than the corresponding
distributions associated with 1000 us and 2000 us of anneal-
ing. The success of the annealing process even with relatively
short anneal times is likely due to the D-Wave’s strategy of
starting in a random state rather than in the same |+)®" state
for each read. An additional possibility is that the distribution
of states improves more as a step function of the anneal
time, with the distribution improving dramatically only after
a certain threshold; however, because the D-Wave 2000Q
caps annealing time at 2000 us, we were unable to evaluate
this hypothesis.

VIiil. COMPARISON

At this point, let us turn to a comparison of the algorithms. As
we have discussed in Section III, the best classical algorithm
exhibits a worst-case complexity of O(|E| + |V|log|V|) on
general directed or undirected graphs. At present, known
quantum universal gate algorithms only offer an improve-
ment for specific classes of graphs. For the adiabatic
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algorithms described herein, the number of classical steps
required to prepare the Q matrix is O(|E|) on general, di-
rected graphs. For the purposes of this comparison, we have
assumed the annealing time is constant or O(1). For simplic-
ity in representation, Table 1 replaces the size syntax |V, |E|,
and |P| (the vertex count, edge count, and maximum number
of vertices in the desired path, respectively) with V, E, and P
to reduce the noise in the table.

Beyond the computational complexity, the defining limita-
tion of the usefulness of the quantum algorithms is the num-
ber of qubits required. Given that the quantum computers of
today are limited to very low qubit counts, it is illustrative to
quantify the requirements. The three algorithms described in
this article have minimum qubit requirements, as shown in
Table 2. Note that, this is a direct evaluation of the minimum
number of logical qubits required to represent the problem.
Depending on the specifics of the quantum annealing com-
puter used, the “embedding” of the logical qubits (i.e., the
mapping of logical qubits to physical qubits) may result in
dramatically more required qubits. This is especially preva-
lent for dense, highly-coupled problems wherein the entan-
glement between physical qubits requires chaining multiple
qubits in order to entangle two logical qubits.

Based on Table 2, we can get a rough approximation of the
problem size solvable on today’s quantum annealing com-
puter hardware. At present the largest machine available has
2000 qubits with 5000 qubits soon to be available [20]. As-
suming no embedding overhead, that would mean the edge-
based, directed graph algorithm could support finding the
shortest path through a graph with hundreds or even thou-
sands of edges, depending on the average degree of the ver-
tices. As an example of real-world sizing, if we assume each
vertex is an intersection and each edge is a road segment, then
we could compute the shortest path route through a small
city. By way of example, the town of Blacksburg, Virginia,
has roughly 2000 road segments.

IX. EXAMPLES
In order to simplify the verification and implementation of
the formulations presented in this article, examples of the Q
matrices for these formulations will be instructive. We will
use the simple “toy” problem instance presented in the graph
of Fig. 2. Here, we have four vertices with a desired path
from s to 7. This example is small enough that it is trivial to
identify the solution (s, 1, #) with a cost of 7).

Each of the algorithms will be demonstrated in the follow-
ing sections.

A. HOP-BASED EXAMPLE
To demonstrate the algorithm as described in Section IV, we
will compute the QUBO formulation for the graph of Fig. 2.
If we assume or know that the path is |P| = 3 hops long, then
we can generate a 12 x 12 matrix whose rows and columns
correspond to each vertex at each possible position.

While not strictly necessary, setting the scaling factors
for the penalty terms added into the Q matrix relies on the
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TABLE 1. Comparison of Algorithm Complexities. for the Annealing Approaches, the (Classical) Time and Space Complexities are for the Construction of

the Q Matrix
Algorithm (Classical) Time Complexity  (Classical) Space Complexity = Graph Class
Classical
Bellman-Ford O(VE) o) general, C C R
Dijkstra oV?) O(V) general, C' C R>q
Dijkstra with min-priority queue OV + E)logV) O(V) general, C' C R>(
Dijkstra with Fibonacci heap O(E +VlegV) OV) general, C C R>q
Quantum gate
Khadiev & Safina O(VVElogV) o) directed acyclic, C C R>g
Heiligman O(VT7/4)) OV) complete, C' C R>¢
Quantum annealing
Hop-based O(E + PV?) O(E + PV?) general, C' C R
Directed edge-based O(AE) O(AE) directed, C' C R
Undirected edge-based O(AE+V) O(AE+YV) undirected, C' C R>q

TABLE 2. Comparison of Qubit Requirements and Estimated Performance Parameters for Quantum Annealing Formulations in This Article

Algorithm Qubits  Experimental v (J)  Experimental ~ (J7T) Graph Class
Hop-based PV 1.225 1229.694 general, C' C R
Directed edge-based E 0.283 25810.324 directed, C C R
Undirected edge-based V + E 0.243 9904.343 undirected, ' C R>¢
TABLE 3. Q Matrix for the Hop-Based Shortest Path Formulation of the Graph in Fig. 2
vertex s vertex 1 vertex 2 vertex ¢
1 2 3 1 2 3 1 2 3 1 2 3
vertex 1 —2a « 0 « 5 0 « 5 0 « « 0
K 2 0 —a « 5 « 5 5 « 5 « «@ «
3 0 0 - 0 5 « 0 5 « 0 « «
vertex 1 0 0 0 —a « 0 « 2 0 « 2 0
1 2 0 0 0 0 —a a 2 «a 2 2 a 2
3 0 0 0 0 0 —« 0 2 « 0 2 «
vertex 1 0 0 0 0 0 0 - « 0 « 10 0
2 2 0 0 0 0 0 0 0 —a «a 10 a 10
3 0 0 0 0 0 0 0 0 —« 0 10 «
vertex 1 0 0 0 0 0 0 0 0 0 —« « 0
t 2 0 0 0 0 0 0 0 0 0 0 —a «
3 0 0 0 0 0 0 0 0 0 0 0 —2a
TABLE 4. Q Matrix for the Directed Edge-Based Shortest Path Formulation of the Graph in Fig. 2
Ts,1  Ts,2 T1,s T1,2 T1,t T2,s 2,1 T2t Tt,1 Tt,2
Ts,1 5 2 —4da —2a —2a —2a 2 0 2a 0
Ts,2 0 5 —2« 2« 0 —4a —2« —2« 0 2a
T1,s 0 0 da+5 2 2 2a —2a 0 —2a 0
T1,2 0 0 0 2a0+ 2 2a —2a —4a —2a —2a 2a
T1¢ 0 0 0 0 2 0 —2a 2a —4a —2a
2,5 0 0 0 0 0 4o+ 5 2a 2 0 —2a
T21 0 0 0 0 0 0 2a+ 2 2a 2a —2a
T2t 0 0 0 0 0 0 0 10 —2a —4da
Tt 0 0 0 0 0 0 0 0 4o+ 2 2c
Tt,2 0 0 0 0 0 0 0 0 0 4o+ 10

cumulative sum of the edge costs. For this problem, cg =
Z(i,j)e £ ¢, jI = 24. Furthermore, the penalty for no con-
nections between vertices needs to be “large.” We will use
the same value cg for this numerical example. Using the
quadratic coefficients from (8), we get the Q matrix shown
in Table 3.

B. DIRECTED EDGE-BASED EXAMPLE

For the directed edge-based formulation described in
Section V, we must convert the undirected graph in Fig. 2
to a directed graph with |E| = 10 edges. The Q matrix for
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this formulation will, therefore, be a 10 x 10 matrix where
each row and column corresponds to a directed edge. Using
a scaling factor of 1 for the objective function term H¢ and
a scaling factor of cg = Z(i’j)eE |c;,j| = 48 for the |V| =4
penalty terms corresponding to flow constraints, we can pop-
ulate the Q matrix so that it represents the example graph.
The resulting matrix is shown in Table 4.

C. UNDIRECTED EDGE-BASED EXAMPLE
For the undirected edge-based formulation described in
Section VI, the Q matrix is a 7 x 7 matrix with a row and
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TABLE 5. Q Matrix for the Undirected Edge-Based Shortest Path Formulation of the Graph in Fig. 2

Ts Tl X2 T Ts,1 Ts,2 1,2 T1¢ T2t
Ts 0 0 0 0 —2a —2a 0 0 0
xr1 0 4o 0 0 —2x 0 —2x —2x 0
x2 0 0 da 0 0 —2« —2« 0 —2a
T 0 0 0 0 0 0 0 —2a —2a
Ts,1 0 0 0 0 2a+5 2a 2a 2a 0
Ts,2 0 0 0 0 0 20+ 5 2a 0 2
T1,2 0 0 0 0 0 0 200+ 2 2a 2
T1,¢ 0 0 0 0 0 0 0 200 + 2 2«
T2 0 0 0 0 0 0 0 0 2+ 10

column for each of the |E| =5 undirected edges and an
auxiliary row and column for each vertex i ¢ {s, t}. Using
a scaling factor of 1 for the objective function term H¢ and
a scaling factor of cp = Z(l-,j)e £ ¢, j| = 24 for the penalty
terms corresponding to the |V| = 4 cardinality constraints,
we can populate the Q matrix so that it represents the example
graph. The resulting matrix is shown in Table 5.

X. CONCLUSION

We presented three different approaches for solving the
shortest path problem on general directed and undirected
graphs using a QUBO formulation suitable to exploitation on
a quantum annealing machine. This formulation lets the al-
gorithm run on currently available quantum annealing hard-
ware, including that of D-Wave systems. Notional resource
requirements and complexity orders were developed for each
algorithm, allowing for direct comparison with existing clas-
sical algorithms. We also provided estimates for the minimal
spectral gap and annealing time required to track the ground
state of the problem Hamiltonian with high probability.

All three of the approaches outlined in this article accept
as input any simple graph (i.e., one that does not contain self-
loops or multiple edges between the same source and destina-
tion vertices). The two edge-based approaches could easily
be adapted to work with multigraphs, but for the purposes
of finding a shortest path, it is more efficient to remove self-
loops and long redundant edges in preprocessing, since such
edges will never appear in the shortest path. The only other
restrictions are on the orientation of the graph: the hop-based
formulation works with both directed and undirected graphs;
the directed edge-based formulation is designed for directed
graphs, but can work with undirected graphs, as long as they
are first converted to directed ones; and the undirected edge-
based formulation works exclusively for undirected graphs.
The first two approaches will work with directed graphs that
contain negative edge costs, but the results will only be valid
if the input graph contains no negative-cost cycles.

After filling in the gaps left in the proposal of Bauckhage
et al. [22], we have shown that a practical adiabatic imple-
mentation of their hop-based formulation offers little im-
provement over the classical approach. The time required
to construct the @ matrix for the problem, which also
serves as an upper bound for the size of Q in terms of its
nonzero entries, scales as O(|E| + |P||V|?), which is po-
tentially competitive with the Bellman—Ford algorithm, but
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asymptotically worse than the slowest implementation of Di-
jkstra’s algorithm.

To remedy this deficiency, we have proposed two other
QUBO formulations of the shortest path problem that adapt
flow and cardinality constraints from linear programming
and constraint satisfaction formulations of the shortest path
problem in a straightforward manner. Both formulations use
qubits to represent vertices and edges rather than (vertex,
position) pairs and are, therefore, more efficient than the
hop-based formulation for sparse graphs. For the flow-based
formulation for directed graphs, the construction time for the
O matrix scales as O(A|E|), and for the cardinality-based
formulation for undirected graphs, it scales as O(A|E| +
[V|]). Notably, if the graph degree remains fixed, then both of
these approaches are asymptotically faster than the fastest-
known implementation of Dijkstra’s algorithm. We expect
the proposed approaches to demonstrate the greatest advan-
tage overknown classical algorithms in directed graphs with
negative edge costs and nonplanar graphs of low degree.
Real-world inputs like road intersection networks with over-
passes and tunnels fit nicely into the latter paradigm.

There are a number of directions for future work. The main
bottleneck in the matrix construction for all of the proposed
algorithms is the step of adding the quadratically many terms
of the constraint penalty functions to the @ matrix. It is not
clear to us how the number of terms that need to be writ-
ten might be intelligently reduced, but we cannot rule out
the possibility, either. On the same note, we welcome any
improvements to the scaling factors used for the constraint
penalty terms in our formulations, as cg =Y ; j g il
seems unnecessarily large, and better scaling factors might
yield a larger minimum spectral gap and an improved an-
nealing time.
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