Quantum Computing

@IEEE Transactions on,
uantumEngineering

Received 3 August 2023; revised 2 October 2023; accepted 21 April 2024; date of publication 25 April 2024;

date of current version 17 May 2024.

Digital Object Identifier 10.1109/TQE.2024.3393437

Accelerating Grover Adaptive Search:
Qubit and Gate Count Reduction

Strategies With Higher Order

Formulations

YUKI SANO'®, KOSUKE MITARAI?
AND NAOKI ISHIKAWA'© (Senior Member, IEEE)

!Faculty of Engineering, Yokohama National University, Yokohama 240-8501, Japan
2Graduate School of Engineering Science, Osaka University, Toyonaka 560-0043, Japan

, NAOKI YAMAMOTO3®,

3Department of Applied Physics and Physico-Informatics, Keio University, Kohoku 223-8522, Japan

Corresponding author: Naoki Ishikawa (e-mail: ishikawa-naoki-fr@ynu.ac.jp).

The work of Yuki Sano was supported in part by the Exploratory Target Project of the Information-Technology Promotion Agency,
Japan. The work of Kosuke Mitarai was supported in part by the Ministry of Education, Culture, Sports, Science and Technology
(MEXT) Quantum Leap Flagship Program under Grant JPMXS0118067394 and Grant JPMXS0120319794, in part by the Japan
Science and Technology Agency through the COI-NEXT program under Grant JPMJPF2014, in part by the Japan Science and
Technology Agency through the Precursory Research for Embryonic Science and Technology (PRESTO) program under Grant
JPMIJPR2019, and in part by the Japan Society for the Promotion of Science through the Grants-in-Aid for Scientific Research
(KAKENHI) program under Grant 23H03819. The work of Naoki Yamamoto was supported in part by MEXT Quantum Leap Flagship
Program under Grant JPMXS0118067285 and Grant JPMXS0120319794. The work of Naoki Ishikawa was supported in part by the
Japan Society for the Promotion of Science through the KAKENHI program under Grant 22H01484.

ABSTRACT Grover adaptive search (GAS) is a quantum exhaustive search algorithm designed to solve
binary optimization problems. In this article, we propose higher order binary formulations that can simul-
taneously reduce the numbers of qubits and gates required for GAS. Specifically, we consider two novel
strategies: one that reduces the number of gates through polynomial factorization, and the other that halves
the order of the objective function, subsequently decreasing circuit runtime and implementation cost. Our
analysis demonstrates that the proposed higher order formulations improve the convergence performance
of GAS by reducing both the search space size and the number of quantum gates. Our strategies are also
beneficial for general combinatorial optimization problems using one-hot encoding.

INDEX TERMS Graph coloring problem (GCP), Grover adaptive search (GAS), higher order unconstrained
binary optimization (HUBO), quadratic unconstrained binary optimization (QUBO), traveling salesman

problem (TSP).

I. INTRODUCTION
Given the concerns regarding the semiconductor miniatur-
ization limit [1], [2], quantum computing technology is an-
ticipated to have a significant impact on scientific fields,
such as cryptography, quantum chemical calculation, and
combinatorial optimization [3]. As for quantum combinato-
rial optimization, there are two major approaches: 1) quan-
tum approximate optimization algorithm (QAOA) [4] and
2) Grover adaptive search (GAS) [5]. The QAOA depends
on noisy intermediate-scale quantum devices, whereas GAS
benefits from the realization of future fault-tolerant quantum
computing (FTQC).

In both classical and quantum computing, conventionally,
combinatorial optimization problems have been formulated
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as quadratic unconstrained binary optimization (QUBO)
problems [6]. QUBO problems are supported by well-known
high-performance mathematical programming solvers, such
as the CPLEX Optimizer! and Gurobi Optimizer,> which use
the branch and bound algorithm designed for classical com-
puting. In addition, the semidefinite relaxation technique [7]
can be used to obtain a suboptimal solution in polynomial
time. Quantum annealing [8] and coherent Ising machines [9]
also support QUBO problems. Given their attractive demon-
strations [10], [11], both could potentially benefit a range of
industrial applications.
Uhttps://www.ibm.com/products/ilog- cplex-optimization-studio/cplex-

optimizer

Zhttps://www.gurobi.com/solutions/gurobi-optimizer/
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Unlike the QUBO case, when solving a higher order un-
constrained binary optimization (HUBO) problem in classi-
cal computing, it is common to add auxiliary variables and
reformulate the problem into a QUBO or an integer pro-
gramming problem. Here, the addition of auxiliary variables
exponentially enlarges the search space and makes it more
difficult to obtain an optimal solution, thus increasing the
importance of an efficient solver designed for HUBO prob-
lems [12]. Since the interaction among qubits is not limited
to two, in quantum computing, a HUBO formulation arises
as a natural approach. The QAOA is an established quantum
algorithm that can deal with a HUBO problem [13] and is
particularly useful when an approximated solution is suffi-
cient. In contrast, GAS [5] is an exhaustive search algorithm
that has the potential for finding a global optimal solution
of a HUBO problem, which is currently the one and only
approach in quantum computing.

Assuming FTQC, GAS provides a quadratic speedup for
solving a QUBO or HUBO problem [5]. Specifically, for n
binary variables, O(2") evaluations are required in the clas-
sical exhaustive search, whereas the query complexity of
GAS is O(+/2"), and this improvement is termed quadratic
speedup. In conventional studies, the major challenge for
Grover-based algorithms is the construction of a quantum
circuit for computing an objective function. To address this
challenge, Gilliam et al. [5] proposed a systematic method
to construct a quantum circuit corresponding to a QUBO
or HUBO problem with integer coefficients. In this circuit,
addition and subtraction correspond to phase advance and
delay, respectively, and the objective function value is ex-
pressed by the two’s complement.? With the aid of this two’s
complement representation, the state in which the objective
function value becomes negative can be identified by only a
single Z gate. After the pioneering work by Gilliam et al. [5],
an extension to real coefficients [16] and methods of reducing
constant overhead [17], [18], [19] have been considered.

A quantum circuit of GAS requires approximately n 4+ m
qubits,* where 7 is the number of binary variables and m is
the number of qubits required for representing the objective
function value. That is, the number of qubits can be reduced
by reducing the number of binary variables and restricting the
value range of the objective function. In addition, the number
of quantum gates is mainly determined by the number of
qubits and the number of terms in the objective function with-
out factorization, as exemplified in [5] and its open-source
implementation available in Qiskit.

In conventional studies [20], [21], [22], [23], [24], [25], in-
novative formulations for combinatorial optimization prob-
lems, such as the traveling salesman problem (TSP) and
the graph coloring problem (GCP), have been considered

31t is stated in [5] that Gilliam’s construction method is similar to the
quantum Fourier transform adder [14]. Given the other modern quantum
adders, such as [15], there exist other methods to construct the Grover oracle.
“To be precise, some ancillae are required but not dominant.
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to reduce the number of binary variables. Specifically, Tabi
et al. [21] mapped the GCP to a higher order optimization
problem of a Hamiltonian using binary encoding and reduced
the number of qubits required for the QAOA. In addition,
Glos et al. [24] formulated the TSP as a HUBO problem and
reduced the number of qubits. Then, the authors combined
both the QUBO and HUBO formulations, demonstrating the
reduction in the number of gates compared with the HUBO
only case [24]. Following the pioneering studies [21], [24],
in the channel assignment problem, Sano et al. [26] devised a
HUBO formulation with different binary encoding methods
and reduced the numbers of qubits and gates required for
GAS. Both the methods [24], [26] of reducing the numbers of
qubits and gates are promising when compared with a simple
HUBO formulation; however, both involve an increase in the
number of gates compared with the original QUBO formu-
lation. Ideally, both the numbers of qubits and gates should
be reduced in terms of implementation cost, feasibility, and
circuit runtime, which is a common issue that should be
addressed.

Against this background, we propose a general method of
reducing the numbers of qubits and gates required for GAS.
The major contributions of this article are summarized as
follows.

1) We propose a strategy termed HUBO with polynomial
factorization (HUBO-PF) that reduces the number of
gates by allocating Gray-coded binary vectors to in-
dices and factorizing terms in the objective function.
The factorized terms are mapped to quantum gates, and
X gates are as successive as possible, resulting in a
significant decrease in the total number of gates.

2) In addition, we propose a strategy termed HUBO with
order reduction (HUBO-OR) that halves the maximum
order of the objective function at the cost of slightly
increasing the number of qubits.

3) Numerical analysis demonstrates the reduction in the
numbers of qubits and gates compared to the original
QUBO formulation, which is first achieved with our
strategies. This reduction accelerates the convergence
performance of GAS.

The fundamental limitation of GAS is that it assumes a
future realization of FTQC. In general, Grover’s algorithm
is sensitive to noise, and it cannot provide a quantum advan-
tage on a current quantum computer [27], [28]. Even under
quantum-favorable assumptions, it is known that quantum-
accelerated combinatorial optimization takes much longer
execution time on a current small quantum computer than
on a classical computer [29].

The rest of this article is organized as follows. In Sec-
tion II, we review the conventional HUBO formulations for
the GCP and the TSP as examples. In Section III, we propose
HUBO-OR and HUBO-PF strategies. In Section IV, we pro-
vide theoretical and numerical evaluations for the proposed
strategies. Finally, Section V concludes this article.

VOLUME 5, 2024
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Il. CONVENTIONAL QUBO AND HUBO

FORMULATIONS [6], [21], [24], [26]

Lucas [6] provided Ising model formulations for many NP-
complete and NP-hard problems, including QUBO problems
with one-hot encodings, such as TSP and GCP. In this sec-
tion, we review QUBO and HUBO formulations [6], [21],
[24], [26] for the TSP and the GCP as representative exam-
ples. Note that some formulations are different from the orig-
inal ones introduced in [21], [24], and [26] but are essentially
equivalent in a broader sense.

A. QUBO TO HUBO CONVERSION WITH REDUCED
QUBITS

A QUBO problem that relies on one-hot encoding can be
reformulated as a HUBO problem with a reduced number
of qubits. Here, one-hot encoding is an encoding method
that represents an activated index as a one-hot vector. For
instance, an activated index of 1 is represented as [1 0 0 0],
whereas 3 is represented as [0 O 1 0]. These vectors can alter-
natively be represented as binary vectors, such as 1 — [0 0]
and 3 — [1 0]. This encoding method using binary vectors
is called binary encoding. The binary encoding reduces the
number of binary variables by one logarithmic order [21],
[24], [26]. In [21] and [24], binary vectors are assigned to in-
dices in ascending order, whereas binary vectors are assigned
to indices in descending order in [26]. Later, a HUBO for-
mulation with ascending assignment is termed HUBO-ASC,
whereas a HUBO formulation with descending assignment
is termed HUBO-DSC.

If an optimization problem has multiple indices, a target
index that should be binary encoded can be identified by the
logarithm of the original search space size S. Specifically,
the number of binary variables that is sufficient to represent
the whole search space is given by [log, ST [24]. If this
number includes a cardinality represented in the logarithm,
the corresponding index can be represented in binary.

Note that, in the QUBO to HUBO conversion considered
in this article, a QUBO problem formulated without one-hot
encoding, such as the set packing problem [6], cannot be
formulated as a HUBO problem.

B. EXAMPLE 1: TRAVELING SALESMAN PROBLEM

The TSP is a problem of finding a route that minimizes the
total travel cost when a salesman passes through all the cities
once and returns to the city from which the salesman started.

1) QUBO FORMULATION [6], [24], [30]
Let N be the number of cities. A typical QUBO formulation
with one-hot encoding is expressed as [6], [24], [30]

N—-1 N N
. UBO
min E"(p)sp (x) = § § Wuv§ XuiXvi+1
x

u=1 v=u+1 i=1
N N 2 N N 2
+r) (1 —~ me-) +r) (1 = me-)
=1 i=1 i=1 v=1
st. x,; €B (D
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where each of u and v denotes the index of the city, i denotes
the order of cities to be visited, and W,,, denotes the distance
between the cities. Binary variables are defined as

I,  (visit the vth city in the ith order)
Xyi = . )
0, (otherwise)

for 1 <v <N and 1 <i < N. That is, this QUBO formu-
lation requires N2 binary variables. In (1), A; and A, are
penalty coefficients for constraints. Specifically, A; imposes
a constraint that the salesman can only visit each city once,
and A, imposes a constraint that the salesman cannot visit
more than one city at the same time.

As clarified in [24], this QUBO formulation is not efficient
in terms of the number of qubits required. Since the TSP
has N! solutions, it is sufficient to encode all the possible
solutions by [log(N!)] = NlogN — Nloge + ®(log N) bi-
nary variables [24], which is smaller than N 2 in the QUBO
formulation.

2) HUBO FORMULATION [24], [26]

The QUBO formulation of the TSP has two indices: N cities
and its order of visits. Since both depend on the number of
cities, NV, either is acceptable. In this article, the index of the
order of visits is binary encoded.

The index i of the order of visits is represented as a
binary vector [b;; by --- b;p], where the vector length is
B = [log, N1. That is, the HUBO formulation of the TSP re-
quires N[log, N binary variables. In HUBO-ASC, the B-bit
sequence is defined by

[ bip -+~ bipl =[i —1]» 3)

where [-], denotes the decimal to binary conversion. Note
that this HUBO-ASC formulation is essentially identical
with that given in [24]. By contrast, in HUBO-DSC, the B-bit
sequence is defined by

[bi1 bip -+ bipl =[N —i+ 1]5. 4)

Note that this HUBO-DSC formulation is an analogy of [26].
In both the HUBO-ASC and HUBO-DSC cases, we have
new binary variables x,, for | <v <Nand 1 <r < B, and
a binary state where the vth city is visited in the ith order is
indicated by

B
8y ) =[] (1 = bir + 2bir — Dxy) (5)
=1y if =1, (1=x,) if by =0

which is equivalent to the binary indicator variable (2) of the
QUBO case.

As an example, for the TSP with N = 4 cities, Table 1
shows the relationship between binary vectors [b;; b;»] and
the state 57 (x) for the index i. In the HUBO-ASC case,
[xy1 x2] = [0 O] indicates a state, where the v = Ist city is

visited in the i = 1st order, and 85?@) becomes 1. Similarly,
in the HUBO-DSC case, [x, xy2] = [1 1] indicates the same
state. As given, the total number of terms in 65%)(x) remains

3101712



@IEEE Transactions on,
uantumEngineering

Sano et al.: ACCELERATING GROVER ADAPTIVE SEARCH

TABLE 1. Example of Binary Encodings in HUBO-ASC/DSC

HUBO-ASC HUBO-DSC
7 bil biﬂ, (51()?(.1‘) bil biﬂy 55,3)(1')
1 [00], (1—=zp1)(I—mp2) [11], Tyl T2
2 01], (17931/1) T2 1 0], Tyl (1*37112)
3 10], Zy1 (1 — xy2) 01], (1 —ay1) T2
4 11], Tyl T2 00], (1 —ay1)(1—xy2)

the same for HUBO-ASC and HUBO-DSC since we have
N = 4.If N is not a power of 2, HUBO-DSC reduces the total
number of terms and simplifies the corresponding quantum
circuit. That is, in Table 1, if N = 3, the term (1 — x,;)(1 —
Xy2) for i = 4 is not included in the objective function, and
the total number of terms is reduced.

The objective function that represents the traveling cost is
given by

N—-1 N N
Eigpo ) =3 3 W ) 8,083, (©)
u=1 v=u+1 i=1

To impose the constraint that the salesman cannot visit more
than one city at the same time, we add

N N 2

EfPCm =) (1 - Zaf}fkm) . @)
i=1 v=1

In addition, if N < 2B, we add a penalty function to impose

the constraint that the order of visits must be less than or
equal to NV, i.e.,

N 2P
e’ =) D 8,0 ®)
v=1i=N+1

Overall, from (6)—(8), our HUBO-ASC or HUBO-DSC for-
mulation of the TSP is given by

min  Ejgp’© ()= Eqgp; (1) + &) Exspy” (6) + ME7gps ()
st xyeB )

where 1 and A, denote the penalty coefficients for imposing
the constraints.

C. EXAMPLE 2: GRAPH COLORING PROBLEM

Given an undirected graph G = (V, £) and a set of colors
7, the GCP is a problem of coloring vertices V or edges
E. Later, the cardinalities of V, £, and Z are denoted by
V =|V|, E = |&|, and I = |Z|, respectively. In this article,
we consider a vertex coloring problem in which adjacent
vertices are painted with different colors.

1) QUBO FORMULATION [6], [21]
A typical QUBO formulation for the GCP is expressed as [6]

1
. UBO
min QW= Y Yo

(u,v)e€ i=l
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1% I 2
+ A 21: (1 — me')
v= =1

st X €B (10)

where each of u and v denotes the vertex indices, i denotes
the color indices, and A denotes the penalty coefficient for
imposing a constraint: each vertex can only be painted with
one color. Binary variables are defined as

1, (the vth vertex is painted with the ith color)

Xyi = .
0, (otherwise).
(11
2) HUBO FORMULATION [21], [26]
The search space size of the original GCP is given by
Scep = 1" (12)

and [log,(Sgcp)] = [V log, I binary variables are suffi-
cient to represent the whole set of solutions. Then, the color
indices should be represented as binary vectors in the HUBO
formulation. The number of bits required to represent the
color index is

B' = [log, I. (13)

In HUBO-ASC, B’ bits are assigned to color indices in as-
cending order, which is essentially identical with the HUBO
formulation proposed in [21]. By contrast, in HUBO-DSC,
B’ bits are assigned to color indices in descending order,
which is an analogy of [26]. In both the cases, we have
new binary variables x,, for | <v <Vand1 <r < B/, and
a binary state where the vth vertex is painted with the ith
color is indicated by 81(5,)()() of (5), which is equivalent to
the binary indicator variable (11) of the QUBO case. The
relationship between b;, and x,,- in 65?/)(x) is the same as that
given in Table 1. Overall, our HUBO-ASC or HUBO-DSC
formulation of the GCP is given by

1
: HUBO, ~ __ (B) (B
min - EGep O ) = > sl ()

(uv)ef i=1
v oF /
FY Y 80
v=1i=I+1
st. xyeB (14)

where A" denotes the penalty coefficient for imposing a con-
straint: the number of colors should be less than or equal
to].

1Il. PROPOSED GATE COUNT REDUCTION STRATEGIES

The previous study [26], HUBO-DSC, reduced the number
of gates by the descending assignment of binary vectors as
compared to the ascending assignment, HUBO-ASC, used
in [21] and [24]. However, even with HUBO-DSC, the num-
ber of gates remains higher than that in the original QUBO

VOLUME 5, 2024
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|x1):10) -
|x2):10) 3
H®6 GL
|x5):10) 7 I L
1-m 1-m 1w
|Z)3:|0>3_ [ UG <T) 1 UG (T) I UG <—T> 1 |QFT 1 -
X1XX3 +x1X3 —X3
(a)
Jx):10) X i“ I
|x2):10) 7 L
H®6 GL
|x3):10) 3
1-m 1-m
12)3:10) 47 1 Ug (T) —1 Ug (—T) — IQFT — B
X1X2X3 —(1—=2x1)x3

(b)

FIGURE 1. Quantum circuits for computing E (x) = X1 X2x3 — (1 — X1 )Xs.
(a) HUBO-ASC/DSC. (b) HUBO-PF.

formulation. To address this issue, in this section, we propose
two novel strategies that reduce the number of quantum gates
required for GAS.

A. HIGHER ORDER FORMULATION WITH POLYNOMIAL
FACTORIZATION: HUBO-PF STRATEGY

In the HUBO formulation with binary encoding reviewed
in Section II, an arbitrary index 1 <i <[ is mapped to a
binary vector [b;1 - - - bifiog, 171, and each binary number cor-
responds to a term (1 — x) or x. Then, the resultant objec-
tive function has many terms, including (1 — x) and x. Here,
(I =x) =0holds if x =1, and (1 — x) = 1 holds if x = 0.
Using these relationships, HUBO-PF reduces the number
of quantum gates in GAS as much as possible. HUBO-PF
exploits the gate construction method proposed by Gilliam
et al. [5]. Gilliam’s method supports a QUBO or HUBO ob-
jective function and allows one to construct a quantum circuit
in a systematic manner. For example, if we have a HUBO-
ASC or HUBO-DSC function E(x) = x1x2x3 + X1X3 — X3,
the corresponding circuit is systematically constructed as
given in Fig. 1(a), where we have n = 3 qubits for binary
variables and m = 3 qubits for encoding the values of the
objective function. In the beginning of Fig. 1(a), an equal
superposition is created by the Hadamard gate H®°. An
arbitrary coefficient in the HUBO function, denoted by a, is
represented as 6 = 2wa/2™, and the corresponding unitary
operator is given by [5]

Ug(®) =RQ" ') @RQR"0)® --- ®R2%) (15)
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|x2):10) < 3
H®¢ GL
|2c3):10) o -
17 1
|Z>3: |0)3_ | UG (T) | UG (—T) —1 IQFT — ~

(1 —2x1)x2%3 —(1—x1)x3

FIGURE 2. Quantum circuit for computing (1 — xq)x2x3 — (1 — x1)x3,
where X gates are canceled.

and the phase gate [5]

1 0
R(G):|:0 eﬂ’] (16)

Then, the first third-order term 1 - x; - x; - x3 corresponds to
the controlled-Ug(1 - 7 /4) in Fig. 1(a), which is controlled
by |x1), |x2), and |x3). The definition of the Grover operator
G is detailed in [5], and it is applied L times to amplify the
states of interest. Note that an open-source implementation
of GAS is available in Qiskit.

The idea of HUBO-PF is to map factorized terms directly
to quantum gates. Specifically, the original Qiskit imple-
mentation of GAS [5] supports an objective function with-
out factorization and constructs a quantum circuit, including
gates corresponding to all the terms. Here, there is no need
to expand the objective function sequentially. That is, since
the objective functions, such as E%{SL{)BO(x) and Eggf?o(x),
are already factorized, the factorized terms can be directly
mapped to quantum gates.

We describe HUBO-PF in detail using a concrete example.
In Fig. 1(a), we had a HUBO-ASC/DSC function

E(x) = x1x0x3 + x1x3 — X3 (17)
but it could be factorized into
E(x) = xix0x3 — (1 — x1)x3. (18)

Since the X gate is equivalent to a bit flipping, the multi-
plication of (1 — x) is equivalent to a multiplication of x|
sandwiched between two X gates. Then, in the factorized
case, the term —(1 — x;)x3 can be mapped to a controlled
unitary gate sandwiched between two X gates as in Fig. 1(b).
As given, Fig. 1(a) has three Ug(0) gates, which are reduced
to two in Fig. 1(b), although both the circuits are equiva-
lent. In addition, successive X gates can be canceled each
other. For example, if we have another factorized function
(1 — x1)xx3 — (1 — x1)x3, the corresponding quantum cir-
cuit can be constructed as in Fig. 2. As given, we have two
(1 — xy) terms, and originally, four X gates are required in
total. Here, the (1 — x1) terms are mapped to a circuit in the
same manner as in Fig. 1(b), and X gates become successive.
The X gates with dotted lines in Fig. 2 cancel each other and
can, therefore, be eliminated. Other X gates that were not

3101712
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TABLE 2. Example of Binary Encoding in HUBO-PF

Index HUBO-PF

1 b“ biz big], 51()? (CC)

1 111], Tyl Ty2 Ty3

2 101 N Tyl (1 — $v2) Tp3

3 100, Tyl (1 —Ivz)(l 3;‘1,3)
4 000, (l—ftvl)(l—mvz)(l—xv3)
5 001, (1_IU1)(1_IU2) T3
6 011], (1 —21) T2 T3

7 010], (1—z01) T2 (1 — 203)
8 110], Tyl Ty2 (1 — 203)

canceled are single-qubit operations; potential parallelism
with other quantum gates can be expected.

One fundamental question arises in this situation: how can
we make X gates as successive as possible? A solution by op-
timization is undesirable due to its large overhead in solving
a combinatorial optimization problem. To make X gates as
successive as possible, we can devise a binary allocation so
that the bits change one by one with respect to the index.
Such an allocation method is commonly known as the Gray
code in digital communications, which mitigates bit errors
because the Hamming distance among adjacent bits is kept
one.

In HUBO-ASC or HUBO-DSC, binary vectors are as-
signed to indices in ascending or descending order. In
HUBO-PF, the first index is assigned to a binary vector with
all ones, and subsequent binary vectors are the same as the
Gray code. In this way, (1 — x) terms are kept as contiguous
as possible. Table 2 shows an example of binary encoding
of three bits in HUBO-PF that can reduce the number of X
gates. A binary vector [1 --- 1] is assigned to the first index,
and the following binary vectors are changed one by one,
which is the same as the Gray code. That is, with respect
to the index i, binary numbers have many successive zeros.
In a certain objective function, a summation is calculated in
ascending order with respect to the index. A quantum circuit
is constructed in that order, and X gates will naturally be con-
secutive. This HUBO-PF assignment minimizes the number
of X gates in a heuristic manner without imposing additional
optimization cost. Note that HUBO-PF is also applicable
to the QUBO case if the objective function contains many
(1 — x) terms. Unlike the GCP and the TSP, if an objective
function has an irregular indexing, the HUBO-PF assignment
cannot reduce the number of X gates. But, in that case, the
Gray code optimized with respect to the irregular indexing
would also reduce the number of X gates.

B. HIGHER ORDER FORMULATION WITH ORDER
REDUCTION: HUBO-OR STRATEGY

In practice, a quantum computer has limited connectivity
among qubits, and this limitation imposes additional circuit
latency [31]. Our HUBO-PF strategy is optimal in terms of
the number of qubits and gates, although it induces high-
order terms in the objective function, resulting in many con-
trolled gates and interactions among qubits. To circumvent

3101712

TABLE 3. Example of Binary Coding in HUBO-OR

Index HUBO-OR

1 00 0], (1_1«'1;1)(1_1’02)(1_1'113)
Notused [00 1], (1 —z01)(1 — zv2) Zv3

Notused [010], (1 —xv1) ZTo2 (1 — xy3)
2 011 5 (1 — l‘vl) T2 Ty3

Notused [100], ZTo1 (1 — zv2) (1 — Ty3)
3 101 N Tyl (1 — J}vz) Ty3

4 110 N Tyl Ty2 (1 — .TU3)
Notused [11 1], Tyl Ty2 Ty3

this issue, we propose a strategy referred to as HUBO-OR,
which serves as an intermediate strategy situated between
HUBO-PF and the conventional QUBO, thereby striking a
balance between the two. HUBO-OR halves the maximum
order of the objective function with the sacrifice of a small
increase in the number of qubits.

The idea of HUBO-OR is to map limited binary vectors to
indices. Specifically, binary vectors that have an even number
of ones, including a binary vector with all zeros, are assigned
to the target indices in order to halve the maximum order. In
HUBO-OR, the first index is assigned to a binary vector with
all zeros. Subsequent binary vectors, sorted in ascending or-
der, have an even number of ones. This strategy is particularly
beneficial for HUBO problems, where interference occurs
among the same indices, such as overlapping colors in the
GCP.Let us check an example of HUBO-OR formulation.
In the GCP case, we have I colors, and the number of bits
required to represent the color index is

B" =Tlog, I + 1 (19)

rather than [log, I, since we only use the limited binary
vectors, which have an even number of ones. The number
of bits B” is large enough that the total of available binary
vectors is calculated as

LB"/2]

B//
Z <2 ) — llogy 11 > (20)
r

r=0

for I > 1. For example, if we have I =4 colors, B' =
[log, 4] + 1 = 3 bits are sufficient to represent the color
index. Table 3 shows a binary encoding of three bits in
HUBO-OR. In this formulation, the first index is assigned
to the all-zero binary vector, and the following indices are
assigned to binary vectors that have an even number of ones.
For new binary variables x,, for | <v <Vand1 <r <B’,
abinary state where the vth vertex is painted with the ith color
isindicated by § ,(f”) (x) of (5), where the relationship between
the index i, b;, and x,, in 81(5”)()5) is given in Table 3.

Similar to the first term of the HUBO-ASC/DSC formula-
tion (14), the objective function that represents the interfer-
ence among vertices is given by

B’

Egg]?]O—OR(x) = Z 1_[(1 — Xur — Xur) (21)

(u,v)e€ r=1
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which is always positive since each of the binary vectors
contains even number of ones. Another method to make it
positive is to compute the square (1 — x,,, — xyr)%, but this
computation is not desirable in terms of order reduction. To
impose the constraint that no index is assigned to a binary
vector having an odd number of 1, we add

v 1
EGER %) =Y (Himod 2)8\) ') (22)

v=I1 i=1
where H; denotes the Hamming weight of an index i, i.e.,
B//

H; =Y b. (23)
r=1

In addition, we add a penalty function to impose the con-
straint that the number of colors to be painted is less than or
equal to 7 if I < 2871 — pflogy I e

V 28//
B R =3 30 87w, (24)
v=1i=I+1

Overall, our HUBO-OR formulation of the GCP is given by
min - B0 = L0
+ AELLPO Oc0-+ 1RO O
s.t. x,r€B 25)

where A{ and 1/ denote penalty coefficients.

According to the HUBO-ASC/DSC formulation of (14),
the maximum order is calculated as 2B" = 2[log, /7. By con-
trast, according to the HUBO-OR formulation of (25), the
maximum order is calculated as B” = [log, I'1 + 1, which is
almost halved.

Note that HUBO-OR and HUBO-PF can be combined in
some cases. In the case of GCP, HUBO-PF is applicable to
the constraint terms Eggl?zo'OR (x) and Egg%o'OR (x) because
of the sequential references to index / in summation. But, in

EHSUBO-OR(x), we have limited cases where H; mod 2 = 1 is

satisfied successively for increasing 7, and in Egggo'OR(x),

we have limited terms from i =17+ 1 to 28" Then, it is
also considered that the positive effect of gate count reduc-
tion could be limited. The combination of HUBO-PF and
HUBO-OR strategies may require additional optimization to
significantly reduce the number of gates.

IV. ALGEBRAIC ANALYSIS AND NUMERICAL
EVALUATION

In this section, we analyze the conventional QUBO, HUBO-
ASC [21], [24], and HUBO-DSC [26], as well as the pro-
posed HUBO-PF and HUBO-OR in terms of the numbers of
qubits and quantum gates, where the GCP is considered as
an example.’ Note that we omit the discussion on the depth

SOur proposed strategies are applicable to other QUBO problems relying
on one-hot encoding.
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of quantum circuit, because it heavily depends on heuristic
algorithms used in the transpilation process and the assumed
connectivity of a quantum computer, leading to different con-
clusions depending on specific assumptions.

The search space size of the original GCP is given by

Saep =1V (26)

indicating that the optimal number of binary variables should
be

n =log(Scp) = Vlog, I. @7

Then, if the number of binary variables becomes much larger
than n, that formulation may not be efficient in terms of the
number of qubits.

A. ANALYSIS ON THE NUMBER OF QUBITS
First, we analyze the number of qubits required for GAS.
GAS requires approximately n + m qubits [S], where n is
the number of binary variables and m is the smallest integer
satisfying [18]

—2"=1 < min[E(x)] < max[E(x)] < 2"~ (28)
due to the two’s complement representation of the objective
function.®

1) QUADRATIC UNCONSTRAINED BINARY OPTIMIZATION
From (10), the conventional QUBO formulation for the GCP
requires

n=VvI (29)

binary variables. When considering an equal superposition
of 2" states, the size of search space is

c=2"=2" (30)

which is larger than Sgcp for most typical parameters. From
(10), the objective function value is always positive, and its
maximum is

max(Egep(x)) = EL+ AV (I — 1)%. 31

Then, the number of qubits required to encode Egglf’ O(x) is

m = [ogy(max(Eggp ()] (32)
since Eggllf O(x) itself is always positive. The total number of

required qubits is calculated as’
n+m=VI+ (log2 (EI AV - 1)2)] — QD). (33)

2) HUBO WITH ASCENDING/DESCENDING ASSIGNMENT
In the HUBO-ASC/DSC case, we have

n' = Vlog, I (34)
OIn practice, additional qubits are required due to the gate decomposition

and the connectivity of a quantum device.
"We use Q(-) for asymptotic lower bounds.
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binary variables, and the size of search space is
C =27 =2VMeall = (21°g2’+0“>)v =Qu") 35)

which is almost equal to the original size of search space
Scep. From (14), the maximum value of the objective func-
tion is

max (Egggo(x)) —E. (36)

Then, since the objective function value is always positive,

the number of qubits required to encode Eggf?o (x)1is

m' = [log,(max(EGepC (x))]. (37)
The total number of required qubits is calculated as

n +m =V[logy 1+ [log E| = Q(Vlog,I). (38)

3) HUBO WITH POLYNOMIAL FACTORIZATION

Note that HUBO-PF requires the same number of qubits as
the HUBO-ASC/DSC case since it relies on the equivalent
objective function of (14), where terms are not expanded. The
size of search space is also the same as that in (35).

4) HUBO WITH ORDER REDUCTION
In the HUBO-OR case, we have
n" =V([log, IT+ 1) 39)

binary variables, and the size of search space is

i

2}1 — 2V([]0g21]+1) — Q(IV) (40)

which is the same as that in the HUBO-ASC/DSC case. From
(25), the maximum value of the objective function is

max(ESUEOOR(x)) = E (41)
and the number of qubits required to encode ESUEO-OR (x) is
m'" = Tlog,(max(ESSEOOR ()] = m'. (42)

The total number of required qubits is calculated as

n"+m" =V([logy I1+ 1)+ [logy E] = Q(V(log, I + 1)).

(43)

Fig. 3 shows the number of qubits required by the con-
ventional and proposed formulation methods, where we set
I =V/4 and E = 3V. In addition, all the penalty coefficients
are set to 1. As shown in Fig. 3, the derived asymptotic lower
bounds, given in (33), (38), and (43), were almost identi-
cal to the actual number of qubits calculated if the number
of vertices V was sufficiently large. HUBO-ASC/DSC/OR
required significantly fewer qubits than the conventional
QUBO, indicating that the proposed HUBO formulation can
reduce the size of search space.

B. ANALYSIS OF QUANTUM GATE COUNT

Second, we analyze the number of quantum gates, which is
an important evaluation metric that determines the feasibility
of a quantum circuit. In this article, we construct concrete

3101712
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FIGURE 3. Numbers of qubits required by the conventional and
proposed formulation methods, where markers indicate actual numbers
and lines indicate their asymptotic lower bounds given in (33), (38), and
(a3).

quantum circuits using Gilliam’s construction method [5]
and count the specific numbers of quantum gates. In the
following, we analyze the number of gates corresponding to
the state preparation operator A, in GAS [5, Eq. (4)], which
has a dominant impact on the constructed circuits of GAS.

1) QUADRATIC UNCONSTRAINED BINARY OPTIMIZATION
In the conventional QUBO formulation, the number of H
gates is

Gy =n+m=QVI). (44)

The numbers of R and controlled-R (CR) gates can be cal-
culated using (32). Specifically, the number of CR gates cor-
responds to the number of first-order terms in the objective
function and is calculated as

Ger = VIm = Q(VIlog, WV I?)). (45)

Similarly, the number of controlled-controlled-R (CCR or
C?R) gates is calculated as

I _2EI4+VIUI - 1)
2)) " T 2

Geer = (EI+ V( m

= Q(VI*log,(AVI?)). (46)
2) HUBO WITH ASCENDING ASSIGNMENT
In the HUBO-ASC formulation, the number of H gates is
Gy=n"+m =QVlog,I). 47)

Similar to the QUBO case, the numbers of R and multiple-
qubit CFR gates can be calculated from (37), where 1 < k <
B’ denotes the number of control qubits. We calculate the
number of kth order terms, which is given by

2B’ B\ <
e {E< o) () R - 1} "
v=1
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_o (2log, D
N k!

where deg(v) denotes the degree of the vertex v. In addition,
the number of CKR gates for B' < k < 2B’ is calculated as

2B’ (2log, I*
L =E< ; ) m = Q (k—!zElog2E . (49)

E log, E) (48)

3) HUBO WITH DESCENDING ASSIGNMENT

In the HUBO-DSC formulation, it is not possible to derive
the numbers of gates in using closed-form expressions. The
basic trend remains the same as in the HUBO-ASC case, but
the number of gates can be reduced, which depends on the
problem parameters.

4) HUBO WITH POLYNOMIAL FACTORIZATION

In the HUBO-PF formulation, a quantum circuit is con-
structed using the factorized objective function as in (14).
The analysis of gate count poses a certain degree of complex-
ity. The number of H gates is the same as (47). According to
(37), the number of CR gates is calculated as

/ _ B _ o
CB/R—V(Z I) m

= V(20200 _ N(log, E 4+ 0(1))
=Q (V log, E) (50)
and

G/

o = EI-m' = Q (Ellog, E) (51)

since the objective function consists of only B’-order and
2B’-order terms. In addition, HUBO-PF introduces the use
of additional X gates, and the gate count is calculated as

2P'VB =@ (VIlog, ) (52)
which can be further reduced to
Gy =28V = Q(vI) (53)

by canceling successive X gates. That is, as exemplified in
Table 2, the X gates become maximally successive by using
the simple Gray code, thereby reducing the number of gates
significantly.

5) HUBO WITH ORDER REDUCTION
In the HUBO-OR formulation, according to (43), the number
of H gates is

G =n"+m"=QVlog, D). (54)

From (42), for a general 1 <k < B”, the number of C*R
gates is calculated as

, L B’ VY )
Gor =12E( v _ ) = 4 D E, - m
v=1

ZQCﬂ%ﬂ%

) Elog, E) . (55)
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FIGURE 4. Actual numbers of terms required by the conventional and
proposed formulation methods.
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FIGURE 5. Estimated numbers of T gates required by the conventional
and proposed formulation methods.

C. NUMERICAL EVALUATION OF QUANTUM GATE COUNT
To evaluate the conventional and proposed formulation meth-
ods, we assume that / = V/4 and E = 3V hold upon increas-
ing the number of vertices V. Moreover, we set deg(v) = 6
and all the penalty coefficients to 1. Note that in Figs. 4-8,
markers were added to make each line easier to distinguish,
which had no special intentions. First, Fig. 4 shows the actual
number of terms in the objective function of each formula-
tion method. Here, we considered the QUBO, HUBO-ASC,
HUBO-DSC, and HUBO-OR formulations, where the corre-
sponding terms were expanded, while the terms were not ex-
panded in the HUBO-PF case. We calculated the actual num-
ber of terms in the HUBO-DSC case and used the derived
exact count in other cases given in Section IV-B. Specifically,
in the QUBO case, the number of terms can be calculated
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from (45) and (46) as

> (56)
Similarly, actual numbers of terms were calculated in other
HUBO-ASC, HUBO-OR, and HUBO-PF cases. As shown
in Fig. 4, when compared with HUBO-ASC, HUBO-DSC
reduced the number of terms in most cases because it
generated fewer terms in the form of (1 —x). Although
HUBO-ASC/DSC/OR exhibited a larger number of terms
than QUBO, HUBO-PF succeeded in reducing the number
of terms significantly.

Next, we count the number of T gates, which is an im-
portant metric when assuming surface-code-based FTQC.
Specifically, we count the number of T gates used in the state
preparation operator A, in GAS [5, Eq. (4)] and ignore the
gates required for the quantum Fourier transform. The phase
gate R(#) of (16) may yield numerous T gates depending
on the value of 6. For instance, R(7/4) = T and R(r /2) =
TT hold true, but using the Solovay—Kitaev algorithm [32],
R(r /3) is decomposed into 84 H gates and 99 T gates, with a
square error of about 1.20 - 1073, The implementation cost of
R(#) is considered constant, irrespective of each formulation
method, and its decomposition does not affect the relative
comparison. The corresponding T-count increases with O(m)
but is negligible compared to the increase in O(n). Then, in
the following, we assume that R(0) is not decomposed, and
its T-count is ignored.

When assuming that R(0) is not decomposed, according
to [33], the number of T gates required to decompose C"R
for n > 2 into CR is 14(n — 1) with n — 1 auxiliary qubits
(or ancillae). Then, a CR gate is decomposed into cCNOT and
single-qubit unitary gates, including R(6). In the QUBO,
HUBO-ASC/DSC (=HUBO-PF), and HUBO-OR formula-
tions, the required numbers of ancilla qubits are

VI +1
GCR+GCCR:(XI(E+¥).

a=1 (57)
a =2Mlogy 11— 1 (58)
d" = [log, I (59)

respectively. Here, it is clear that the number of ancilla qubits
is negligible compared with the total number of qubits n + m
for each formulation method. The number of gates can be
further reduced by using the relative-phase Toffoli (RTOF)
gate, which approximates the function of the Toffoli gate.
Specifically, the number of T gates required to decompose
an arbitrary n qubit unitary operator is 14(n — 1) when the
original Toffoli gates are used [33], whereas Maslov’s ap-
proach [34] reduces it to 8(n — 1) using RTOF gates. Then,
Fig. 5 shows the estimated number of T gates required by
each formulation method, where we used Gy, G/CkR’ and
ngR expressions given in Section IV-B. In the HUBO-DSC

case, we counted CFR gates numerically. As shown in Fig. 5,
HUBO-DSC and HUBO-OR reduced the number of T gates
in most cases compared with HUBO-ASC. For a large prob-
lem size, surprisingly, HUBO-PF had fewer T gates than
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QUBO. This indicates that HUBO-PF is the best formula-
tion strategy in terms of the numbers of qubits and T gates.
For reference, we evaluated the estimated number of total T
gates required for obtaining the optimal solution, where the
estimated number of T gates shown in Fig. 5 was used, and
the total number of Grover operators was assumed to be v/2",
V2 , or V27" for each formulation. As shown in Fig. 6, the
proposed HUBO formulations reduced the total number of T
gates compared with the conventional QUBO in almost all
the cases.

D. NUMERICAL EVALUATION OF CONVERGENCE
PERFORMANCE

Finally, we evaluated the convergence performance of GAS
using each formulation method, where we set (V, ) = (5, 4).

Fig. 7 shows the transition of objective function values
of QUBO, HUBO-OR, and HUBO-PF, where the number
of Grover operators required to reach the optimal solution
was calculated, and the objective function values were nor-
malized within [0, 1]. Compared with QUBO and HUBO-
OR, HUBO-PF converged to the optimal solution the fastest
on average. Note that HUBO-ASC/DSC achieves the same
query complexity as the HUBO-PF case, but it is expected
that HUBO-PF further reduces the circuit runtime due to its
reduction in gate count.

In addition, Fig. 8 shows the cumulative distribution
function (CDF) of the query complexity required to con-
verge to the optimal solution. That is, Fig. 8 is a different
representation of Fig. 7. As shown in Fig. 8§, HUBO-PF
converged the fastest with almost 100% probability. The
sizes of search space were 2" = VI — 220, o' — pVllogy I —
210 and 27" = 2VMoga 11 — 215 for QUBO, HUBO-OR, and
HUBO-PF, respectively. This reduction in the search space
size leads to a significant speedup.

In Figs. 7 and 8, the query complexity of the QUBO case
may be improved if we use the Dicke state [35] instead
of creating an equal superposition state by the Hadamard
gates. Nevertheless, the proposed HUBO-PF strategy still
has advantages in terms of the number of qubits and gates,
subsequently decreasing circuit runtime and implementation
cost. In addition, the proposed HUBO-OR is an intermediate
strategy between QUBO and HUBO-PF, which is suitable for
a quantum computer that has limited connectivity.

V. CONCLUSION

In this article, we reviewed HUBO-ASC/DSC formulations
that effectively reduce the number of qubits required for
GAS, using the TSP and the GCP as representative ex-
amples. Then, we proposed the novel strategies: one that
decreased the number of gates through polynomial factor-
ization, termed HUBO-PF, and the other that halved the
order of the objective function, termed HUBO-OR. Our
analysis demonstrated that the proposed strategies enhance
the convergence performance of GAS by both decreas-
ing the search space size and minimizing the number of
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quantum gates. Our strategies are particularly beneficial for
general combinatorial optimization problems using one-hot
encoding.

REFERENCES

[11 M. M. Waldrop, “The chips are down for Moore’s law,” Nature News,
vol. 530, no. 7589, 2016, Art. no. 144, doi: 10.1038/530144a.

[2] T.N. Theis and H. S. P. Wong, “The end of Moore’s law: A new beginning
for information technology,” Comput. Sci. Eng., vol. 19, no. 2, pp. 41-50,
2017, doi: 10.1109/MCSE.2017.29.

[3] T. Humble, “Consumer applications of quantum computing: A promising
approach for secure computation, trusted data storage, and efficient appli-
cations,” IEEE Consum. Electron. Mag., vol. 7, no. 6, pp. 8-14, Nov. 2018,
doi: 10.1109/MCE.2017.2755298.

[4] E. Farhi, J. Goldstone, and S. Gutmann, “A quantum approximate op-
timization algorithm,” 2014, arXiv:1411.4028, doi: 10.48550/arXiv.141
1.4028.

[5] A. Gilliam, S. Woerner, and C. Gonciulea, “Grover adaptive search for
constrained polynomial binary optimization,” Quantum, vol. 5, 2021,
Art. no. 428, doi: 10.22331/q-2021-04-08-428.

[6] A.Lucas, “Ising formulations of many NP problems,” Front. Phys., vol. 2,
2014, Art. no. 5, doi: 10.3389/fphy.2014.00005.

[71 Z.Luo, W. Ma, A. M. So, Y. Ye, and S. Zhang, “Semidefinite relaxation
of quadratic optimization problems,” IEEE Signal Process. Mag., vol. 27,
no. 3, pp. 20-34, 2010, doi: 10.1109/MSP.2010.936019.

[8] T. Kadowaki and H. Nishimori, “Quantum annealing in the trans-
verse Ising model,” Phys. Rev. E, vol. 58, no. 5, pp. 5355-5363, 1998,
doi: 10.1103/PhysRevE.58.5355.

[9] T. Inagaki et al., “A coherent Ising machine for 2000-node opti-
mization problems,” Science, vol. 354, no. 6312, pp. 603-606, 2016,
doi: 10.1126/science.aah4243.

[10] T. Ohyama, Y. Kawamoto, and N. Kato, “Quantum computing based
optimization for intelligent reflecting surface (IRS)-aided cell-free net-
work,” IEEE Trans. Emerg. Topics Comput., vol. 11, no. 1, pp. 18-29,
Jan.—Mar. 2023, doi: 10.1109/TETC.2022.3161542.

[11] K. Kurasawa et al., “A high-speed channel assignment algorithm
for dense IEEE 802.11 systems via coherent Ising machine,” IEEE
Wireless Commun. Lett., vol. 10, no. 8, pp. 1682-1686, Aug. 2021,
doi: 10.1109/LWC.2021.3077311.

[12] E. Valiante, M. Hernandez, A. Barzegar, and H. G. Katzgraber, “Com-
putational overhead of locality reduction in binary optimization prob-
lems,” Comput. Phys. Commun., vol. 269, 2021, Art. no. 108102,
doi: 10.1016/j.cpc.2021.108102.

[13] C.Campbell and E. Dahl, “QAOA of the highest order,” in Proc. IEEE 19th
Int. Conf. Softw. Archit. Companion, 2022, pp. 141-146, doi: 10.1109/1C-
SA-C54293.2022.00035.

[14] T. G. Draper, “Addition on a quantum computer,” 2000, arXiv:quant-
ph/0008033, doi: 10.48550/arXiv.quant-ph/0008033.

[15] C. Gidney, “Halving the cost of quantum addition,” Quantum, vol. 2,2018,
Art. no. 74, doi: 10.22331/q-2018-06-18-74.

[16] M. Norimoto, R. Mori, and N. Ishikawa, “Quantum algorithm for higher-
order unconstrained binary optimization and MIMO maximum likeli-
hood detection,” IEEE Trans. Commun., vol. 71, no. 4, pp. 1926-1939,
Apr. 2023, doi: 10.1109/TCOMM.2023.3244924.

[17] L. Giuffrida, D. Volpe, G. A. Cirillo, M. Zamboni, and G. Turvani,
“Engineering Grover adaptive search: Exploring the degrees of free-
dom for efficient QUBO solving,” IEEE Trans. Emerg. Sel. Topics Cir-
cuits Syst., vol. 12, no. 3, pp. 614-623, Sep. 2022, doi: 10.1109/JET-
CAS.2022.3202566.

[18] K. Yukiyoshiand N. Ishikawa, “Quantum search algorithm for binary con-
stant weight codes,” 2022, arXiv:2211.04637, doi: 10.48550/arXiv.2211.
04637.

[19] J.Zhu, Y. Gao, H. Wang, T. Li, and H. Wu, “A realizable GAS-based quan-
tum algorithm for traveling salesman problem,” 2022, arXiv:2212.02735,
doi: 10.48550/arXiv.2212.02735.

[20] N.P.D. Sawaya, T. Menke, T. H. Kyaw, S. Johri, A. Aspuru-Guzik, and G.
G. Guerreschi, “Resource-efficient digital quantum simulation of d-level
systems for photonic, vibrational, and spin-s Hamiltonians,” npj Quantum
Inf., vol. 6, 2020, Art. no. 49, doi: 10.1038/541534-020-0278-0.

3101712


https://dx.doi.org/10.1038/530144a
https://dx.doi.org/10.1109/MCSE.2017.29
https://dx.doi.org/10.1109/MCE.2017.2755298
https://dx.doi.org/10.48550/arXiv.1411.4028
https://dx.doi.org/10.48550/arXiv.1411.4028
https://dx.doi.org/10.22331/q-2021-04-08-428
https://dx.doi.org/10.3389/fphy.2014.00005
https://dx.doi.org/10.1109/MSP.2010.936019
https://dx.doi.org/10.1103/PhysRevE.58.5355
https://dx.doi.org/10.1126/science.aah4243
https://dx.doi.org/10.1109/TETC.2022.3161542
https://dx.doi.org/10.1109/LWC.2021.3077311
https://dx.doi.org/10.1016/j.cpc.2021.108102
https://dx.doi.org/10.1109/ICSA-C54293.2022.00035
https://dx.doi.org/10.1109/ICSA-C54293.2022.00035
https://dx.doi.org/10.48550/arXiv.quant-ph/0008033
https://dx.doi.org/10.22331/q-2018-06-18-74
https://dx.doi.org/10.1109/TCOMM.2023.3244924
https://dx.doi.org/10.1109/JETCAS.2022.3202566
https://dx.doi.org/10.1109/JETCAS.2022.3202566
https://dx.doi.org/10.48550/arXiv.2211.04637
https://dx.doi.org/10.48550/arXiv.2211.04637
https://dx.doi.org/10.48550/arXiv.2212.02735
https://dx.doi.org/10.1038/s41534-020-0278-0

Q

IEEE Transactigns on,
uantumEngineering

Sano et al.: ACCELERATING GROVER ADAPTIVE SEARCH

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

Z. Tabi et al., “Quantum optimization for the graph coloring problem with
space-efficient embedding,” in Proc. IEEE Int. Conf. Quantum Comput.
Eng., 2020, pp. 56-62, doi: 10.1109/QCE49297.2020.00018.

F. G. Fuchs, H. @. Kolden, N. H. Aase, and G. Sartor, “Efficient
encoding of the weighted MAX k-CUT on a quantum computer us-
ing QAOA,” SN Comput. Sci., vol. 2, no. 2, 2021, Art. no. 89, doi:
10.1007/s42979-020-00437-z.

0. Salehi, A. Glos, and J. A. Miszczak, “Unconstrained binary mod-
els of the travelling salesman problem variants for quantum opti-
mization,” Quantum Inf. Process., vol. 21, no. 2, 2022, Art. no. 67,
doi: 10.1007/s11128-021-03405-5.

A. Glos, A. Krawiec, and Z. Zimboris, “Space-efficient binary optimiza-
tion for variational quantum computing,” npj Quantum Inf., vol. 8, 2022,
Art. no. 39, doi: 10.1038/s41534-022-00546-y.

K. Domino, A. Kundu, O. Salehi, and K. Krawiec, “Quadratic and higher-
order unconstrained binary optimization of railway rescheduling for quan-
tum computing,” Quantum Inf. Process., vol. 21, no. 9, 2022, Art. no. 337,
doi: 10.1007/s11128-022-03670-y.

Y. Sano, M. Norimoto, and N. Ishikawa, “Qubit reduction and quantum
speedup for wireless channel assignment problem,” IEEE Trans. Quantum
Eng., vol. 4,2023, Art. no. 3101112, doi: 10.1109/TQE.2023.3293452.
D. Reitzner and M. Hillery, “Grover search under localized dephasing,”
Phys. Rev. A, vol. 99, no. 1, 2019, Art. no. 012339, doi: 10.1103/Phys-
RevA.99.012339.

E. M. Stoudenmire and X. Waintal, “Grover’s algorithm offers no quantum
advantage,” 2023, arXiv:2303.11317v1, doi: 10.48550/arXiv.2303.11317.
Y. R. Sanders et al., “Compilation of fault-tolerant quantum heuristics
for combinatorial optimization,” PRX Quantum, vol. 1, no. 2, 2020,
Art. no. 020312, doi: 10.1103/PRXQuantum.1.020312.

M. Hasegawa, H. Ito, H. Takesue, and K. Aihara, “Optimization by neural
networks in the coherent Ising machine and its application to wireless
communication systems,” IEICE Trans. Commun., vol. E104.B, no. 3,
pp. 210-216, 2021, doi: 10.1587/transcom.2020NVI0002.

[31] A. Shafaei, M. Saeedi, and M. Pedram, “Qubit placement to mini-
mize communication overhead in 2D quantum architectures,” in Asia
South Pacific Des. Autom. Conf., 2014, pp. 495-500, doi: 10.1109/ASP-
DAC.2014.6742940.

[32] C. M. Dawson and M. A. Nielsen, “The Solovay-Kitaev algorithm,” 2005,
arXiv:quant-ph/0505030, doi: 10.48550/arXiv.quant-ph/0505030.

[33] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quan-
tum Information. Cambridge, U.K.: Cambridge Univ. Press, 2010,
doi: 10.1017/CBO9780511976667.

[34] D. Maslov, “Advantages of using relative-phase Toffoli gates with an
application to multiple control Toffoli optimization,” Phys. Rev. A, vol. 93,
no. 2, 2016, Art. no. 022311, doi: 10.1103/PhysRevA.93.022311.

[35] A. Birtschi and S. Eidenbenz, “Short-depth circuits for Dicke state prepa-
ration,” in Proc. IEEE Int. Conf. Quantum Comput. Eng., 2022, pp. 87-96,
doi: 10.1109/QCES53715.2022.00027.

3101712

Yuki Sano received the B.E. degree in engineering science from Iwate

University, Morioka, Japan, in 2021, and the M.E. degree in engineering

science from Yokohama National University, Yokohama, Japan, in 2023.
He is currently with Nomura Research Institute, Tokyo, Japan.

Kosuke Mitarai received the Ph.D. degree from the Graduate School of
Engineering Science, Osaka University, Toyonaka, Japan, in 2020.

In 2018, he co-founded QunaSys, a quantum software startup, Tokyo,
Japan. In 2020, he became an Assistant Professor with Osaka University,
where he has been an Associate Professor since 2023. His research in-
terests include developing algorithms for applying quantum computers to
real-world problems.

Naoki Yamamoto received the B.S. degree in engineering from the Uni-
versity of Tokyo, Tokyo, Japan, in 1999, and the M.S. and Ph.D. degrees in
information physics and computing from the University of Tokyo, Tokyo,
Japan, in 2001 and 2004, respectively.

He was a Postdoctoral Fellow with the California Institute of Technology,
Pasadena, CA, USA, from 2004 to 2007, and with the Australian National
University, Canberra, ACT, Australia, from 2007 to 2008. He is currently a
Professor with the Department of Applied Physics and Physico-Informatics,
Keio University, Tokyo, where he is also the Chair of the Keio Quantum
Computing Center. His research interests include quantum computation and
control.

Naoki Ishikawa (Senior Member, IEEE) received the B.E., M.E., and
Ph.D. degrees from the Tokyo University of Agriculture and Technology,
Tokyo, Japan, in 2014, 2015, and 2017, respectively.

In 2015, he was an Academic Visitor with the School of Electronics and
Computer Science, University of Southampton, Southampton, U.K. He is
currently an Associate Professor with the Faculty of Engineering, Yokohama
National University, Yokohama, Japan. His research interests include quan-
tum algorithms and wireless communications.

Dr. Ishikawa was a Research Fellow of the Japan Society for the Pro-
motion of Science from 2016 to 2017. He was an Assistant Professor with
the Graduate School of Information Sciences, Hiroshima City University,
Hiroshima, Japan, from 2017 to 2020. He was certified as an Exemplary
Reviewer of IEEE TRANSACTIONS ON COMMUNICATIONS in 2017 and
2021.

VOLUME 5, 2024


https://dx.doi.org/10.1109/QCE49297.2020.00018
https://dx.doi.org/10.1007/s42979-020-00437-z
https://dx.doi.org/10.1007/s11128-021-03405-5
https://dx.doi.org/10.1038/s41534-022-00546-y
https://dx.doi.org/10.1007/s11128-022-03670-y
https://dx.doi.org/10.1109/TQE.2023.3293452
https://dx.doi.org/10.1103/PhysRevA.99.012339
https://dx.doi.org/10.1103/PhysRevA.99.012339
https://dx.doi.org/10.48550/arXiv.2303.11317
https://dx.doi.org/10.1103/PRXQuantum.1.020312
https://dx.doi.org/10.1587/transcom.2020NVI0002
https://dx.doi.org/10.1109/ASPDAC.2014.6742940
https://dx.doi.org/10.1109/ASPDAC.2014.6742940
https://dx.doi.org/10.48550/arXiv.quant-ph/0505030
https://dx.doi.org/10.1017/CBO9780511976667
https://dx.doi.org/10.1103/PhysRevA.93.022311
https://dx.doi.org/10.1109/QCE53715.2022.00027


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


