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ABSTRACT This article examines the current status of quantum computing (QC) in Earth observation and
satellite imagery. We analyze the potential limitations and applications of quantum learning models when
dealing with satellite data, considering the persistent challenges of profiting from quantum advantage and
finding the optimal sharing between high-performance computing (HPC) and QC. We then assess some
parameterized quantum circuit models transpiled into a Clifford+T universal gate set. The T-gates shed
light on the quantum resources required to deploy quantum models, either on an HPC system or several
QC systems. In particular, if the T-gates cannot be simulated efficiently on an HPC system, we can apply
a quantum computer and its computational power over conventional techniques. Our quantum resource
estimation showed that quantum machine learning (QML) models, with a sufficient number of T-gates,
provide the quantum advantage if and only if they generalize on unseen data points better than their classical
counterparts deployed on the HPC system and they break the symmetry in their weights at each learning
iteration like in conventional deep neural networks. We also estimated the quantum resources required for
some QML models as an initial innovation. Lastly, we defined the optimal sharing between an HPC+QC
system for executing QML models for hyperspectral satellite images. These are a unique dataset compared
with other satellite images since they have a limited number of input quantum bits and a small number of
labeled benchmark images, making them less challenging to deploy on quantum computers.

INDEX TERMS Earth observation (EO), hyperspectral images, image classification, quantum computers,
quantum machine learning (QML), quantum resource estimation, remote sensing.

I. INTRODUCTION
A. WHY QUANTUM COMPUTING FOR EARTH
OBSERVATION?
Earth observation (EO) methodologies tackle optimiza-
tion and artificial intelligence (AI) problems involving big
datasets obtained from instruments mounted on spaceborne
and airborne platforms. Some optimization and AI problems
combined with big EO datasets are intractable computa-
tional problems for conventional high-performance comput-
ing (HPC) systems. In addition, EO datasets themselves are
complex heterogeneous image datasets, compared with con-
ventional red-green-blue images, characterized by so-called
4 V features comprising volume, variety, velocity, and verac-
ity [1]; here, volume refers to big EO datasets (e.g., terabytes
of data per day collected, for instance, by the European
Space Agency); variety refers to distinct spectral data, such

as multispectral and hyperspectral pixel data; velocity refers
to the speed of change on the Earth’s surface; and veracity
refers to imperfect datasets, such as noisy images or remotely
sensed images, partly covered by clouds [2]. In general, EO
problems also include calibration and integer optimization
problems in synthetic aperture radar applications [3], [4], a
Bayesian paradigm (e.g., Gaussian processes) for retrieving
physical parameters from remotely sensed datasets [5], [6],
uncertainty estimates for EO predictions [7], solving par-
tial differential equations (PDEs) for climate modeling and
digital twin Earth paradigms [8], and identifying objects on
the Earth’s surface [9]. Furthermore, some computational
problems like AI training architectures are computationally
expensive and inherently intractable problems or NP-hard
problems (see Fig. 1) [10]; nondeterministic (NP) poly-
nomial problems are computational problems where there
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FIGURE 1. Computational complexity conjecture draws boundaries
between computational problems according to their hardness based on
the required classical and quantum computational resources. In
particular, the computational problem denoted by the green star is easy
to solve for both quantum machines and classical computers, the
computational problem denoted by the orange star is easy for quantum
machines but hard for classical machines, and the computational
problem denoted by the black star is hard for classical computers. Still,
no known efficient quantum algorithmic approaches exist for quantum
machines.

are no known efficient commonly used algorithms for find-
ing their solutions in a reasonable polynomial time (i.e., a
polynomial number of steps) but can be verified in a poly-
nomial time given their solutions, and NP-hard problems are
computational problems harder than NP problems. On the
other hand, quantum machines harnessing quantum physics
phenomena like entanglement can solve some challenging
problems faster and more efficiently than their counterpart
conventional machines ranging from integer optimization
problems [11], [12], [13] to AI techniques [14], [15], [16],
[17], [18], and PDEs, [19], [20], and even quantum-inspired
algorithms for solving PDEs [21]. Thus, quantum algo-
rithms’ computational advantages (or quantum advantage)
over conventional algorithms inspire enough to examine
and identify computationally intractable problems with EO
methodologies and hard EO datasets for near- and far-term
quantum machines. We note that the terms “quantum ma-
chine” and “quantum computer” are generally interchange-
able. However, the former is used to describe current quan-
tum platforms that operate at a hardware level, rather than at
the level of a classical computer.

B. DO WE REALLY NEED QUANTUM MACHINES?
Quantum machines can be generally divided into three fam-
ilies comprising quantum annealers [22], quantum simu-
lators [23], [24], and universal quantum computers [25].
These quantum machines promise computational advantage
for computing notoriously difficult problems over conven-
tional computers according to computational complexity the-
orems/conjectures [26], [27]; computational complexity the-
orems draw boundaries between computational problems
according to their hardness for finding their solutions (see
Fig. 1) [10]. At the moment, quantum machines are designed

to tackle specific forms and kinds of intractable computa-
tional problems, e.g., quantum annealers for quadratic un-
constrained binary optimization (QUBO) problems or simu-
lating the Ising Hamiltonian [11], and quantum simulators
for mimicking some physical Hamiltonian [28], [29]. Re-
search communities ranging from high-energy physics [24],
condensed-matter physics [29], AI [15], to EO [30] are in
the exploration phase of identifying and investigating their
hard problems for quantum platforms. Furthermore, classical
computational methods for intractable computational prob-
lems reach their limitations and potential accuracy due to the
classical computational resource required and the complexity
of both EO challenges and datasets. As stated earlier, some
computational techniques are intractable problems on con-
ventional machines and computationally expensive, even on
the HPC system. Thus, to go beyond current computational
methods integrated with large-scale datasets to find a better
solution and utilize low computational cost, it is inevitable to
examine and identify computationally demanding problems
in EO applications for novel near- and long-term quantum
machines. More importantly, gaining insight into program-
ming these novel computing machines and their potential
advantages and imperfections for computational problems is
vital.

C. STATE OF THE ART OF QC FOR EO
Quantum computing (QC) is a novel computing paradigm
that promises to find solutions to some intractable compu-
tational problems more efficiently and faster by exploiting
quantum superposition and entanglement than conventional
computing techniques if and only if one considers ideal quan-
tum complexity measures without overhead considerations
like a distillation of Toffoli gates in the real quantum ma-
chines, e.g., the classical versions of the Toffoli gates are
transistors in a conventional computer [31]. Quantum ma-
chines are a kind of computer constructed using the prim-
itives of a QC method, such as quantum bits (qubits) and
quantum gates, in contrast to traditional classical bits and
transistors. Digital quantum machines can be decomposed
into the following three layers [32]:

1) a quantum state preparation or a quantum data encod-
ing layer;

2) a quantum unitary evolution or a parametrized quan-
tum gate layer;

3) a quantum measurement layer.

For gaining insight into computing EO problems involv-
ing big datasets on quantum machines, some studies already
exist for processing a variety of EO datasets to tackle EO
challenges using hybrid classical–quantum approaches (see
Fig. 2). Hybrid classical-quantum approaches involve the
use of a classical computer to enhance quantum algorithms.
Quantum machine learning (QML) is a type of hybrid
classical-quantum approach, which is interchangeable with
quantum artificial intelligence. It is also worth noting that a
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FIGURE 2. Hybrid classical-quantum approach for computational and machine learning tasks. A quantum layer includes implicitly quantum data
encoding, parametrized quantum gates, and quantum measurement layers.

FIGURE 3. (Top) Example hyperspectral, multispectral, and polarimetric
images, (bottom Left) their third-order tensor representation, and
(bottom right) each pixel/target in polarimetric images is characterized
by the complex numbered scattering matrix in contrast to hyperspectral
and multispectral images. Here, si j denotes a scattering element given
sent/reflected horizontal H or vertical V polarized beam.

variety of datasets includes hyperspectral, multispectral, and
polarimetric EO images.

1) EO IMAGES
We can generalize that EO images are third-order tensors
regardless of a variety. Furthermore, a hyperspectral image is
a remotely sensed image denoted by RI×J×K , where I and J
are its spatial dimensionality, and K means hundreds of its
narrow-spaced spectral bands (or features), e.g., the Pavia
University, hyperspectral image described by R610×340×103

tensor. Multispectral images are a third-order tensor RI×J×K
with at most K = 12 spectral bands. The main difference
between them is the spectral bands’ number and spacing. In
contrast, polarimetric images are characterized by the scatter-
ing property S of ground targets; each pixel is described by a
2 × 2 scattering matrix but not by spectral bands as in hyper-
spectral and multispectral images. Hence, we could assume
that polarimetric images have K = 3 informative features if
the scattering matrix is symmetric and K = 4 informative
features otherwise (see Fig. 3) [33].

2) QML FOR EO IMAGES
Climate AI tasks involve analyzing satellite images that con-
sist of thousands of pixels and hundreds of spectral bands.
For example, Eurosat multispectral images have a size of

64 × 64 pixels and 12 spectral bands, which can be repre-
sented as R64×64×12 [34]. In contrast, the digital quantum
machines currently available on the market have less than a
hundred noisy qubits and around depth-five of faulty quan-
tum gates [35]. Therefore, the main challenge is to embed
satellite images in a quantum data encoding layer, regardless
of the size of quantummachines and their quantum errors. To
address this challenge, the authors in [36] and [37] proposed
and utilized a two-level embedding scheme. This scheme
comprises a classical layer for dimensionality reduction and
a quantum data encoding layer for dimensionally reduced
images. In other words, they used a hybrid classical-quantum
approach, embedding classical datasets in a quantum data
encoding layer and optimizing a parametrized quantum gate
layer of digital quantum computers with the help of a con-
ventional classical computer. However, the Eurosat dataset
they used is a large dataset consisting of low-dimensional
and easy-to-classify images and thus has low veracity. Most
EO datasets, on the other hand, are small datasets containing
high-dimensional and hard-to-classify images or high verac-
ity images. For example, the multispectral UC Merced Land
Use dataset has a size of 245 × 245 pixels and three spectral
bands, which can be represented as R245×245×3 [38]. To in-
vestigate the performance of quantummachines with varying
depths of a parametrized quantum gate layer, Otgonbaatar
et al. [39] utilized this dataset and polarimetric EO images
for natural embedding in input qubits without a dimension-
ality reduction technique [40]. It is important to note that
the quality of the datasets used plays a crucial role in data-
driven tasks for hybrid classical-quantum approaches [41].
Therefore, Gupta et al. [42] analyzed the power of EO image
datasets for training digital quantum machines.
Furthermore, a quantum annealer is a type of quantum

simulator that is designed to simulate an Ising Hamiltonian
equivalent to QUBO problems [22]. The authors in [43],
[44] analyzed classification problems posed as QUBO prob-
lems, belonging to NP-hard problems, on a D-Wave quantum
annealer. They employed binary hyperspectral EO images
since a D-Wave quantum annealer promises to converge to
a better solution to NP-hard problems. Some studies also
transformed a support vector machine (SVM) into a QUBO
problem [45] and optimized it on a D-Wave quantum an-
nealer when analyzing EO image datasets [33], [46]. To em-
bed large EO datasets in a D-Wave quantum annealer, Ot-
gonbaatar et al. [47] used a K-fold technique and the concept
of a coreset since a D-Wave quantum annealer has around
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5000 qubits arranged according to an expressly limited
topology. A D-Wave quantum annealer was also proposed
for a notoriously hard feature selection task and multilabel
SVM for remotely sensed hyperspectral images [48].
Lastly, quantum-inspired algorithms are becoming in-

creasingly popular in both academic and industrial circles
due to their energy and computational efficiency. These al-
gorithms are inspired by the potential advantages of quan-
tum algorithms, such as the quantum-inspired quantum
Fourier transformation [49], quantum-inspired AI/ML [50],
and the use of tensor networks to compress deep neural
networks [51]. Tensor networks are designed to compute
quantum many-body systems efficiently [52], and they are
currently being used to simulate quantum circuits on mod-
ern GPU tensor cores [53]. Thanks to these advancements,
quantum tensor networks have been successfully utilized to
decrease the weights of physics-informed neural networks
and increase the resolution of hyperspectral images [54].

3) SELECTING EO DATA FOR QUANTUM MACHINES
When working with quantum machines in EO challenges,
it is vital to choose remotely sensed datasets based on the
principle that “the more features in the dataset, the less quan-
tum resources required.” Studies have shown that processing
multispectral images requires more quantum gates and qubits
than hyperspectral and polarimetric images [36], [40]. This is
because multispectral images need global feature capturing,
with each pixel dependent on its neighbors, making pro-
cessing more resource-intensive. On the other hand, hyper-
spectral and polarimetric images contain informative spectral
information for each pixel. They can be embedded in qubits
without the constraint of their neighbors, making processing
less resource-intensive [40]. For instance, one QML model
known as a quantum convolutional neural network (QCNN)
requires approximately 4000 quantum gates only to embed
the element R64×64×12 in the Eurosat dataset and roughly
60 000 quantum gates for embedding the multispectral im-
age R300×290×3 illustrated in Fig. 3 in the input qubits [55].
Hence, multispectral images are not viable for deploying
QCNNs on today’s quantum machines, even on future quan-
tum machines. However, a hybrid classical-quantum model
requires fewer quantum resources than QCNNs. Otgonbaatar
and Datcu [36] used only 16 quantum gates for encoding the
Eurosat and the multispectral image R300×290×3 depending
on the compressing quality. In contrast, we can embed the
pixels of a hyperspectral image, e.g., the Pavia University
hyperspectral image, in the input qubits using only at least
three and, at most, about 103 quantum gates thanks to their
abundant spectral bands [33]. As for polarimetric images, we
need at most five quantum gates due to their doppelgänger
feature to qubits or the one-to-one mapping between polari-
metric images and qubits [40].
Based on the above analysis, hyperspectral satellite images

are muchmore appropriate for designing and assessing QML
models and tackling climate challenges than multispectral
and polarimetric images since they have abundant spectral

FIGURE 4. Novel heterogeneous computing. A high-performance and QC
paradigm. Here, conventional heterogeneous computing refers to the
programming of CPU and GPU, whereas we call novel heterogeneous
computing when integrating QPUs with CPUs and GPUs. QPUs can be
several parallel quantum machines based on different quantum
technologies such as quantum annealing, neutral atoms,
superconducting, and photonic.

information and fewer quantum resources required than other
remotely sensed datasets. More importantly, QML models
generalize better on small-scale datasets than their classical
alternatives [56], whereas a hyperspectral dataset has limited
labeled images (or small-scale datasets) compared to multi-
spectral datasets and has more features than both multispec-
tral and polarimetric datasets.

D. HOW AND WHEN DO QUANTUM MACHINES
OUTPERFORM CONVENTIONAL COMPUTERS?
It is becoming increasingly clear that quantum processing
units (QPUs) will soon be working alongside conventional
classical computers, such as how central processing units
(CPUs) and graphics processing units (GPUs), are used in
heterogeneous computing [30]. We are currently in the era
of HPC, and the emergence of QC is a new and exciting
concept in heterogeneous computing. It involves integrating
a CPU+GPU with QPUs designed to handle specific com-
putational problems (see Fig. 4). For instance, a quantum
annealer is designed to tackle only QUBO problems,
and neutral atom platforms can simulate certain chem-
ical Hamiltonians. Depending on the difficulty level
of the computational problems, we may need to pro-
gram a challenging heterogeneous computing environ-
ment (i.e., CPU+GPU+QPUs) or a conventional one (i.e.,
CPU+GPU).
QPUs, except for quantum annealers, currently consist of

around 100 error-prone qubits and low-depth, faulty quan-
tum gates. Preskill [57] coined these devices as “noisy
intermediate-scale quantum (NISQ) devices.” However, for
practical computational problems, there is no demonstration
of the computational advantage of NISQ devices over a con-
ventional classical computer. Therefore, estimating the quan-
tum resources required to tackle hard computational and ML
problems is vital to achieving a quantum advantage in EO. It
is worth noting that some quantum algorithms can be simu-
lated efficiently using a conventional classical computer. For
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this reason, any reasonable quantum resource estimation of
a quantum algorithm should consider non-Clifford T-gates,
error rates of qubits and quantum gates, and the execution
time of single- and two-qubit quantum gates [58].
Non-Clifford T-gates are the most resource-expensive part

of implementing a quantum algorithm, compared with Clif-
ford quantum gates or cnot, Hadamard, Phase, and mea-
surement gates. Even the Gottesman–Knill theorem states
(informally) that non-Clifford T-gates cannot be efficiently
simulated on a conventional classical computer. In con-
trast, Clifford quantum gates can be simulated in polyno-
mial time using a conventional classical computer with-
out any restriction on entanglement [58], [59]. Specifically,
quantum algorithms consisting only of Clifford quantum
gates can be simulated in O(n2˜m) polynomial steps with
n qubits and m Clifford operations. However, quantum al-
gorithms consisting of Clifford+T gates take exponential
steps O(κt3ε−2), with the number of T-gates known as T
count (t), stabilizer state (k) growing exponentially O(2t ),
and an error rate (ε) [58]. We note that some quantum al-
gorithms can be efficiently simulated using a sophisticated
classical technique like a tensor network on GPU tensor
cores [60].
The Clifford+T gate set {S,H, cnot ,T } is considered

a universal gate set for digital QPUs. This is due to the
feasibility of quantum error-correcting, known as a surface
code [61]. More importantly, the surface code enables the
creation of fault-tolerant digital quantum computers that sur-
pass the NISQ-era computers [35]. In contrast to NISQ com-
puters, fault-tolerant quantum computers are made up of
error-free qubits and quantum gates that are transpiled into
the Clifford+T gate set. Therefore, this shows that for quan-
tum advantage in EO applications to be reached if and only if
our quantum learningmodels have a sufficiently high number
O(1012) of T-gates and generalize on unseen data points [62].
Otherwise, we can simulate them efficiently using conven-
tional classical computing resources.
Further, a hybrid classical-quantum approach for compu-

tational EO problems is embedding high-dimensional clas-
sical data in a limited number of qubits and optimizing the
weights of a parameterized quantum model [36], [63]. There
is yet another challenging question: how notoriously difficult
computational problems can take advantage of both HPC and
QC systems or when we should execute them on an HPC
instead of a QC system and vice versa. We decompose the
parameterized quantum model into the Clifford+T gate set at
each learning iteration to tackle these issues. If the param-
eterized quantum model only includes Clifford gates and a
small number of T-gates [64], then we execute it on the HPC
system instead of the QC machines since we already know
that Clifford gates and hundreds of T-gates can be simulated
efficiently using a conventional classical computer. We re-
emphasize that quantum learning models can be simulated
efficiently using a classical computer without the need for
quantum computers if they do not have a high number of
T-gates.

FIGURE 5. Visual representation of traditional neural networks.

1) QML—SYMMETRY-BREAKING
Symmetry-breaking refers to asymmetric tunable weights of
traditional ML models such that the weights capture and
rank the dataset’s features during training. Consider a neu-
ral network with a single hidden layer illustrated in Fig. 5.
Mathematically, it is defined

h1i = f

⎛
⎝w0,i +

2∑
j=0

w0, j,ix j

⎞
⎠ , i = 1, . . . , 5 (1)

ỹl = f

⎛
⎝h0,l + 5∑

j=1

w1, j,lh
1
j

⎞
⎠ , l = 1, 2 (2)

where f (·) is a nonlinear activation function, w’s denotes a
tuneable weight, and xk is the dataset’s feature. We note that
w’s must have different values identical to a linear regression
model ỹ ∼ w0 + w1 · x0 + w2 · x1. If the model weights are
symmetric w1 = w2, it has not learned the dataset’s feature.
To capture the dataset’s feature, the learningmodelmust have
asymmetric weights w1 �= w2, or the learning model must
break the symmetry in its weights. Identical to the symmetry-
breaking in conventional ML, Haug et al. [18] implicitly
demonstrated that QML models also must break symmetry
in their weights, resulting in better generalizability or more
expressive power and higher effective dimension than their
classical counterparts. In particular, they identified and dis-
regarded some redundant weights in their quantum models
that are symmetric (e.g., the same digital values) and do not
simultaneously increase the QMLmodel’s expressive power.
They, however, did not estimate the hardness of their QML
models characterized by non-Clifford T-gates that can be
implemented efficiently on quantummachines and otherwise
difficult on conventional HPC systems.
Furthermore, to outperform classical learning models de-

ployed on an HPC system, we should invent and design QML
models having thousands of T-gates, and their expressive
power (signaling the symmetry-breaking in QML models) is
higher than their classical counterparts [16]. There is (still)
no such QML model with thousands of T-gates and higher
expressive power on unseen data points than its classical
counterpart.
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FIGURE 6. We transpiled a real-amplitude quantum circuit having
depth-one into the Clifford+T and the native gate set. It is used to
demonstrate the power of a PQC model by Abbas et al. [16].

II. QUANTUM RESOURCE ESTIMATION FOR
HYPERSPECTRAL IMAGES
A hyperspectral imaging satellite, such as the EnMAP satel-
lite,1 is a type of imaging instrument mounted on a satel-
lite and used to sense spectral reflectances. The mission of
this satellite is to collect hyperspectral imaging data that
provides crucial information for scientific inquiries, societal
grand challenges, and key stakeholders and decision-makers.
This information pertains to various topics, such as climate
change impact and interventions, hazard and risk assessment,
biodiversity and ecosystem processes, land cover changes,
and surface processes.
We already have seen that hyperspectral images require

less quantum resources than other remotely sensed datasets.
They also have limited label information, and there is limited
availability of benchmark hyperspectral images compared
with conventional benchmark remote-sensing datasets, such
as multispectral images [65], [66].When training QMLmod-
els on limited benchmark-oriented labeled hyperspectral im-
age datasets, a classical layer can reduce the dimensionality
of the hyperspectral image dataset’s spectral bands due to
the limited number of input qubits. However, the degree of
dimensionality reduction required for the given hyperspec-
tral image dataset depends on the utilized quantummachines.
Regardless of their error, this means whether we can access
a quantum machine with qubits ≤ 100 or > 100. The role of
classical machines in preprocessing the hyperspectral image
dataset is reduced as we can feed many informative features
to a quantum machine with less dimensionality reduction,
especially as the number of qubits of quantum machines
increases. We assume we used EnMAP hyperspectral images
with 103 spectral bands and 610 × 340 spatial dimensions.
The EnMAP hyperspectral images also have 207 400 data
points and 103 features, which are small-scale image datasets
compared with conventional multispectral images. To exe-
cute the QML model on the quantum machine having ≤100
input qubits, we can either reduce the spectral bands of the
EnMAP hyperspectral images from 103 to at most 100 or
select the most informative 100 bands to be compatible with
the input qubits by utilizing a classical machine. Instead,
for quantum machines with more than 100 input qubits, we
can use a classical machine to persevere more spectral bands
of the EnMAP hyperspectral images when performing the
dimensionality reduction or the feature selection technique
in the spectral bands.

1https://www.enmap.org/mission/

FIGURE 7. We transpiled an energy-based quantum circuit having
depth-one into the Clifford+T and the native gate set. This PQC model is
proposed for the NISQ device by Farhi and Neven [68].

FIGURE 8. We transpiled a strongly entangling quantum circuit having
depth-one transpiled into the Clifford+T and the native gate set. This
PQC model is proposed to build a powerful quantum learning model by
Schuld et al. [73].

Toward quantum resource estimation, we assessed four
different PQC models expressed by the Clifford+T gate set
(see Figs. 6–9). The Clifford+T gate set is defined byU1,U2,
U3, and cnot gates

U1(λ) =
(
1 0

0 eiλ

)
U2(λ, φ) = 1√

2

(
1 −eiφ
eiλ ei(λ+φ)

)

U3(λ, φ, γ ) =
(

cos(γ /2) −eiλ sin(γ /2)

−eiφ sin(γ /2) ei(φ+λ) cos(γ /2)

)
(3)

where for example, U1(π/4) = U3(π/4, 0, 0) = T ,
U1(π/2) = S, U2(0, π ) = H. Hence, the Clifford+T gate
set can be {U1(π/2), U2(0, π ), CNOT, U1(π/4)}, and
a hardware-specific native gate set is {U1(λ), U2(λ, φ),
U3(λ, φ, γ ), CNOT}.

We have chosen the PQC models in Figs. 6–9 as bench-
markQMLmodels identical to conventional benchmark deep
learning (DL) models, such as Resnet [67]. The quantum re-
source required for executing them on the quantum machine
is O(1) (constant time) if there is either no sign of T-gates
or a low number of T-gates. In particular, we will deploy
them on either the HPC system or the quantum machines
depending on the existence and the number of T-gates in
their configuration during the training phase. Furthermore,
the number of T-gates defines the quantum resource required
for deploying QML models on quantum computers.
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FIGURE 9. We transpiled a hardware-efficient quantum circuit having
depth-one into the Clifford+T and the native gate set. This PQC is used
for quantum variational inference by Benedetti et al. [74].

We used the symmetry-breaking concept inherited from
conventional neural networks to determine the number of
T-gates in our four PQCs [69]. Again, we strongly emphasize
that QML models break the symmetry in their weights to de-
crease their redundant parameterized quantum gates, result-
ing in better generalization on unseen data points than con-
ventional neural networks [18]. Namely, each weight within
a parameterized quantum layer must have different digital
values for capturing unique features. Therefore, we assumed
that each layer of the QML models must have, at most, a
single T-gate at each learning iteration, and our QMLmodels
having depth-one can only have one T-gate.
As for the quantum resource required for executing them

on the quantum hardware, we assumed also the following.

1) If our PQCs have 108 T-gates and five logical qubits
then we need 158 431 physical qubits (i.e., 9375 state
distillation qubits, and 149 056 physical qubits) with a
surface code distance of d = 25, and our QMLmodels
then take around 5 h per shot.

2) If our PQCs have three T-gates and five logical qubits
then we need 50 700 physical qubits (i.e., 14 400 state
distillation qubits, and 36 300 physical qubits) with a
surface code distance of d = 11, and our QMLmodels
then take around 8.12−8 h per shot.

3) If our PQCs have one T-gate and five logical qubits,
then we need 15 135 physical qubits (i.e. 14 400 state
distillation qubits, and 735 physical qubits) with a sur-
face code distance of d = 7, and our QMLmodels then
take around 2.07−8 h per shot.

Based on the study of the authors in [70] and [71], we es-
timated the quantum resources required for deploying QML
models on error-correcting quantum machines known as sur-
face code quantum computers. Our estimation considers that
the quantum gate error is about p = 10−3, and the single
round of the surface code takes around 10−6 s. Here, the
hours refer to T-gates preparation; Fowler and Gidney [70]
provided a detailed spreadsheet for the quantum resource
estimation. The quantum resource estimation demonstrates
whether the QML models have to be deployed on quan-
tum computers or not [64], [72], and it also generates the
number of physical qubits required for deploying quantum
algorithms on the surface code quantum computers.

III. CONCLUSION
We assessed the quantum resource required to execute QML
models on a digital quantum computer to obtain a quantum
advantage. We demonstrated that some quantum advantage
can only be obtained if and only if QML models have a
sufficient number of T-gates and generalize better on un-
seen data points than their classical counterparts. To count
the T-gates of a particular QML model, we used the strong
assumption that the QML models must break the symme-
try in their weights—identical to the symmetry-breaking in
conventional deep learning models—so that they become a
more powerful model than their counterpart classical learn-
ing models. Based on the number of T-gates, we proposed a
new HPC+QC paradigm (novel heterogeneous computing).
In particular, we can simulate QML models on an HPC sys-
tem (i.e., CPU+GPU) if they comprise a few hundred T-gates.
Toward quantum advantage in EO, we focused on QML

models for hyperspectral images acquired by the EnMAP
satellite since QML models can be trained on a limited la-
beled dataset, and our hyperspectral images have limited
label information compared with multispectral images. For
QML models, we utilized four parameterized quantum cir-
cuits and estimated the quantum resources required for de-
ploying them on digital quantum machines. We found that
we can deploy our QML models on an HPC system instead
of a QC system since they only have a single T-gate due to
the symmetry-breaking assumption. To design QML models
with around O(108) that cannot be executed on an HPC
system, they must have almost a depth of O(108), which
is impractical for current and future quantum computers.
Toward quantum advantage, it seems, therefore, reasonable
to build, first, a special-purpose digital quantum computer
for some practically significant computational task instead
of a universal digital quantum computer similar to a D-Wave
quantum annealer.
As future and ongoing work, we will invent and design a

QML model with a reasonable depth that cannot be simu-
lated on HPC systems but can be executed efficiently on QC
systems and simultaneously has more expressive power over
classical learning models.
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[37] P. Gawron and S. Lewiński, “Multi-spectral image classification
with quantum neural network,” in Proc. IEEE Int. Geosci. Remote
Sens. Symp., 2020, pp. 3513–3516, doi: 10.1109/IGARSS39084.2020.
9323065.

[38] Y. Yang and S. Newsam, “Bag-of-visual-words and spatial exten-
sions for land-use classification,” in Proc. 18th SIGSPATIAL Int. Conf.
Adv. Geographic Inf. Syst., 2010, pp. 270–279, doi: 10.1145/1869790.
1869829.

[39] S. Otgonbaatar, G. Schwarz, M. Datcu, and D. Kranzlmüller, “Quantum
transfer learning for real-world, small, and high-dimensional remotely
sensed datasets,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,
vol. 16, pp. 9223–9230, 2023, doi: 10.1109/JSTARS.2023.3316306.

[40] S. Otgonbaatar and M. Datcu, “Natural embedding of the stokes pa-
rameters of polarimetric synthetic aperture radar images in a gate-based
quantum computer,” IEEE Trans. Geosci. Remote Sens., vol. 60, 2022,
Art. no. 4704008, doi: 10.1109/TGRS.2021.3110056.

[41] H.-Y. Huang et al., “Power of data in quantum machine learn-
ing,” Nature Commun., vol. 12, no. 1, May 2021, Art. no. 2631,
doi: 10.1038/s41467-021-22539-9.

[42] M. K. Gupta, M. Beseda, and P. Gawron, “How quantum computing-
friendly multispectral data can be?,” in Proc. Int. Geosci. Remote
Sens. Symp., 2022, pp. 4153–4156, doi: 10.1109/IGARSS46834.2022.
9883676.

[43] E. Boyda, S. Basu, S. Ganguly, A.Michaelis, S.Mukhopadhyay, and R. R.
Nemani, “Deploying a quantum annealing processor to detect tree cover
in aerial imagery of California,” PLoS One, vol. 12, no. 2, pp. 1–22, 2017,
doi: 10.1371/journal.pone.0172505.

[44] S. Otgonbaatar and M. Datcu, “Quantum annealing approach: Fea-
ture extraction and segmentation of synthetic aperture radar image,”
in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2020, pp. 3692–3695,
doi: 10.1109/IGARSS39084.2020.9323504.

[45] D. Willsch, M. Willsch, H. De Raedt, and K. Michielsen, “Support
vector machines on the D-wave quantum annealer,” Comput. Phys.
Commun., vol. 248, 2020, Art. no. 107006, doi: 10.1016/j.cpc.2019.
107006.

3100309 VOLUME 5, 2024

https://dx.doi.org/10.1109/TGRS.2018.2879382
https://dx.doi.org/10.1109/MGRS.2020.3046356
https://dx.doi.org/10.1109/MGRS.2015.2510084
https://dx.doi.org/10.1016/j.compgeo.2023.105319
https://dx.doi.org/10.1016/j.compgeo.2023.105319
https://dx.doi.org/10.1016/j.envsoft.2018.09.005
https://dx.doi.org/10.48550/arXiv.2202.11214
https://dx.doi.org/10.1109/JSTARS.2020.3005403
https://dx.doi.org/10.1109/JSTARS.2020.3005403
https://www.cambridge.org/us/catalogue/catalogue.asp?isbn=9780521424264
https://www.cambridge.org/us/catalogue/catalogue.asp?isbn=9780521424264
https://dx.doi.org/10.48550/arXiv.quant-ph/0001106
https://dx.doi.org/10.3389/fphy.2014.00005
https://dx.doi.org/10.1103/PhysRevLett.113.130503
https://dx.doi.org/10.1145/3411466
https://dx.doi.org/10.1038/nature23474
https://dx.doi.org/10.1038/s43588-021-00084-1
https://dx.doi.org/10.48550/arXiv.2208.06339
https://dx.doi.org/10.1103/PRXQuantum.2.040309
https://dx.doi.org/10.22331/q-2021-11-10-574
https://dx.doi.org/10.1109/QCE53715.2022.00146
https://dx.doi.org/10.1038/s43588-021-00181-1
https://dx.doi.org/10.1038/s43588-021-00181-1
https://dx.doi.org/10.1126/science.aal3837
https://pos.sissa.it/430/228/pdf
https://www.ibm.com/quantum
https://dx.doi.org/10.1088/1367-2630/aad1ea
https://dx.doi.org/10.48550/arXiv.2209.06930
https://dx.doi.org/10.1038/s41567-018-0151-7
https://dx.doi.org/10.1103/PRXQuantum.2.020321
https://elib.dlr.de/198760/
https://dx.doi.org/10.1103/prxquantum.2.010103
https://dx.doi.org/10.1119/1.1463744
https://www.mdpi.com/penalty -@M 2079-9292/10/20/2482
https://www.mdpi.com/penalty -@M 2079-9292/10/20/2482
https://dx.doi.org/10.1109/JSTARS.2019.2918242
https://dx.doi.org/10.1038/s41586-022-05434-1
https://dx.doi.org/10.1109/LGRS.2021.3108014
https://dx.doi.org/10.1109/IGARSS39084.2020.9323065
https://dx.doi.org/10.1109/IGARSS39084.2020.9323065
https://dx.doi.org/10.1145/1869790.1869829
https://dx.doi.org/10.1145/1869790.1869829
https://dx.doi.org/10.1109/JSTARS.2023.3316306
https://dx.doi.org/10.1109/TGRS.2021.3110056
https://dx.doi.org/10.1038/s41467-021-22539-9
https://dx.doi.org/10.1109/IGARSS46834.2022.9883676
https://dx.doi.org/10.1109/IGARSS46834.2022.9883676
https://dx.doi.org/10.1371/journal.pone.0172505
https://dx.doi.org/10.1109/IGARSS39084.2020.9323504
https://dx.doi.org/10.1016/j.cpc.2019.107006
https://dx.doi.org/10.1016/j.cpc.2019.107006


Otgonbaatar and Kranzlmüller: Exploiting the Quantum Advantage for Satellite Image Processing Engineeringuantum
Transactions onIEEE

[46] G. Cavallaro, M. Riedel, M. Richerzhagen, J. A. Benediktsson, and A.
Plaza, “On understanding Big Data impacts in remotely sensed image
classification using support vector machine methods,” IEEE J. Sel. Top-
ics Appl. Earth Observ. Remote Sens., vol. 8, no. 10, pp. 4634–4646,
Oct. 2015, doi: 10.1109/JSTARS.2015.2458855.

[47] S. Otgonbaatar,M. Datcu, and B. Demir, “Coreset of hyperspectral images
on a small quantum computer,” in Proc. IEEE Int. Geosci. Remote Sens.
Symp., 2022, pp. 4923–4926, doi: 10.1109/IGARSS46834.2022.9884273.

[48] S. Otgonbaatar and M. Datcu, “A quantum annealer for subset feature
selection and the classification of hyperspectral images,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 14, pp. 7057–7065, 2021,
doi: 10.1109/JSTARS.2021.3095377.

[49] J. Chen, E. Stoudenmire, and S. R.White, “Quantum fourier transform has
small entanglement,” PRX Quantum, vol. 4, Oct. 2023, Art. no. 040318,
doi: 10.1103/PRXQuantum.4.040318.

[50] E. M. Stoudenmire and D. J. Schwab, “Supervised learning with
quantum-inspired tensor networks,” 2016, Accessed: Nov., 2023,
doi: 10.48550/arXiv.1605.05775.

[51] Z.-F. Gao et al., “Compressing deep neural networks by matrix prod-
uct operators,” Phys. Rev. Res., vol. 2, Jun. 2020, Art. no. 023300,
doi: 10.1103/PhysRevResearch.2.023300.

[52] F. Verstraete, T. Nishino, U. Schollwöck, M. C. Bañuls, G. K.
Chan, and M. E. Stoudenmire, “Density matrix renormalization group,
30 years on,” Nature Rev. Phys., vol. 5, pp. 273–276, Apr. 2023,
doi: 10.1038/s42254-023-00572-5.

[53] H. Huang, X.-Y. Liu, W. Tong, T. Zhang, A. Walid, and X. Wang,
“High performance hierarchical tucker tensor learning using GPU tensor
cores,” IEEE Trans. Comput., vol. 72, no. 2, pp. 452–465, Feb. 2023,
doi: 10.1109/TC.2022.3172895.

[54] S. Otgonbaatar and D. Kranzlmüller, “Quantum-inspired tensor network
for Earth science,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2023,
pp. 788–791, doi: 10.1109/IGARSS52108.2023.10282577.

[55] F. Fan, Y. Shi, T. Guggemos, and X. X. Zhu, “Hybrid quantum-
classical convolutional neural network model for image classification,”
IEEE Trans. Neural Netw. Learn. Syst., early access, Sep. 18, 2023,
doi: 10.1109/TNNLS.2023.3312170.

[56] M. C. Caro et al., “Generalization in quantum machine learning from few
training data,” Nature Commun., vol. 13, no. 1, Aug. 2022, Art. no. 4919,
doi: 10.1038/s41467-022-32550-3.

[57] J. Preskill, “Quantum computing in the NISQ era and beyond,” Quantum,
vol. 2, 2018, Art. no. 79, doi: 10.22331/q-2018-08-06-79.

[58] S. Bravyi and D. Gosset, “Improved classical simulation of quantum cir-
cuits dominated by clifford gates,” Phys. Rev. Lett., vol. 116, Jun. 2016,
Art. no. 250501, doi: 10.1103/PhysRevLett.116.250501.

[59] S. Aaronson and D. Gottesman, “Improved simulation of stabilizer
circuits,” PhysRevA, vol. 70, no. 5, Nov. 2004, doi: 10.1103/Phys-
RevA.70.052328.

[60] J. Tindall, M. Fishman, M. Stoudenmire, and D. Sels, “Efficient ten-
sor network simulation of IBM’s kicked Ising experiment,” 2023,
doi: 10.48550/arXiv.2306.14887.

[61] D. Litinski, “A game of surface codes: Large-scale quantum comput-
ing with lattice surgery,” Quantum, vol. 3, Mar. 2019, Art. no. 128,
doi: 10.22331/q-2019-03-05-128.

[62] M. Hinsche et al., “One T gate makes distribution learning hard,” Phys.
Rev. Lett., vol. 130, Jun. 2023, Art. no. 240602, doi: 10.1103/Phys-
RevLett.130.240602.

[63] A. Mari, T. R. Bromley, J. Izaac, M. Schuld, and N. Killoran, “Transfer
learning in hybrid classical-quantum neural networks,” Quantum, vol. 4,
Oct. 2020, Art. no. 340, doi: 10.22331/q-2020-10-09-340.

[64] M. E. Beverland et al., “Assessing requirements to scale to practical quan-
tum advantage,” 2022, doi: 10.48550/arXiv.2211.07629.

[65] G. Cheng, J. Han, and X. Lu, “Remote sensing image scene classifi-
cation: Benchmark and state of the art,” Proc. IEEE, vol. 105, no. 10,
pp. 1865–1883, Oct. 2017, doi: 10.1109/JPROC.2017.2675998.

[66] M. Paoletti, J. Haut, J. Plaza, and A. Plaza, “Deep learning classifiers
for hyperspectral imaging: A review,” ISPRS J. Photogrammetry Remote
Sens., vol. 158, pp. 279–317, 2019, doi: 10.1016/j.isprsjprs.2019.09.006.

[67] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” 2015, doi: 10.48550/arXiv.1512.03385.

[68] E. Farhi and H. Neven, “Classification with quantum neural networks on
near term processors,” 2018, doi: 10.48550/arXiv.1802.06002.

[69] R. Fok, A. An, and X. Wang, “Spontaneous symmetry breaking in neural
networks,” 2017, doi: 10.48550/arXiv.1710.06096.

[70] A. G. Fowler and C. Gidney, “Low overhead quantum computation using
lattice surgery,” 2019, doi: 10.48550/arXiv.1808.06709.

[71] C. Gidney, “Stim: A fast stabilizer circuit simulator,” Quantum, vol. 5,
Jul. 2021, Art. no. 497, doi: 10.22331/Fq-2021-07-06-497.

[72] M. Reiher, N. Wiebe, K. M. Svore, D. Wecker, and M. Troyer, “Elucidat-
ing reaction mechanisms on quantum computers,” Proc. Nat. Acad. Sci.,
vol. 114, no. 29, pp. 7555–7560, 2017, doi: 10.1073/pnas.1619152114.

[73] M. Schuld, A. Bocharov, K. M. Svore, and N. Wiebe, “Circuit-
centric quantum classifiers,” Phys. Rev. A, vol. 101, no. 3, Mar. 2020,
doi: 10.1103/PhysRevA.101.032308.

[74] M. Benedetti, B. Coyle, M. Fiorentini, M. Lubasch, and M. Rosenkranz,
“Variational inference with a quantum computer,” Phys. Rev. Appl.,
vol. 16, Oct. 2021, Art. no. 044057, doi: 10.1103/PhysRevAp-
plied.16.044057.

VOLUME 5, 2024 3100309

https://dx.doi.org/10.1109/JSTARS.2015.2458855
https://dx.doi.org/10.1109/IGARSS46834.2022.9884273
https://dx.doi.org/10.1109/JSTARS.2021.3095377
https://dx.doi.org/10.1103/PRXQuantum.4.040318
https://dx.doi.org/10.48550/arXiv.1605.05775
https://dx.doi.org/10.1103/PhysRevResearch.2.023300
https://dx.doi.org/10.1038/s42254-023-00572-5
https://dx.doi.org/10.1109/TC.2022.3172895
https://dx.doi.org/10.1109/IGARSS52108.2023.10282577
https://dx.doi.org/10.1109/TNNLS.2023.3312170
https://dx.doi.org/10.1038/s41467-022-32550-3
https://dx.doi.org/10.22331/q-2018-08-06-79
https://dx.doi.org/10.1103/PhysRevLett.116.250501
https://dx.doi.org/10.1103/PhysRevA.70.052328
https://dx.doi.org/10.1103/PhysRevA.70.052328
https://dx.doi.org/10.48550/arXiv.2306.14887
https://dx.doi.org/10.22331/q-2019-03-05-128
https://dx.doi.org/10.1103/PhysRevLett.130.240602
https://dx.doi.org/10.1103/PhysRevLett.130.240602
https://dx.doi.org/10.22331/q-2020-10-09-340
https://dx.doi.org/10.48550/arXiv.2211.07629
https://dx.doi.org/10.1109/JPROC.2017.2675998
https://dx.doi.org/10.1016/j.isprsjprs.2019.09.006
https://dx.doi.org/10.48550/arXiv.1512.03385
https://dx.doi.org/10.48550/arXiv.1802.06002
https://dx.doi.org/10.48550/arXiv.1710.06096
https://dx.doi.org/10.48550/arXiv.1808.06709
https://dx.doi.org/10.22331/Fq-2021-07-06-497
https://dx.doi.org/10.1073/pnas.1619152114
https://dx.doi.org/10.1103/PhysRevA.101.032308
https://dx.doi.org/10.1103/PhysRevApplied.16.044057
https://dx.doi.org/10.1103/PhysRevApplied.16.044057


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


