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Abstract—The emergence of 5th-generation networks and the
introduction of the ultra-low latency Internet, namely, tactile
Internet, by the International Telecommunication Union (ITU),
has opened up a wide range of applications. Extended Reality
(XR), holoportation, and remote control of machines are among
the ones that would revolutionize the future of factories, smart
cities, and digital healthcare. Virtual Reality (VR) technology
provides users with highly realistic visual and auditory experi-
ences, enabling a high sense of immersion and embodiment in
virtual environments. In the real world, however, we use more
senses than only vision and hearing to perceive our surroundings.
Particularly, tactile sensation is the only bidirectional modal-
ity that enables us to perceive and interact with the objects
and surfaces around us. This brief introduces a real-life testbed
Unmanned Aerial Vehicle (UAV)-based system that leverages dif-
ferent technologies, including VR, 360◦ video streaming over
4G/5G, and edge computing to enable 6 Degrees of Freedom
(6DoF) view with haptic feedback for a maximized immersion.
The demonstration videos of the testbed are made publicly
available on the following links: Link1 and Link2.

Index Terms—Virtual reality, tactile sensation, 5G and beyond,
edge computing.

I. INTRODUCTION

RECENTLY, the paradigm of the Internet of Senses (IoS)
has been attracting much attention from researchers

and telecom vendors [1], [2], [3]. Researchers in various
fields, such as human-computer interaction, artificial intel-
ligence, and sensor technology, are exploring new ways to
integrate sensors and technologies to enhance human-computer
interactions. The development of the IoS is driven by the
desire to create more natural and intuitive ways for people
to interact with technology and create new opportunities for
businesses and industries. By 2030, it is expected to inte-
grate IoS into 6G networks, allowing for even more immersive
and context-aware interactions. Additionally, this integration
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can improve network performance by providing detailed
information about the environment, users, and connected
devices. This information can be used to optimize network
configurations and resource allocation in real-time, reduc-
ing congestion and increasing efficiency [4]. Furthermore,
as Unmanned Aerial Vehicles (UAVs) become more widely
adopted across various industries, it is essential to evalu-
ate the user experience when interacting with these robots,
improving the overall user experience and how UAVs are
used in different fields. Understanding the user’s experience
when interacting with UAVs makes it possible to design
and optimize these devices to meet users’ needs better. For
example, UAVs equipped with cameras and computer vision
algorithms can create an augmented reality experience, allow-
ing users to view and interact with digital content in the
context of the real world [5]. Furthermore, UAVs equipped
with microphones and speech recognition technology can cre-
ate voice-controlled interfaces for controlling the UAV or other
applications.

Sainidis et al. [6] present a system that improves the
efficiency and safety of using UAVs for first responders
using single-hand gestures and augmented reality visualiza-
tion. In [7], joystick control for UAVs is compared to a custom
human pose control method using arm movements and human
pose estimation. The latter has promising potential, and the
authors plan to improve it. However, prolonged use of hand
gesture interfaces can cause fatigue and discomfort, which
is why [8] presents a hands-free Virtual Reality (VR) flying
interface through head movements. These studies lack con-
sideration for intuitive user movements, synchronization of
multiple media, haptic feedback, and consideration to network
delay between visual and added senses to improve the pres-
ence experience [9]. These shortcomings raise the need for
further development, and improvement opportunities in this
field [10].

In this brief, we propose a novel architecture for con-
trolling UAVs that incorporates multiple sensory modalities
including haptic feedback, which is synchronized with the
UAV dynamics and End-to-End (E2E) delay. Our solution
addresses the limitations of existing UAV control systems
and offers improved control and user experience. To provide
a more immersive and interactive experience for the user,
we present three types of haptic feedback, including wear-
able suit vibrations, vibrating gloves, and vibrations from a
treadmill’s base. Furthermore, the proposed system involves
the digital transmission of information for all senses through
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Fig. 1. 6DoF View based on UAV control using body movements on locomotion platform with haptic feedback.

streaming, eliminating the distinction between physical and
virtual reality and enabling telepresence communication. Our
system can be deployed in various applications, such as virtual
tourism and entertainment, healthcare, disaster response, and
industry.

The healthcare field requires technology for teleoperation
of medical assistive robots with haptic and immersive video
feedback. Although there have been studies on shared con-
trol methods and rehabilitation exercises [11], [12], few have
explored the synchronization of multiple haptic feedback
while considering network delays. Our proposed system can
address these gaps and has the potential to be applied in the
healthcare field, for example, to perform rehabilitation exer-
cises. Additionally, the system can support disaster response
efforts by combining movement and manipulation abilities.
Moreover, mobile manipulation robots can support disaster
response efforts, as highlighted by the 2011 Fukushima dis-
aster. However, current robot technology has limitations in
such scenarios, which require both movement and manip-
ulation abilities [13]. Furthermore, Integrating new human-
machine interaction interfaces through VR in the industry
can boost productivity and safety while improving training
and simulation efficiency. Our solution aligns with Industry
5.0 goals of enhancing operator safety and ergonomics through
whole-body robot control and haptic feedback [14]. One
other promising application for this technology is virtual
tourism, where the locomotion platform provides intuitive
user movements, and haptic feedback can augment the wind
feeling.

The rest of this brief is organized as follows. Section II
describes the proposed system for UAV control with
360◦ video streaming and haptic feedback. Next, the

synchronization algorithm of user control and haptic feedback
is presented in Section III. Section IV provides and analyzes
experimental results. Finally, Section V concludes this brief.

II. SYSTEM DESCRIPTION

Our architecture for real-life implementation features
microservices-based components at the edge server that are
containerized for portability and scalability. The system
enables the end-users to control remote UAV using 360◦
video streams and sensory data from a remote location and to
immerse themselves in the remote environment through natural
body movements such as walking, crouching, and stretching.
The remote UAV is equipped with a 360◦ camera that streams
live footage to the user’s Head-Mounted Display (HMD). The
user can control the UAV through body movements once
the camera stream is received. The system components are
depicted in Figure 1 and explained below in further detail.

1) Edge Server: The edge server helps minimize latency and
ease the processing burden on the UAV and HMD by offload-
ing demanding tasks near the end user. The server includes
i) a Web server that is the interface for the VR video, ii)
an Message Queuing Telemetry Transport (MQTT) broker
that serves as a message queue for UAV commands, haptic
feedback, and network stats, ii) an Application Programming
Interface (API) for the UAV’s flight control that constantly
listens for incoming command messages and updates its status.

2) Embedded Computer: A Single-Board Computer (SBC)
integrated with the VR Treadmill converts height, movement
speed, and heading variables from the VR treadmill into UAV
instructions (speed, heading, and altitude) and sends them to
the edge server through an MQTT broker. A Python script
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running as an MQTT client on a separate computer commu-
nicates with the haptic suit by subscribing to topics on the
edge-based MQTT broker.

3) Unmanned Aerial Vehicle: The 550mm Quad-Copter
UAV is equipped with a CubeOrange flight controller run-
ning ArduPilot, an SBC, a 5G modem, and a 360◦ camera.
The CubeOrange is connected to the SBC via USB to gather
sensor data, while the SBC serves as a WiFi access point for
the camera to transmit video to the SBC before being sent
to the edge media server. The SBC is also connected to a
5G modem for Internet access. Payload distribution is meticu-
lously arranged to ensure the center of gravity remains in the
middle, critical for maintaining stability and achieving a bal-
anced rotation regime. The 360 camera is fixed on the UAV’s
frame with a short M6 bolt to avoid affecting the moment of
inertia and causing instability during flight.

4) VR User: The VR user accesses a Web page where they
enter their credentials and view a map of available UAVs.
After selecting a UAV, a new Web page opens with a 360◦
video feed from the UAV’s camera. The VR user can control
the camera’s Field of View (FoV) using a joystick with fixed
or head-following FoV angles. Users can adjust FoV angles
with the joystick to control the UAV’s surroundings better.
Additionally, text overlays on the 360◦ video show the UAV’s
sensory data, and its position is displayed on a 2D map as an
overlay. This information helps control the UAV and avoid col-
lisions with surrounding objects, providing a more immersive
and engaging VR experience.

5) Haptic Suit: The TactSuit X40, a wireless haptic vest
from bHaptics, has 40 individually programmable vibrotactile
motors. bHaptics offers a tool called the bHaptics designer to
create custom haptic feedback patterns and export them as tact
files. These tact files can be sent to the vest via a Software
Development Kit (SDK) to play the haptic patterns. A Python
script on a computer operates as an MQTT client to receive
data from the edge broker. An algorithm processes this data to
determine the UAV’s status (e.g., taking off, landing, hovering)
and play the corresponding haptic sequence.

6) Haptic Gloves: The built haptic gloves are used to control
UAVs for takeoff and landing by converting hand movements
into control commands. A neural network analyzes sensor data
to send the correct command to the UAVs via a SBC. This
technology offers a more intuitive and engaging experience
for flying UAVs.

7) Locomotion Platform: A VR Treadmill tracks the user’s
movements (speed, heading, height) and converts them into
UAV commands through an algorithm that processes sensor
data from the treadmill platform. The algorithm also imple-
ments haptic feedback by using the UAV’s sensors to translate
its movements into vibrating frequencies the user feels. The
haptic feedback maps each vibration frequency to a unique
frequency and amplitude to give the user different sensations
for different UAV maneuvers. The resulting torques at the
copter motors level are reflected in different vibration ampli-
tudes at the treadmill level. The treadmill can provide the user
with a more intuitive way to explore the 360◦ view by enabling
6DoF and allowing them to see things up close by moving
towards them.

III. USER CONTROLS AND HAPTIC FEEDBACK

SYNCHRONIZATION

The overall communication architecture that links the UAV
to the Extended Reality (XR) application could be seen as
two sub-networks with different natures. The network link that
serves the XR application (MQTT broker, media player) to the
user is considered a reliable network. In contrast, the link con-
necting the UAV to the edge host is a non-reliable network link
(5G radio). The field tests have shown that the 5G network
link quality presents many unpredictable degradations when
flying at high altitudes, caused by the downward tilt of the
eNodeB, resulting in the UAV only receiving side lobes. Under
some particular conditions, it is hard to guarantee an accept-
able video streaming quality due to the limited bandwidth and
high latency. Haptic feedback could be used as a second chan-
nel to inform the system user about the UAV states once the
video streaming quality is unpredictable. The user could rely
on haptic feedback to ensure the UAV’s safety and an immer-
sive experience. In order to achieve synchronization between
the equipment that provides the haptic feedback (Haptic suite
and locomotion) and the UAV’s state, an algorithm was imple-
mented to map the user’s movements into UAV’s movements,
while prioritizing the different actions set that gets executed
by the UAV, and estimates the UAV’s position with respect
to the user’s actions based on the onboard sensors feedback.
Simplifying the complex movements into a set of sequential
commands allows us to accurately monitor the UAV’s feedback
sensors and deduce the UAV’s state based on the measured
variations.

Synchronizing the user’s movements to the UAV’s actions
and providing accurate state-centric haptic feedback is a chal-
lenging task in the context of UAVs [15]. The haptic patterns
have to be mapped into 3D movements of the UAV, while
the haptic vibration needs to be mapped into the actual UAV’s
state (speed). Furthermore, the heterogeneity of the network
introduces unpredictable latency and bandwidth variations. To
address the issue, we identified a combination of actions that
can be used to access any point in the 3D space. The cho-
sen actions are Yaw angle control, speed control, and altitude
control. The implemented strategy relies on publishing every
lightweight message that describes the basic set of commands
and the UAV’s sensors measurement into a set of independent
channels (MQTT topics). The different scripts running on the
system’s equipment subscribe to specific channels to deduce
the up-to-date states of the UAV and the XR app user.

A. User Movements Mapping and Optimization

The locomotion platform provides mainly three sensors:
navigation speed, heading, and height. The variations of the
user’s position on this platform could be seen as a succes-
sion of cylindrical coordinates, where the origin is fixed to
the UAV’s frame. Once the user is in immersive mode, the
cylinder’s origin is merged with the UAV’s frame origin in rel-
ative positioning. The user can perform any movement using
a relative angle (user’s heading) to that origin, an altitude
in the range of the allowed values, and a speed that gets
translated into a distance. The performed movements on that
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local coordinates system get translated into a global Cartesian
coordinates system by Equation (1).

x = r cos θ, y = r sin θ, z = z, (1)

where θ is the angle measured between the user’s last position
and the actual position at instant t, and r is the integral of the
locomotion user’s speed during the sampling time δr = ∫

vdt.
z is the user’s height at the instant t multiplied by an amplifi-
cation factor z = αH. Once the new coordinates are computed
through the user’s heading, speed, and height, the new posi-
tion is mapped into a succession of prioritized commands that
gets sent to the UAV to achieve the targeted point in space.
The sent commands ensure that the UAV moves to some suc-
cession of points in space mapped to the global positioning in
Cartesian coordinates. The succession of commands is deter-
mined using some fixed priorities attributed to the different
types of commands to ensure that those movements will pro-
vide safe and pleasant movements in the immersive mode.
Algorithm 1 gives a pseudo code of the algorithm that deter-
mines the different translation vectors based on the sensor’s
values that track the locomotion platform user movements.
Once the translation vector is computed, the algorithm deter-
mines the necessary movements to reach the new location in
space. The map() function is called to translate and priori-
tize the new spatial position into a succession of commands,
mainly yaw, altitude, and speed. The map() function filters
angle sensor measurements to reduce fluctuations caused by
user movements on the platform. It also includes a limiter to
adjust the UAV’s altitude within allowed limits based on the
user’s position along the z-axis. Finally, after the filtering stage
an amplification component can increase the UAV’s speed to
move faster than the measured walking speed.

B. Haptic Feedback Mapping and Optimization

The UAV continuously transmits data from its sensors,
which are then processed to determine the UAV’s status
(armed, climbing, landing, etc.). Depending on the UAV’s
status, a predefined vibration sequence is played. The imple-
mented architecture was designed to ensure a constant delay
time for the haptic feedback, even in degraded network con-
ditions. Furthermore, the size of the different messages was
optimized to enhance the reliability of the communication.
This reliable implementation relies on haptic feedback as a
secondary information channel, even when video streaming
of acceptable quality is impossible. The experimental results
show that Mavlink messages are optimized, with average sizes
ranging from 12 to 280 bytes. To communicate essential sensor
measurements for the haptic feedback, messages of 88 bytes
were used. Mavlink messages were designed to ensure a stable
delay when transmitted over the unreliable part of the network
(5G network). The received Mavlink messages are published
on specified topics to an MQTT broker. After numerous tests,
the MQTT messages were also optimized. Table I illustrates
the impact of the Quality of Service (QoS) level and topic size
on the overall message size. The decision was made to use
concise topics and the QoS level 0 for the different required
sensor measurements.

TABLE I
QOS LEVEL ACCORDING TO THE MQTT MESSAGE SIZE

Algorithm 1 Actions Mapping Algorithm
Require: θ(t), z(t), r(t)
Ensure: |θ1| − |θ0| > 0, θ0 × θ1 �= 0, θ ∈ [−180, 180]

θ1 ← θ(t), z1 ← z(t), r1 ← r(t)
θ0 ← θ(t − 1), z0 ← z(t − 1), r0 ← r(t − 1)
// Compute the translation vector direction
if sign(θ0) = sign(θ1) then

θ ← ||θ0| − |θ1||
if θ1 ≤ θ0 then

θ ←−θ
end if

else
if θ1 ≥ 0 then

if θ0 ≥ −90 & θ1 ≤ 90 then
θ ← |θ0| + |θ1|

else
if θ1 ≥ 90 then

θ ←−(|180− |θ0|| + |180−|θ1||)
else

θ ←−(|θ0| + |180−|θ1||)
end if

end if
else

if θ1 ≤ −90 & θ0 ≥ 90 then
θ ← |180− |θ0|| + 180− |θ1|

else
if θ1 > 90 then

θ ← |180− |θ0|| + |180− |θ1|| − 360
else

θ ←−(|θ0| + |θ1|)
end if

end if
end if

end if
// Map the translation into a succession of commands
cmd[]← map(θ, |z1 − z0|, |r1 − r0|)

IV. RESULTS

A. Experimental Setup

The deployed measurement setup consists of multiple timers
that measure the delay between different components. A timer
is used to measure the delay between a published message
from the Dronekit message listener of the XR application and
its delivery to the subscribers through the MQTT broker ser-
vice. The timer starts counting once the message is transmitted
from the Dronekit message listener and stops counting once
the client receives the published message. This setup mea-
sures the latency on the reliable part of the network. Another
timer measures the latency on the unreliable network segment.
The edge server and UAV communicate using the Mavlink
protocol. The timer is deployed on the edge server side and
starts counting when a special payload message, called the
TIMESYNC message, is received. The TIMESYNC message
contains a time value transmitted from the client to the server
at a regular frequency. The timer measures the delay between
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Fig. 2. Latency of the Mavlink, MQTT and E2E messages.

the successively received TIMESYNC messages. The last part
of the measurement setup involves evaluating the sensor’s sam-
pling latency. Using a network packet sniffer (Wireshark), the
traffic emitted by the onboard computer to the Edge cloud
server is recorded during the experiment. The recorded pack-
ets are filtered using a payload identifier to only include the
set of sensors used in the haptic feedback algorithm. The
time difference between every two successive messages is cal-
culated to evaluate the sensors’ data availability delay. The
sum of these measurements gives the E2E latency. The haptic
feedback devices’ response latency is excluded from the calcu-
lation as it heavily depends on the different vendors’ software
stacks and the used actuators.

B. Results and Analysis

Figure 2 illustrates the latency measured during the mea-
surement of the different data paths. Plot (A) presents the
reliable part of the network, MQTT, and exhibits a relatively
stable and low latency with a mean of 27.78 ms and a standard
deviation (std) of 7.10 ms, indicating that the data transmitted
through this protocol with the chosen formatting is suitable
for the application. Plot (B) shows the network latency for
the critical Mavlink message, which provides the speed mea-
surements the algorithm needs. The Mavlink network delay
is low, with a mean of 49 ms and a std of 132.5 ms, show-
ing that mobile network variations do not significantly impact
the packet. The final plot (C) depicts the E2E delay, which is
higher than the sum of the previous two delays, as the mean
delay is 326.8 ms with a std of 14.11 ms. Analysis showed
that this delay is likely related to the MEMS IMU sensor
used by the flight controller, which is subject to microme-
chanical variations at high frequencies, affecting the accuracy
of measurements. Availability delay of sensor measurements

is the bottleneck of the overall system, as the data frequency
appears to be available every 200 ms, although the delay
remains reasonable for our application.

V. DISCUSSION AND CONCLUSION

In this brief, we have presented an architecture of a platform
that integrates multiple sensory inputs to enable the teleopera-
tion of UAVs through a novel interaction interface, creating a
more immersive user experience. The average E2E delay for
generating sensory data and receipt by haptic feedback devices
was 326 ms, significantly lower than the transmission delay
of 4k resolution 360◦ video. As a result, haptic feedback pro-
vides users with better reactions to different situations, and
the E2E delay remains almost constant, enabling the possi-
bility of applying algorithms that require predictability. The
sensory data can also adjust the haptic feedback intensity and
mitigate high frame loss in degraded network conditions.
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