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Abstract—This brief proposes a new approach based on a
tiny neural network to convert Pulse Density Modulation (PDM)
signals acquired from digital Micro-Electro-Mechanical System
(MEMS) microphones into the standard Pulse Code Modulation
(PCM) format for any further digital audio processing. The
proposed approach allows for a compact and ultra-low-power
hardware implementation of the conversion, suitable for ultra
tinyML Key Word Spotting (KWS) applications, closely coupled
with the sensor itself and tightly coupled with a neural network
classifier. The converter achieves a signal-to-noise ratio value of
48 dB, which enables KWS accuracy of 89% over 12 classes.
Implementation on a Xilinx Artix-7 FPGA results in 917 LUTs,
361 FFs, and 182 µW Dynamic Power (DynP) consumption.
By targeting the TSMC 0.13 µm CMOS technology, the syn-
thesis reports an area occupation of 0.086 mm2 and a DynP
of 128.7 µW/MHz. These results enable the integration of the
proposed design into the CMOS circuitry closely coupled with
the MEMS microphone.

Index Terms—Neural network, ultra-low-power, custom digital
design, in-sensor computing, edge computing, audio processing.

I. INTRODUCTION

NOWADAYS, human-machine interactions are happening
through the use of hands-free voice interfaces, which

are becoming increasingly widespread. The global voice user
interface market size is projected to grow at a compounded
annual growth rate of 23.4% over the period 2021-2027, reach-
ing a value of USD 45.94 billion by 2027 [1]. The increasing
use of Deep Learning (DL) has largely improved the voice
user interfaces [2], but it has also increased the computa-
tional complexity and memory requirements of devices, which
often recur to cloud resources with consequent limitations
in terms of scalability, privacy, communication latencies and
bandwidth availability [3]. To overcome these limitations, tiny
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Key Word Spotting (KWS) systems have been devised as
low-power always-on awaking blocks, implementable at the
edge, which trigger more complex cloud smart components
only when a keyword of interest is spotted [4]. This edge
computing domain has paved the way to the strong fusion
between the tiny KWS systems and the sensing elements,
which is further favored by the large diffusion of Micro-
Electro-Mechanical System (MEMS) digital microphones [5],
[6], [7], [8], [9], [10], [11], [12]. A great concern on top of
the complexity and power consumption of the above fusion
process is the interfacing between MEMS sensors and KWS
applications. Indeed, audio processing systems usually need
audio signals in Pulse Code Modulation (PCM) format, while
digital MEMS microphone outputs are encoded with Pulse
Density Modulation (PDM). PDM values are 1-bit quantized
and have a sampling frequency in the GHz range. PCM uses
sampling frequencies in the kHz range with a depth ranging
from 8 to 32 bits. PDM-to-PCM conversion requires com-
plex high-order filtering and high values of decimation factor,
which hardly fit resource constraints for in-sensor comput-
ing [12], [13]. Cascaded-Integrator-Comb (CIC) filters are by
far the most diffused solution that circumvents the problem
by avoiding multipliers and memory for filter coefficients,
resulting in a Hardware (HW) efficient implementation [14].
However, CIC advantages are partially nullified by the addi-
tional filtering operations required to compensate for the poor
cut-off and to remove the aliasing [14], [15]. To the best of
the author’s knowledge, for the first time in the literature, this
brief proposes a completely new data-driven approach based
on Neural Networks (NNs) to effectively combine filtering and
decimation operations. Moreover, a new custom HW design is
presented to obtain a compact and ultra-low-power converter,
overcoming the above CIC limitations. Recent published NN-
based solutions for digital filtering are [16], [17], [18]. In [16],
the authors proposed a Finite Impulse Response (FIR) fil-
ter design based on single-layer NN, trained with the aim
of approximating the magnitude response. In [17], a NN is
used to improve the filter response by initializing weight val-
ues and enhancing the pass-band, transition, or stop-band by
using a custom error function. In [18], a generative adversarial
network was suggested to design various FIR filters with any
cut-off frequency using the ideal time-domain filter function as
the input for the generator of the network. However, existing
NN-based approaches do not investigate the design of decima-
tion filters, which is essential in PDM-to-PCM conversion as
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Fig. 1. Schema of the proposed 1D-CNN-based Converter.

they determine the quality of the signals passed from digital
MEMS microphones to audio processing systems. On the
contrary, our novel PDM-to-PCM HW converter, based on a
tiny 1 Dimensional-Convolutional Neural Network (1D-CNN),
implements a decimation filter and introduces a quantiza-
tion scheme to achieve a good trade-off between the number
of physical HW resources and the Signal-to-Noise Ratio
(SNR) [19], [20], [21]. The converter has been devised to
enable the system to be joined with a low-power DL-based
tiny KWS application [22] to realize an end-to-end KWS
system that takes as input the MEMS microphone output and
computes the probability that a given command is detected.
The proposed system has been described in VHDL and proto-
typed on a Xilinx Artix-7 FPGA where it requires 917 LUTs,
361 FFs, and 182 µW Dynamic Power (DynP) consump-
tion. To explore the suitability of in-sensor integration, the
proposed converter has been synthesized with TSMC 0.13 µm
CMOS standard cells, where it achieves an area occupation of
0.086 mm2 and a DynP of 128.7 µW/MHz.

II. THE PROPOSED DESIGN

Fig. 1 shows the proposed PDM-to-PCM pipeline. It con-
sists of a shallow 1D-CNN model, preferred over more
resource-hungry fully connected (FC) layers and for the pos-
sibility of exploiting the CNN stride parameters to implement
the sample’s decimation. The bandwidth of the input audio
signals has been set to 8 kHz, in accordance with the Google
Speech Commands Dataset (GSCD), which is a public dataset
that has become the de facto open benchmark for KWS devel-
opment and evaluation [23]. The model accepts as input 1-bit
PDM signals and produces PCM signals at the output. The
sampling rate of the PDM input is 2.048 MHz, as usual for
digital MEMS microphones [24], while the sampling rate and
bit depth of the PCM output are set to 16 kHz and 8 bits,
respectively, which is suitable as an input for a tiny KWS
system [22]. For the only purpose to evaluate the deployabil-
ity of the proposed converter into an end-to-end KWS system,
we have tested our converter with the 8-bit quantized NN
model for audio wake words proposed in [22]. It is an already
trained TensorFlow (TF) Lite model, which accepts 10×49

TABLE I
THE LIST OF THE WORDS OF THE CREATED DATASET. THE NUMBER

OF UTTERANCES IS 100 FOR EACH WORD

8-bit mel-frequency cepstrum as input and is capable of 92%
accuracy over the 12 classes in Table I, trained with the GSCD.

A. Model

As shown in Fig. 1, the input of the proposed 1D-CNN
consists of W1 = 2,048,000 1-bit samples, which corresponds
to 1 second considering the input sampling rate of 2.048 MHz.

The model is composed of two convolutional layers,
CONV1 and CONV2, with 1 channel and same padding.
CONV1 has a kernel size of 64 and strides1 = 64. Its out-
put consists of 32,000 (2, 048, 000/64) 8-bit quantized values.
CONV2 has a kernel size of 23, strides2 = 2 and (1) as
activation function. Its output shape is 32, 000/2 = 16, 000
and quantized to 8 bits. The overall decimation factor is
strides1 × strides2 = 64 × 2 = 128.

y = tanh(x) = ex − e−x

ex + e−x
. (1)

B. Dataset

Considering the absence of a public PDM dataset, to train
and evaluate the proposed 1D-CNN, it has been necessary to
build a custom dataset. We derived the PDM data by con-
verting a PCM subset of the GSCD [23]. The GSCD consists
of 105,829 utterances of 35 words. Each utterance is 1 s (or
less) WAVE file, encoded as 16-bits single-channel PCM val-
ues with a sampling rate of 16 kHz. In this brief, we have
considered the 12 classes in Table I, composed of 10 command
words, 1 “silence” class, and 1 “unknown” class, which con-
tains words not belonging to the previous classes. The PCM
utterances have been normalized in the range (−0.4, 0.4) and
the recordings shorter than 1 s have been zero-padded. The
corresponding PDM features have been obtained through the
Delta Sigma Toolbox in MATLAB [25], setting the order of
sigma-delta ADC to 4 and the oversampling ratio to 128. The
resulting balanced dataset consists of 100 utterances of 1 s for
each one of the 12 classes, for a total of 1200 recordings, in
PCM and PDM formats.

C. Training Settings

A custom loss function, Fast-Fourier-Transform Mean
Absolute Error (FFT-MAE), has been devised to approximate
as much as possible the magnitude response of the desired dec-
imation filter in Fig. 2. The function, described by (2), returns
the mean absolute error between the magnitude of the FFT
of the model outputs and the magnitude of the FFT of the
corresponding labels.

FFTMAE = 1

n

n∑

i=0

||FFT(Yi)| − |FFT(Ŷi)|| (2)
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Fig. 2. Block diagram of traditional filtering chain with an input sampling rate of 2.048 MHz and an output sampling rate of 16 kHz for PDM signals
generated by a fourth-order sigma-delta ADC.

TABLE II
MEMORY FOR PARAMETERS AND NUMBER OF OPERATORS PER WINDOW

REQUIRED BY THE PROPOSED SYSTEM AND CIC-BASED FILTER

The proposed converter has been modeled and trained using
TF [26] and QKeras [27] frameworks. The model has been
initially described and trained using TF. Subsequently, the TF
model has been 8-bit quantized by using QKeras and this has
been fine-tuned. The custom dataset has been split into training
(80%), validation (10%), and test (10%) partitions. To verify
that the proposed model can be used as a filter for any input
after training, the test dataset consists of different classes than
those in the training dataset: in particular, samples belonging
to 7 classes (“Down”, “Up”, “Silence”, “Left”, “Right”, “Yes”,
“No”), 2 classes (“Go”, “Stop”), and 3 classes (“Off”, “On”,
“Unknown”) have been used for training, validation, and test-
ing, respectively. The learning rate, the batch size, and the
number of epochs have been set to 0.01, 64, and 150, respec-
tively. The optimizer and loss function chosen have been Adam
and FFT-MAE, respectively.

D. Model Evaluation and Comparisons

The model evaluation returns FFT-MAE=0.16 and
MAE=0.005 on the test dataset. The SNR achieved with a
1 kHz sinusoidal input is 48 dB, which is only 4% lower
than the theoretical maximum SNR with 8-bit quantization.
The use of FFT-MAE as loss function in place of MAE has
improved the SNR of 4.3%. For comparisons, a conven-
tional decimation filter based on CIC has been designed in
MATLAB to be used as ground truth. Following the design
criteria presented in [28], a pipeline of 5th-order CIC filter,
a decimation of 64, moving average, 63th-order low-pass
FIR filter, and decimation of 2 has been implemented.
Fig. 2 schematizes the design and shows the relative magni-
tude response. Table II compares the proposed system with
the CIC-based filter depicted in Fig. 2, in terms of memory
amount for the parameters and the number of arithmetic
operators. Although the number of adders required by our
proposal is slightly greater than the conventional filter, the
amounts of multipliers and memory are about one order of
magnitude lower, thus resulting in an overall significantly
lower computational complexity and resource requirements.

Fig. 3. Block diagram of: (a) the HW design of the proposed 1D-CNN based
decimation filter; (b) the processing element.

The above results enable the proposed filter to be effectively
integrated into KWS system pipelines. As a demonstration of
that, our proposal and the CIC-based filter have been used
as the input block of the tinyML KWS system available
in [22], achieving in both cases an average accuracy of 89%
on the GCSD subset that we used to build our PDM-PCM
dataset. This result, in conjunction with those in Table II,
demonstrates the convenience of our proposal with respect to
conventional CIC filters.

III. HARDWARE ARCHITECTURE

To meet the very strict area and power constraints of edge
and in-sensor computing, great efforts have been made in this
brief to use the minimum amount of HW resources by exploit-
ing an iterative design with few elements devoted to different
functions. This choice is not a concern for the processing time,
because it is limited by the low Output Data Rate (ODR) of
the sensor, and is considered sufficiently low when the design
meets real-time operations, namely when the processing of
an input sample ends before the arrival of another one. As
schematized in Fig. 3a, the HW architecture of the proposed
converter consists of a Control Unit (CU) and a processing
block (CORE). As usual, the CU has been implemented by a
Finite State Machine (FSM). The CORE recursively performs
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all the operations necessary for the implementation of the
network layers. As shown in Fig. 3a, the Core is composed
of one Processing Element (PE), which features arithmetic
operations, multiplexers, to properly route the signals, and
registers.

The latter are divided into SIPO_IN, BFIFO1, FIFO1, and
FIFO2, which store 8, 23, 65, and 24 bytes, respectively.
FIFO1 and FIFO2 are used to store the parameters (weights
and biases) of the network. SIPO_IN and BFIFO1 of Figure 3a
behave as synchronization elements: the PE processes the data
and the partial results are stored in BFIFO1. Meanwhile, the
incoming data are stored in SIPO_IN, which acts as an input
buffer, and they are processed as soon as the PE is ready. The
network parameters of CONV1 and CONV2 must be loaded
into the corresponding FIFOs at the startup. Subsequently,
the CU configures the FIFOs as circular buffers for the rest
of the execution time. BFIFO1 was set as a shifter register
when it must be written, while behaves as a circular buffer
when it must be read. As shown in Fig. 3b, the PE con-
sists of a multiplier, an adder, registers to store the output
(REG_outPE) and the data needed to implement the activation
function (REG_act_func), and multiplexers to appropriately
route the signals for implementing equations (3), (4) and (6),
through which all layers are realized. CONV1 1D-convolution
is calculated as:

conv1_out(i) =
n∑

i=0

pdm(i) × w1(i)

=
n∑

i=0

(−1)not[pdm(i)] × w1(i) (3)

where w1 is the weight and pdm is PDM value, which can
assume the values 0 or 1 to represent -1 or 1, respectively.
Since PDM values are constrained to -1 and +1, multipliers are
not needed to implement (3), but they simply decide whether
the relative weights must be added or subtracted, through the
routing depicted in Fig. 3. On the contrary, CONV2 requires
additions and multiplications to calculate:

conv2_out(j) =
m∑

j=0

conv1_out(j) × w2(j) (4)

where the j−th CONV1 output, from BFIFO1, is multiplied to
the j− th weight of CONV1 and the j− th weight of CONV2.
When padding is required for CONV2, M_mult_out selects the
value 0. The activation function (1) has been implemented by
exploiting the first two terms of the Taylor series expansion
in (5). This choice reduces the approximation error due to
truncation of (6) to be lower than the 8-bit quantization error,
in turn calculated as 2-7 = 7.8125 × 10-3. In this way, Taylor
expansion truncation does not affect system performance.

b = tanh(a) = a − 1

3
a3 + 2

5
a5 − 17

315
a7 + · · · (5)

b = a − 1

3
a3 = a − 1

3
× a × a × a (6)

The calculation of the activation function requires 4
clock cycles: 2 consecutive accesses to REG_outPE and
REG_act_func and a 3rd access to REG_act_func are needed

TABLE III
FPGA RESULTS AND COMPARISONS AT SENSOR ODR=2.048 MHZ

to calculate 1
3 × a3. A 4th access to REG_outPE and

REG_act_func is required for the final addition.
Considering that the convolutions of CONV1 and CONV2

require 64 sums and 24 multiply-accumulations (MAC),
respectively and that values are coded with 8 bits fixed-
point (1.7), the results of the sums require a code length
of 14 bits (7.7) and 21 bits must be used to code results
from MACs (7.14). Therefore, a fixed-point coding of 21 bits
(7.14) has been exploited to avoid overflow. The number of
clock cycles (ccs) required by the CORE to process an input
ranges between 1 to max_ccs_inputCore = 184, depending on
whether convolutional operations, sum with a bias or padding
are required. Therefore, the system acquires a new input sam-
ple after a minimum number of css, min_ccs_inputSys =
max_ccs_inputCore = 184. With a MEMS microphone ODR
of 2.048 MHz, the Operative clock Frequency (OpFreq) of the
system should be greater than max_ccs_inputCore × ODR =
184 × 2.048 = 377 MHz. However, input buffer, SIPO_IN,
can be used to reduce the above requirement since the
min_ccs_inputSys required before the system can accept a new
input data is max_ccs_inputCore/SIPO_IN_size. Since the
DynP resulted in 130 µm CMOS synthesis is 128.7 µW/MHz,
in order to keep the DynP below 1 mW (less than the typical
power dissipation of MEMS microphones [24]), the maximum
OpFreq must be 7.6 MHz. Therefore, the min_ccs_inputSys =
max_OpFreq/ODR = 7.6/2.048 = 3 and the mini-
mum SIPO_IN = max_ccs_inputCore/min_ccs_inputSys =
184/3 = 62 bits.

IV. SYNTHESIS AND IMPLEMENTATION RESULTS

The proposed HW design has been implemented on a Xilinx
Artix-7 (xc7a35tcpg236-1) FPGA by using the Xilinx Vivado
design suite and synthesized with TSMC CMOS standard cells
by using Cadence toolchain.

A. FPGA

To evaluate our design, we have implemented the tradi-
tional filter design of Fig. 2 on the same FPGA using the
Xilinx LogiCORE IP CIC compiler core [29] and the Xilinx
LogiCORE IP FIR compiler [30], with the aim of comparing
the two designs. The clock frequency has been set at 6.5 MHz,
which is the minimum frequency to ensure real-time process-
ing with an input PDM sampling frequency of 2.048 MHz and
a SIPO_IN = 62 bits. As reported in Table III, although the
number of LUTs mapped by our design is 23% greater than
that based on CIC, the number of FFs mapped by our pro-
posal is approximately 56% lower, while not using DSP to
make the implementation results as platform-independent as
possible. In addition, the DynP consumption of the proposed
system is 182 µW, which is one order of magnitude less
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TABLE IV
SYNTHESIS RESULTS AT SENSOR ODR=2.048 MHZ

than its counterpart. These results confirm that the proposed
system can be conveniently combined with a low-power DL-
based TinyML KWS application, creating an end-to-end KWS
system for edge computing.

B. Standard Cells

To evaluate the possibility of tightly coupling the proposed
converter to the sensor itself, the system has been synthesized
with TSMC 0.13 µm CMOS, which is compatible with the
manufacturing of the most commercially available MEMS sen-
sors, and compared with a conventional CIC-based solution
having the same filtering characteristics. The MEMS micro-
phone ODR has been set at 2.048 MHz (the maximum is
3.4 MHz) since it is the maximum value expressible as a 2’s
power, which is essential for efficient decimation. As reported
in Table IV, the regime frequency of our proposal is about
20 times lower than the CIC-based, with positive effects on
the power dissipation, which results lower than 1 mW and
about 3 times lower than the alternative, as estimated through
Cadence Joules RTL Power Solution fed with SAIF files.
Although the occupied area of 0.086 mm2 is quite higher
than that of the CIC-based, the difference is marginal and
the value remains compatible with a perspective integration
into the CMOS circuitry of digital MEMS microphones. As a
final note, the maximum ODR that our system can interface
is 66 MHz which is overestimated for KWS but could be
interesting in other scenarios [31].

V. CONCLUSION

This brief proposes a new data-driven approach based on
NNs to design decimation filters for PDM to PCM conver-
sions suitable for KWS systems. A low-power HW design
has been implemented on FPGA and synthesized in 0.13 µm
CMOS technology, overcoming in both cases the conventional
CIC-based designs and showing the possibility of an in-sensor
implementation of the proposed converter. Results encour-
age future research into in-sensor integration of the entire
end-to-end KWS system.
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