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Abstract— The Modulated Wideband Converter (MWC) is
one of the promising sub-Nyquist sampling architectures for
sparse wideband signal sensing applications. Its frequency sup-
port detection and the reconstruction ability is well-defined
through compressed sensing theory. However, the reconstruction
performance of the MWC is strictly limited by the non-ideal
components in practical implementations. Previous calibration
methods exploit sequential single-tone signals to estimate the
actual transfer function of the MWC, which is fairly time-
consuming. We propose a new calibration method that estimates
the actual sensing matrix coefficients of the MWC only with
a single measurement based on a pilot multi-tone signal. The
feasibility of the proposed calibration method is demonstrated
in terms of normalized mean square error (NMSE) and image
rejection ratio (IRR) of the reconstructed original signal.

Index Terms— Modulated wideband converter, compressed
sensing, sparse wideband signal spectrum sensing, calibration
method, practical implementation.

I. INTRODUCTION

MULTIBAND signal sensing has been successfully
applied to cognitive radios and spectrum analyzers

[1]–[3]. However, the target bandwidth becomes significantly
wider to drive a constantly increasing demand of data-
rate in wireless communications. Unfortunately, a sampling
speed of current commercial analog-to-digital converters are
often insufficient to capture such wideband signal based on
Shannon-Nyquist theorem [4], [5] that states that the sampling
speed must be at least twice higher than the bandwidth of the
signal.
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Mitigating the hardware overhead of a multiband sig-
nal sensing, several hardware-efficient sub-Nyquist sampling
architectures are proposed over the past decades. Among them,
the modulated wideband converter (MWC), firstly appeared
in [6], shows interesting architecture based on the com-
pressed sensing theory to effectively capture sparse multiband
signals. Although the recovery process and the reconstruc-
tion procedure for the sensed multiband sparse signal is
ideally well-defined by sensing matrix of the compressed
sensing in mathematical frameworks, the existing implemen-
tations including quadrature analog-to-information converter
(QAIC), time-segmented QAIC (TS-QAIC) and random trig-
gering based modulated wideband compressive sampling (RT-
MWCS) in [7]–[20] face several practical issues related to the
non-ideality of the analog components including mixer, low-
pass filter (LPF) and analog-to-digital converter (ADC) that
cause uncertain deviation on the sensing matrix from its ideal
value. Without calibrating the sensing matrix, realization of the
reconstruction and the recovery of support becomes infeasible.
The previous works [7]–[10], [21]–[23] exploit the estimation
method for actual sensing matrix based on a set of sequential
measurements of single-tones with known frequencies. This
iterative method is extremely time-consuming and the digital
processing of the calibration turns into computationally com-
plex due to the large number of calibration signals for real-time
applications. In addition, the accuracy of the calibration may
be deteriorated by the measurement-to-measurement timing
mismatch.

In this paper, we propose a novel calibration method for
simultaneous estimation of all the components of the actual
sensing matrix based on a single measurement with a non-
sparse pilot signal. Not only the number of measurement is
reduced in the proposed method, but also the measurement-
to-measurement timing fluctuations in the calibrated sensing
matrix are fundamentally suppressed. The performance of
the proposed calibration method is demonstrated in terms of
normalized mean square error (NMSE) and image rejection
ratio (IRR) for the reconstruction of the original time-domain
waveform. To the best of our knowledge, previous applications
of the MWC are all intended to be used for detecting power
on specific frequencies without reconstructing the original
time-domain waveform itself as in [8], [9], [21], [24]. In
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Fig. 1. Input sparse signal spectrum model.

this research work, we will discover the high performance
possibility of the reconstruction process for the original time-
domain waveform based on the MWC.

The remainder of this paper is organized as follows.
Section II provides some preliminary background of the
wideband sparse signal and the MWC system. Section III
presents a conventional calibration method for the MWC,
whereas the proposed calibration method is discussed in
Section IV. Section V demonsrates the implementation setup
and the achieved performance is discussed. Finally, this paper
is concluded in Section VI.

II. PRELIMINARIES

A. Wideband Sparse Signals

Frequency-domain representation is useful to define a wide-
band sparse signal rather than its time-domain definition [25].
The frequency-domain representation of a multiband signal
can be modeled as

X ( f ) =
L0∑

l=−L0

Zl( f − l f p), (1)

where Zl( f ) is a separate spectrum slice placed at baseband
and carrier frequencies are assumed to be aligned with integer
multiples of f p here. As shown in Fig. 1, the frequency-shifted
version of Zl( f ) is sparsely placed in the frequency domain.
The number of slots within the band of interest is counted as
L0 in (1).

If the signal is spectrally sparse, most of Zl( f ) are zero.
So (1) is rewritten as

X ( f ) =
∑
l∈S

Zl( f − l f p), (2)

where S is a support of X ( f ), which is a set of N indices
that correspond to carrier frequencies (including conjugate
frequencies) of active bands. As the signal is spectrally sparse,
N � L. Furthermore, another important assumption is that
each active band signal has a bandwidth B which is narrower
than f p so that any active band signals do not overlap with
each other.

B. Modulated Wideband Converter (MWC)

Based on the MWC settings defined in [6], a basic MWC
system is illustrated in Fig. 2 [25]. The main architecture of the
MWC is divided into three parts to demonstrate its input and
output dependence step by step. Part 1 includes a mixer that
mixes the input signal with a mixing function pi (t) and an LPF
that retains baseband part of the mixed signal. Part 2 indicates
the conversion of the analog signal to the digital signal, while

Fig. 2. Basic MWC system block diagram.

TABLE I

MWC DESIGN PARAMETERS

Fig. 3. (a) Fourier Series of the i-th PSF, (b) DTFT of the i-th sampled
signal of the basic MWC.

Part 3 includes digital processing such as digital modulation,
support detection and reconstruction of the original signal. The
design parameter notations are summarized in Table I.

A periodic sign function (PSF) pi(t) is a periodically con-
stant sequence with M length that switches the level between
−1 and +1 for Tp = 1/ f p interval. Formally,

pi(t) = αi, j , j
Tp

M
≤ t ≤ ( j + 1)

Tp

M
, 0 ≤ j ≤ M − 1

(3)

with a random αi, j ∈ {+1,−1} [6]. A frequency-domain
illustration of a PSF pi (t) that is decomposed into Fourier
series coefficients ci,l located at l f p is shown in Fig. 3(a).
These components downconvert corresponding bands or spec-
trum slices of the input signal with individual amplitudes as
in Fig. 3(b), where the i -th digital output signal yi [n] through



BYAMBADORJ et al.: CALIBRATION TECHNIQUE FOR SIMULTANEOUS ESTIMATION OF ACTUAL SENSING MATRIX COEFFICIENTS 5563

Fourier transform can be expressed as

Yi (e
jwTs ) =

L0∑
l=−L0

ci,−l Zl( f ). (4)

If (4) is written as a vector signal Y =
[Y1(e jwTs ), Y2(e jwTs ), . . . Ym(e jwTs )]T in matrix form
where the superscript T represents transpose, the generalized
form is given by

Y = AZ, (5)

where Z points out separate spectrum slices of the input
discrete-time signal and A is a sensing matrix that is defined
only by Fourier series coefficients of all PSF signals as

[A]i, j = ci, j , i ∈ [1, m], j ∈ [−L0, L0]. (6)

The parameter q in Table I enables design flexibility between
the number of analog channels and the complexity of digital
signal processing by increasing the sampling rate of the ADC
in each channel to capture more frequency bands into digital
domain [25]. Although the detailed explanation is omitted in
this paper, in the case of a so-called advanced MWC, q (> 1)
digital channels are effectively extracted from a single analog
channel [25].

Once we have a digital vector signal, we have to recover
support frequencies of active bands in the input wideband
sparse signal using Greedy algorithms such as matching
pursuit (MP), orthogonal matching pursuit (OMP), etc [26].
Recovered support frequency indicates nonzero signal indices
of Z = [Z−L0( f ), . . . , Z0( f ), . . . , Z L0( f )]T . These nonzero
signals can be reconstructed using least-squares through the
multiplication of the pseudo-inverse matrix as follows:

ẐS = A†
SY (7)

Here, subscript S denotes a set of row indices where Z takes
nonzero values. In more detail, A†

S = (AH
S AS)−1AH

S , where
AS denotes a submatrix of A formed from a column set S
and AH indicates Hermitian matrix that is equal to its own
conjugate transpose.

III. CONVENTIONAL CALIBRATION METHOD FOR THE

MWC

In this section, two different conventional calibration meth-
ods based on the single-tone training signal are introduced.
The single-tone training signal can be written as

x̃ = cos(2π ft t), (8)

where ft is the frequency of the training signal. Depending
on the choice of the ft , two different calibration methods are
introduced by the literatures [9], [22].

A. Case ft = k f p, k ∈ Z

The literature [22] proposed the calibration method based on
the single-tone training signal. The frequency of the training
signal is iteratively adjusted with f = 2πk f p where 1 ≤ k ≤
L0. The training signal is defined by

x̃(t) = cos(2π(k f p)t). (9)

After the MWC processes, the sampled signal in the i -th
channel is written as

ỹi [n] = 1

2
(ci,k + ci,−k ). (10)

Considering the property ci,k = c∗
i,−k , the following equation

is obtained

Re{ci,−k} = ỹi [n]. (11)

Applying similar discussion to sin(2π(k f p)t) where 1 ≤ k ≤
L0 then the sampled signal in the i -th channel is

ỹi [n] = j

2
(ci,k − ci,−k), (12)

which leads to

Im{ci,−k} = ỹi [n]. (13)

This calibration procedure starts with cosine wave by setting
the input frequency to f p . Then, the real component of
ci,−k is directly obtained from the output of the ADC as in
(11). After that, the input signal is changed into sine wave
with the same frequency. In the same manner, the imaginary
component of ci,−k is directly obtained from the output of
the ADC as in (13). From these two measurements, ci,−k is
obtained. By iteratively changing the frequency and repeating
the procedure, the exact elements in the actual matrix A can
be calculated [22].

This approach needs 2L0 measurements for the calibration
of actual sensing matrix that may includes measurement-to-
measurement timing and gain mismatches due to the uncer-
tainty in the ADC sampling timing, channel-to-channel timing
skew of the signal source, etc.

B. Case ft �= k f p, k ∈ Z

The literature [9] proposed a calibration method based on
the single-tone signal as given by

x̃ = sin(2π(k f p + f0)t), k ∈ [0, 1, . . . , L0]. (14)

Here, the bias frequency f0 is set within the range of 0 <
f0 < f p/2. After the MWC processes, the sampled signal in
the i -th channel is written as

ỹi [n] = ci,k sin(2π f0nTs). (15)

Due to the impact of some added noise and nonlinear effects
of the mixer, the ỹi [n] contains additional harmonics at DC,
bf p and bf0 for b ∈ N. To extract the ci,k term, first they
removed DC component by subtracting the mean value of the
signal. Then they estimated the actual frequency f̃0 based on
Welch’s spectrum estimation [27]. Finally, they applied a least
square method to estimate the ci,k based on

argmin
ci,k

�ỹi [n] − ci,k sin(2π f̃0nTs)�2. (16)

After performing L0 + 1 iterations of the above calibration
procedure, the sensing matrix is obtained [9]. Using ft �=
k f p, k ∈ Z, the complex number ci,k is obtained from one
measurement in this method while the previous method in
Sect. III-A requires two. Thus this approach reduces the total
number of measurement to L0.
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IV. PROPOSED CALIBRATION TECHNIQUE

In this section, the proposed calibration technique is
explained in comparison to the conventional calibration
method discussed in Sect. III. First, we define a pilot sig-
nal that is necessary for the proposed calibration technique.
Afterwards, the estimation method of the actual sensing matrix
based on the pilot signal is proposed.

A. Pilot Signal Generation

Although the MWC is designed for wideband sparse signal,
we exploit a dedicated non-sparse signal for this calibration
technique as shown in Fig. 4(a). The sparse signal in this
paper is defined as the signal that covers a limited number
of bands or spectrum slices within the band of interest. Thus
the pilot signal is recognized as a non-sparse signal, because
the tones spread all over the bands. The pilot signal for the
calibration is composed of multiple tones as given by

x̃(t) =
L0∑

l=1

cos(2π(l f p + fl)t + φl), (17)

where φl is an initial phase and fl is a pilot single-tone
frequency that lies within f p/2. The set of the phases is
important to limit the crest factor in order to maximize the
dynamic range within a limited full-scale range of the ADC.
For this purpose, the Newman phases are used in this paper
to present low crest factor. According to [28], the Newman
phases can be given by

φl = π(l − 1)2

L0
. (18)

In more detail on the frequency set, fl can be linearly spaced
for straightforward understanding as

fl = f0 + l� f. (19)

Here, f0 is an offset frequency for all tones, � f is a constant
distance between two tones. In the frequency-domain, (17) is
rewritten as

X̃( f ) =
L0∑

l=−L0

Z̃l( f − l f p) =
L0∑

l=−L0

e jφl δ( f − l f p − fl),

(20)

where each Z̃l( f ) spectrum slice of the input signal contains
single-tone at l f p + fl as illustrated in Fig. 4(a).

B. MWC With Pilot Signal

In order to identify the actual transfer function deviated due
to hardware-related non-idealities, the pilot signal explained
above is used as the input to the MWC. The discrete-time
Fourier transform of the i -th output (4) of the ADC is given
by

Ỹi (e
jwTs ) =

L0∑
l=−L0

c̃i,−lδ( f − fl). (21)

Here, c̃i,−l is a Fourier series coefficients of the actual PSF,
which is not equal to the ideal ci,−l . Each single tone at fl

Fig. 4. (a) Spectrum of the pilot signal, (b) Fourier series of the i-th PSF
and (c) spectrum of the mixer output.

from each spectrum slice Z̃l( f ) of the pilot signal in Fig. 4(a)
is mixed with the corresponding actual coefficient c̃i,−l of
the PSF in Fig. 4(b) and the downconverted part of the
mixer output is illustrated in Fig. 4(c). The main advantage
of the pilot signal can be seen in (21); the downconverted
components are disjoint in the frequency-domain. Then (5) is
rewritten as

Ỹ = ÃZ̃, (22)

where Ỹ = [Ỹ1(e jwTs ), Ỹ2(e jwTs ), . . . Ỹm(e jwTs )]T ,
Z̃ = [Z̃−L0( f ), . . . , Z̃−1( f ), Z̃0( f ), Z̃1( f ), . . . Z̃ L0( f )]T

and Ãi, j = c̃i, j . In other words, Z̃l( f ) contains only one
nonzero component in the frequency domain. Based on this
advantage, (22) can be rewritten as

Ỹi (e
j2π flTs ) = [Ã]i,l Z̃l( fl), (23)

so that each component Ỹi of Ỹ is independent of other
components of Z̃ in (22).

C. Calibration of the Actual Sensing Matrix

According to (23) and its disjoint feature of the mixer output
signal in the frequency-domain, the actual coefficients of the
sensing matrix can be independently calculated as

c̃i,l = Ỹi (e j2π( fl)Ts )

Z̃l( fl)
for all l ∈ [−L0, L0], i ∈ [1, m].

(24)

The pilot signal is non-sparse as it covers many bands
within the frequency of interest, thus the MWC does not
have a capability to reconstruct it. However, based on (24)
the coefficients of the sensing matrix are extracted without
reconstructing the original pilot signal. The calculation of
the whole sensing matrix coefficients needs only a single
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measurement with the pilot signal in the proposed calibration
method.

The advantages of the proposed calibration technique are
summarized as follows:

• The ideal reconstruction of the MWC in [6] assumes that
there is no time difference between the PSF and the ADC
clock. However, the time difference is introduced by a
non-zero wiring delay in the practical implementation.
This time difference can be taken into account as a
linear phase shift in the sensing matrix as pointed out
by [7], [21], [29]. In the proposed technique, the time
difference between PSF and ADC clock is automatically
included in the actual c̃i,l in (24). For example, if a
time delay ti exists between i -th PSF and the ADC
clock (explained later in Fig. 7(b)), then it introduces
additional e j2πl f pti phase shift on l-th component ci,l of
the PSF. That phase shift will be directly measured by
l-th tone of the pilot signal at l f p + fl frequency then the
mixer downconverts the phase-shifted component into fl

frequency. Therefore the phase shift information appears
in Ỹi (e j2π fl Ts ) so that c̃i,l obtains the e j2πl f pti phase shift
through (24).

• The conventional method does not have a capability to
estimate the accurate initial phase of the single-tone sig-
nal. The reason is that the initial phase of the single-tone
signal is shifted by the phase characteristics of the transfer
function as well as by a measurement-to-measurement
timing fluctuation. This timing fluctuation in the single-
tone sequential measurement results in unexpected phase
rotations on each sensing matrix coefficient, which in
consequence leads to a reconstruction failure. However,
in the proposed calibration method, all the coefficients in
the sensing matrix is obtained from the single measure-
ment so that the phase rotations of all the coefficients
are identical. Even if the sampling timing in the actual
measurement is shifted from that in the calibration, it just
introduces some time shift in the time-domain waveform,
which does not distort the waveform shape. The initial
phase is also necessary to find the starting point of the
signal so that the timing mismatch can be compensated
in the multi-channel MWC. The relative phases between
tones in the pilot signal are defined by the Newman
phases as introduced in Sect. IV. Using this relation
the initial phase of the input signal can be calculated
precisely.

• Similar to the initial phase estimation, the gain mismatch
of the multi-channel is also detectable based on the pilot
signal. These gain and timing mismatches are necessary
to be compensated in the multi-channel MWC to avoid a
reconstruction failure.

D. The Reconstruction Performance Based on NMSE and
IRR

The quantification of the reconstruction performance of the
MWC is necessary to demonstrate the effectiveness of the
calibration method. For that reason, the normalized mean
square error (NMSE) of the time-domain reconstructed signal
x̂(t) with respect to the original input signal x(t) is defined

Fig. 5. The reconstructed original single-tone and its unwanted image
are highlighted as blue circles and red triangles in the frequency-domain,
respectively.

as follows:

NMSEdB = 10 log10

∫ ∞

−∞

∥∥x(t) − x̂(t)
∥∥2

�x(t)�2 dt . (25)

Here, the mean square error (MSE) part in the numera-
tor 1

T

∫ T
0

∥∥x(t) − x̂(t)
∥∥2 is normalized by the average signal

power 1
T

∫ T
0 �x(t)�2 in the denominator. As the reconstructed

time-domain waveform x̂(t) approaches closer to the original
input waveform x(t), the MSE part reaches to 0 then NMSE
in decibel goes to minus direction.

The alternative way to quantify the reconstruction perfor-
mance is an image rejection ratio (IRR). The actual sensing
matrix Ã is no longer an inverse of the ideal A†

S that results in
A†

SÃZ �= ZS. In more detail, the image is introduced when the
single-tone is injected. Supposing that the input single-tone is
given by

x(t) = cos(2π(k f p + f0)t), (26)

where f0 < f p/2, its frequency-domain components are
defined as

X ( f ) = 1

2
(δ( f − k f p − f0) + δ( f + k f p + f0)) (27)

such that S = {−k, k}. Then the nonzero spectrum slices of
the input signal as in (2) is given by

Zk( f ) = 1

2
δ( f − f0) (28)

Z−k( f ) = 1

2
δ( f + f0) (29)

Recalling (4), the i -th digital output of the ADC in the MWC
is expressed by

Yi (e
jwTs ) = c̃i,−k Zk( f ) + c̃i,k Z−k( f ) (30)

= 1

2
(c̃i,−kδ( f − f0) + c̃i,kδ( f + f0)). (31)

After the reconstruction as in (7) with m = 2 case, the recon-
structed spectrum slices are given by

Ẑk( f ) = 1

2
[A†

S]1,1(c̃1,−kδ( f − f0) + c̃1,kδ( f + f0))

+1

2
[A†

S]1,2(c̃2,−kδ( f − f0) + c̃2,kδ( f + f0)),

(32)



5566 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. 67, NO. 12, DECEMBER 2020

Fig. 6. The MWC implementation setup.

which leads to

Ẑk( f ) = 1

2
([A†

S]1,1c̃1,−k + [A†
S]1,2c̃2,−k)δ( f − f0)

+1

2
([A†

S]1,1c̃1,k + [A†
S]1,2c̃2,k)δ( f + f0).

(33)

Assuming the ideal case where

([A†
S]1,1c1,−k + [A†

S]1,2c2,−k) = 1

([A†
S]1,1c1,k + [A†

S]1,2c2,k) = 0, (34)

the reconstructed spectrum results in

Ẑk( f ) = 1

2
δ( f − f0). (35)

Here the image component δ( f + f0) is completely rejected.
However, considering c̃i,l �= ci,l in the practical case, (34) is
no longer true where

[A†
S]1,1c̃1,−k + [A†

S]1,2c̃2,−k �= 1 (36)

[A†
S]1,1c̃1,k + [A†

S]1,2c̃2,k �= 0 (37)

Consequently, δ( f + f0) is not completely suppressed and it
appears on the reconstructed Ẑk( f ) spectrum slice as an image
of the original component δ( f − f0) as illustrated in Fig. 5.
The image rejection ratio (IRR) in Fig. 5 is defined by

IRRdB = 10 log10
�Zk( f0)�2

�Zk(− f0)�2 , (38)

which is a power ratio of the original and the image compo-
nents. In the case of m = 2, the IRR is given by

IRRdB = 10 log10

∥∥∥[A†
S]1,1c̃1,−k + [A†

S]1,2c̃2,−k

∥∥∥2

∥∥∥[A†
S]1,1c̃1,k + [A†

S]1,2c̃2,k

∥∥∥2 . (39)

The deviated sensing matrix deteriorates the reconstruction
by introducing images of the original signal. To quantify
such distortion, the IRR measures the ratio of the image
signal power and original signal power regardless of any other
components in the frequency domain. The IRR differs from
the NMSE by measuring the reconstruction performance in the
frequency domain while the NMSE is calculated in the time
domain.

Fig. 7. (a) The measurement setup and (b) its timing diagram. ti is the
time difference between the PSF and the ADC clock in i-th channel. td,cal
and td,meas are the time differences of the calibration input and the actual
measurement input relative to the PSF, respectively.

V. IMPLEMENTATION SETUP AND MEASUREMENT

RESULTS

In this section, the proposed calibration method explained
in Sect. IV is deployed to a practical implementation setup of
the MWC.

A. Implementation Setups and MWC Design Parameters

The MWC implementation setup is depicted in Fig. 6 and
the measurement setup is shown in Fig. 7(a). The timing
diagram of the measurement setup is illustrated in Fig. 7(b).
ti is a time difference between the PSF and the ADC clock in
i -th channel. td,cal is a time difference between the start of the
calibration signal and the PSF and td,meas is a time difference
between the start of the actual input signal and the PSF. These
unwanted time differences are unavoidable due to the actual
measurement setup such as cable delays and timing skews
of the measurement equipments. We are providing a single
pulse as the trigger signal that controls the logic analyzer to
start the measurement. First of all, ti is one of the important
non-ideal factors that introduces phase deviation on the actual
sensing matrix and how it is compensated in the calibration is
explained in Sect. IV-C. The td,cal in the proposed calibration
introduces just a linear phase shift on the sensing matrix.
Even though the td,cal is not guaranteed to be the same as
td,meas in the actual measurement procedure, such delay has
no effect on the sensing matrix but results in a simple time
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TABLE II

THE DESIGN PARAMETERS OF MWC IMPLEMENTATION

shift in the reconstructed time-domain waveform. On the other
hand, the td,cal in the conventional method throughout all the
sequential measurements may be fluctuated. These fluctuations
result in different phase shift in each coefficient that introduces
distortion on the reconstructed time-domain waveform, not just
a simple time shift.

The design parameters of the MWC are summarized in
Table II. Note that N, L, M parameters count conjugate
frequency components as well.

1) Analog Mixer: One of the most crucial components
in the MWC system is an analog mixer that must have a
capability to accept wideband local oscillator (LO) input
signal. The reason is that the nature of the MWC system
needs to mix the radio frequency (RF) input signal with
the PSF that occupies wide bandwidth. However, most of the
typical analog mixer is designed to be used with single-tone
LO signal. For this realization, the high third-order intercept
point (IP3) active mixer ADL5801 [30] is used in this paper.
Its frequency range is sufficiently large from 10 MHz to 6 GHz.

2) Low-Pass Filter (LPF): A fully differential 15 MHz 4-th
order low-pass filter LTC6604-15 [31] is used as the LPF.

3) ADC: A 16-bits, 105 MS/s ADC, LTC2207 [32] is
selected for the high-precision measurement. The sampling
speed is set to 100 MHz in this measurement as shown in
Table II. The parallel digital output is read by the logic
analyzer to export the measured data. Afterward, the digital
domain processing and the reconstruction is carried out in
MATLAB environment.

4) Emulation of Multi-Channel MWC: We emulate the
multi-channel MWC using a single-channel MWC by taking
multiple measurements with different PSFs.

The test signals including the pilot signal, the PSF and the
ADC clock were delivered by an arbitrary waveform genera-
tor (AWG, Tektronix AWG5204) that supports 4 differential
outputs at 5 GHz sampling rate. The waveform files were
generated in MATLAB environment in advance. The synchro-
nization signal and 10 MHz clock signal are also distributed
by the AWG to the logic analyzer (Keysight 16862A) for
synchronization purpose.

B. Calibration Procedure

As previously discussed in Sect. IV, the calibration of the
actual sensing matrix is carried out using the non-sparse pilot
signal. To generate the multi-tones, we may need an AWG

Fig. 8. Frequency-domain spectrum of the measured pilot signal. In the
zoomed-in view, the single-tone resides within the single band as defined in
Sect. IV-A.

equipment rather than a simple sinewave generator. For the
experimental comparison, we implemented the conventional
calibration method explained in Sect. III-B as well as the
proposed method. The maximum amplitude of the multi-
tone pilot signal in the proposed method is set equal to the
amplitude of the single-tones in the conventional method in
the following experiment.

1) Pilot Signal Generation: The pilot signal is delivered
by the AWG. The number of tones 80 excluding conjugate
components is set to be the same as the number of the slots
within the band of interest as summarized in Table II. The
offset frequency f0 and the constant distance � f between
tones are set with 100 kHz and 2 kHz, respectively. The signal
length and the measurement length must be carefully chosen to
have no spectral leakage in the FFT spectrum. In the following
experiments, the signal length is set to 1 ms thus the FFT
resolution is 1 kHz. The frequencies of the multiple tones as
well as the test signals are chosen with 1 kHz resolution so as
not to occur the spectral leakage. The spectrum of the pilot
signal, which is directly measured at the AWG output with a
real-time oscilloscope Keysight DSO-X 93304Q is illustrated
in Fig. 8. In the zoomed-in view, the single-tone within the
single band as defined in Sect. IV-A is clearly seen.

2) PSF Generation: The PSF is also generated by the AWG.
The frequency f p and the number of symbols M are set as
given in Table II. The spectrum of the PSF, which is directly
measured at the AWG output is illustrated in Fig. 9. The
zoomed-in part shows a single component at 40 MHz.

3) Output of the Mixer and the LPF: The output spectrum
of the mixer at node y̌i (t) in Fig. 6 includes the linear
combinations of the input spectrum slices Zl( f ) weighted with
the corresponding coefficients ci,−l of the PSF as explained in
Sect. II. The spectra at the output of the mixer and the LPF are
shown in Figs. 10 and 11, respectively. The zoomed-in parts
show single linear combinations of the input pilot components
weighted with PSF coefficients ci,−l .

4) Output of the ADC: A baseband part within 2 MHz of the
discrete fourier transform (DFT) for the ADC output at node
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Fig. 9. Frequency-domain spectrum of the measured PSF signal. In the
zoomed-in view, the single-tone resides within the single spectrum slice as
shown in Fig. 3(a).

Fig. 10. Frequency-domain spectrum of the Measured mixer output signal.
In the zoomed-in view, we can see a linear combinations of the input pilot
components weighted with PSF coefficients ci,−l .

Fig. 11. Frequency-domain spectrum of the Measured LPF output signal.
In the zoomed-in view, we can see a linear combinations of the input pilot
components weighted with PSF coefficients ci,−l .

yi (t) is shown in Fig. 12 that includes downconverted PSF
coefficients c̃i,−l at fl frequencies. At this point, the actual

Fig. 12. A baseband part within 2 MHz of the frequency-domain spectrum
for the ADC output signal with the pilot signal.

Fig. 13. Frequency-domain spectrum of the single-tone test signal with
40.16 MHz from the AWG.

sensing matrix components c̃i,l can be calculated based on
(24).

C. Evaluation of the Calibration Performance

A single-tone signal is used as a test signal after the
calibration. The reconstruction performance of the test signal
with the calibrated sensing matrix is compared to that with the
ideal sensing matrix in terms of NMSE and IRR to evaluate
the performance of the proposed calibration method.

1) Test Signal Generation: The single-tone test signal is
generated by AWG as an example spectrum with 40.16 MHz
is shown in Fig. 13. According to the figure, the AWG output
itself is not ideal, and some unwanted spurs are originally
presented.

2) Reconstruction of the Test Signal: Firstly, the spectrum
of the original test signal with 40.16 MHz directly captured
by the real-time oscilloscope is shown in Fig. 14(a) and the
reconstructed spectrum based on the ideal (uncalibrated) sens-
ing matrix has shown in Fig. 14(b) whereas their time-domain
waveforms have shown in Fig. 14(e) and (f), correspondingly.
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Fig. 14. Frequency-domain spectrum of (a) the input single-tone test signal with 40.16 MHz directly measured with a real-time oscilloscope, (b) the
reconstructed signal based on the uncalibrated ideal A matrix, (c) that based on the calibrated A matrix constructed by the conventional method and (d) that
based on the calibrated A matrix constructed by the proposed method. (e) Time-domain waveform of the first few periods of the input single-tone test signal,
(f) the reconstructed single-tone test signal based on the uncalibrated ideal A matrix, (g) that based on the calibrated A matrix constructed by the conventional
method and (h) that based on the calibrated A matrix constructed by the proposed method.

TABLE III

THE COMPARISON OF THE RECONSTRUCTION PERFORMANCES

The uncalibrated matrix causes large phase error in the recon-
structed time-domain waveform that will result in poor NMSE
performance. The highlighted circle on the spectrum shows
the original single-tone test signal while the triangle depicts
undesired image of the original component that is introduced
by the actual sensing matrix deviated from the ideal one. The
measured NMSE and IRR were 5.98 dB and 30.05 dB, respec-
tively as summarized in Table III. The reconstructed spectrum
based on the conventional method with sequential single-
tone inputs is shown in Fig. 14(c) while the time-domain
waveform is shown in Fig. 14(g). The conventional method
needs 80 times measurements while the proposed needs only

one. Furthermore, not only the number of measurements is
reduced in the proposed method, but also the measurement-
to-measurement timing fluctuation in the calibrated sensing
matrix is fundamentally suppressed. The measured NMSE and
IRR were −61.53 dB and 81.63 dB, respectively. The recon-
struction based on the proposed calibration method shown
in Figs. 14(d) and (h) presents the measured NMSE and
the IRR of −66.01 dB and 82.67 dB, respectively. More than
50 dB NMSE and 42 dB IRR improvements are realized by the
proposed calibration technique compared to the uncalibrated
reconstruction. The spectra and waveforms for 70.22 MHz test
signal based on the uncalibrated, conventional and proposed
calibration method are shown in Fig. 15. The NMSE and
the IRR for this input are also summarized in Table III. The
comparison of the IRR and the NMSE performances over the
band of interest is shown in Figs. 16(a) and (b), respectively.
The NMSE and the IRR performances are highly dependent on
the carrier frequency due to different coefficients of the PSFs.
To make fair comparison, the average NMSE and the average
IRR are calculated in Table III by taking average of all NMSE
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Fig. 15. Frequency-domain spectrum of (a) the input single-tone test signal with 70.22 MHz directly measured with a real-time oscilloscope, (b) the
reconstructed signal based on the uncalibrated ideal A matrix, (c) that based on the calibrated A matrix constructed by the conventional method and (d) that
based on the calibrated A matrix constructed by the proposed method. (e) Time-domain waveform of the first few periods of the input single-tone test signal,
(f) the reconstructed single-tone test signal based on the uncalibrated ideal A matrix, (g) that based on the calibrated A matrix constructed by the conventional
method and (h) that based on the calibrated A matrix constructed by the proposed method.

and IRR values for 80 carrier frequencies, correspondingly.
The reconstruction based on the ideal (uncalibrated) sensing
matrix has poor NMSE and IRR while the conventional and
the proposed calibrations both exhibit excellent performances.

It is worth to point out that the IRR is based only on
amplitude spectrum while the NMSE includes phase dif-
ferences as well. The main reason that the average IRR
of the proposed calibration is lower than the conventional
method is that the multi-tone signal does suffer from non-
linearity of the active devices. As discussed in Sect. IV-A,
the tone frequencies of the pilot signal is defined as a linearly
spaced frequencies. Therefore, the inter-modulated non-linear
components of the linearly spaced frequencies may conflict
with its main frequency set, which causes major limitation
on the IRR performances. Additionally, the multi-tone signal
generated from the AWG has non-linear components before
injected into the MWC. This non-linearity introduces inter-
modulation components around the fundamental frequencies
and higher-order components into higher frequencies. Some
of these components will be downconverted into the same

baseband frequencies as the fundamental frequencies and they
affects directly to the calibration performance. The ADC also
introduces non-linearities which is another contribution to the
performance degradation. For this reason, non-linearly spaced
frequency set would have better performance. For example,
some appropriate subset of the prime numbers can be used
as the multi-tone frequencies such that the inter-modulation
components of any two-tone differs from the main frequency
set. To further improve the IRR performance, devices with
higher linearity are recommended. At this moment, it is worth
pointing out that the NMSE is more important than IRR,
because the NMSE includes the phase information that is
more important for the time-domain waveform reconstruction
applications.

All calibrated coefficients of the sensing matrix through
the proposed method do not have any phase error with other
coefficients. Because all the coefficients are obtained from
the single measurement while the conventional method needs
L/2 = 80 times measurements. In the conventional method,
the measurement-to-measurement timing noise is present due
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Fig. 16. The comparisons of (a) IRR and (b) NMSE performances for the
frequencies over the band of interest.

to the uncertainty of the ADC sampling time and the synchro-
nous trigger jitter of the AWG even if the calibration setup is
fully synchronized. This timing noise can cause different phase
deviations on the calibration of the individual coefficients.
In contrast, the proposed calibration method inherently does
not have the measurement-to-measurement timing noise. For
that reason, the phase information is precisely acquired so that
the average NMSE has enhanced more than 1 dB from the
conventional calibration method as summarized in Table III.
In our measurement setup, the synchronous trigger jitter of
the AWG were 300 fs, which is negligibly low even for the
frequencies of the single-tone calibration method. Therefore
the conventional method achieves better IRR performance than
the proposed. If we used a signal source with lower timing
accuracy or the frequency of interest becomes higher, the IRR
and the NMSE become unsatisfactory in the conventional
method. In summary, the proposed method needs only single
measurement to calibrate all the coefficients of the actual
sensing matrix without sacrificing the reconstruction perfor-
mance while the conventional method needs time-consuming
L/2 measurements with phase errors. In addition, even after
the calibration measurements, in the conventional method the
subsequent digital processing takes several hours to gather all
the coefficients one by one, while the proposed method does
not require such computational cost.

VI. CONCLUSION

This paper proposed the novel calibration technique for
the MWC to estimate its actual sensing matrix coefficients

with only a single measurement by exploiting the dedicated
non-sparse pilot signal, while the conventional calibration
method repeats several measurements with single-tone inputs.
For this implementation setup, the conventional calibration
needs 80 measurements and the digital processing is much
more complex than the proposed method. Since the pro-
posed method requires only a single calibration measurement,
it inherently does not have the measurement-to-measurement
timing fluctuation that deteriorates the calibration performance
in the conventional method. The calibration performance has
been evaluated with NMSE and IRR, where we have achieved
more than 50 dB and 42 dB improvement in NMSE and IRR,
respectively.
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