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Abstract— One of the main causes of expensive IC redesigns is
a failure to meet electromagnetic compatibility (EMC) require-
ments. For this reason, there is a huge demand for verification
methods to identify and prevent immunity failures on chip.
Strongly nonlinear effects, in particular DC operating point
shifts, are a major cause of such immunity failures. Conventional
analysis techniques, used to simulate these strongly nonlinear
effects, suffer from a few drawbacks. They can be time-
consuming and suffer from convergence issues. Moreover, they
do not provide insight into the root causes of the nonlinear
behavior. In this paper, an automated method is proposed that
overcomes the mentioned drawbacks and identifies causes of
immunity failures by listing critical distortion contributions. The
method is applicable to very large, strongly nonlinear integrated
circuits. It uses a simple model that determines the nonlinear
contribution of one device in its linearized environment. Because
the computation time is negligible, the analysis can be repeated
for many devices and interference frequencies. Additionally, the
method gives insight into the drivers responsible for the distortion
effects, such that the designer can efficiently solve the problem.
The method is demonstrated by applying it to a practical test
case.

Index Terms— Distortion contribution analysis, electromag-
netic compatibility, harmonic balance, nonlinear distortion, poly-
nomial device model, strongly nonlinear behavior, verification.

I. INTRODUCTION

ELECTROMAGNETIC compatibility (EMC) require-
ments are getting stricter due to a more widespread use

of electronics and a trend towards more connectivity. This
is especially noticeable in the automotive industry where an
increased use of electronic systems brings about a challenging
electromagnetic environment [1]. In such an environment,
systems must be immune to high levels of interference. Failure
to meet these requirements is one of the main causes of
expensive IC redesigns [2]. Therefore, it is important to
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identify immunity problems in an early stage of the design
process.

If an interferer is injected into a circuit, some devices can
operate nonlinearly and cause distortion effects that disrupt the
functional behavior of the circuit. For example, the interferer
can drive a transistor out of its operating region, consequently
producing a DC operating point shift that causes a functional
failure. Such strongly nonlinear effects are a major cause
of EMC failures on chip [3], [4]. The conventional analysis
techniques that are used to simulate these nonlinearities suffer
from a few drawbacks. First, they can be time-consuming. This
is especially the case when methods based on direct numerical
integration (i.e. a transient analysis) are used to simulate
circuits with a combination of high frequency content and large
time constants or large frequency differences. Secondly, they
can suffer from convergence problems, which is quite common
for a harmonic balance (HB) analysis when applied to large-
scale, strongly nonlinear circuits [5], [6]. The third drawback
is that these analysis techniques do not provide insight into
the root causes of the nonlinear effects. They tell the designer
what will happen, not how and why it is happening, such that
redesigning often remains a matter of trial-and-error.

The problem addressed in this paper is to develop an
automated method that points to causes of immunity fail-
ures by identifying critical contributions to distortion effects.
It needs to be applicable to very large ICs with strong
nonlinearities and should not suffer from the above-mentioned
drawbacks. The focus will be on time-invariant circuits with
a discrete frequency spectrum. Only few methods have been
published that focus on the combination of computational
efficiency and gaining insight specifically for EM immunity
verification. In [7]–[9], individual devices are pinpointed that
are potential contributors to immunity failures. However, the
method in [7], [8] does not result in a quantified predic-
tion of distortion components and the method in [9] still
requires carrying out many DC analyses of the full circuit
and focuses only on DC shifts. There remains a need for a
proper distortion contribution analysis (DCA) for immunity
verification. A DCA serves for splitting the total distor-
tion into different contributions and identifying the dominant
contributions. Several different implementations of a DCA
have been published [10]–[21]. However, these DCAs are
not suitable candidates for solving the given problem for a
few reasons. First, several analyses demand an initial step in
which a transient or HB simulation is carried out at least
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once. This is done to either determine the full nonlinear
response upfront [10]–[14], or to simulate the response of
the full circuit when test signals are applied for inspecting
certain nonlinearities [15], [16]. For large circuits containing
thousands of transistors, such a step suffers from the first and
second drawbacks mentioned previously. The second reason
is that many of these analyses are only applicable to weakly
nonlinear circuits [10], [11], [17], [18], while the aim is to gain
insight into strongly nonlinear effects. They are commonly
based on Volterra series theory [22] and are valid only when
the nonlinear response can be seen as a slight variation of the
dominant first-order response. Some methods in the field of
power amplifiers have been presented that are able to analyze
strongly nonlinear effects [19]–[21]. However, they assume
low feedback conditions, such that higher-order effects will not
affect the input signal much. This assumption is very limiting
for many types of real-life circuits.

In this paper, we propose a method that overcomes the
mentioned limitations. It provides a highly computationally
efficient model for determining the influence of the non-
linearity of any one device in its linearized environment,
whereby full account is taken of feedback behavior and
strongly nonlinear effects. An HB analysis is carried out to
analyze the equivalent model. Because the analysis time of
the model is negligible, it is easy to repeat the analysis for
multiple devices and interference frequencies. For providing
the inputs to the model, the method needs to perform a)
one DC simulation to determine the operating point of the
full circuit, b) one AC simulation of the whole circuit in the
presence of the interferer and c) one AC simulation per device
that needs to be investigated. Next to pointing to the most
critical devices, we show which design parameters are playing
a role in generation of the distortion. The proposed method
identifies four different drivers for distortion generation: 1) the
transfer from the interference input to the nonlinear device,
2) the feedback from the nonlinear device output back to its
input, 3) the nonlinear device characteristic itself, and 4) the
transfer from the distortion source to the output. These drivers
can be controlled by the designer to improve immunity of the
circuit.

It is worth mentioning that although the method can analyze
strongly nonlinear effects, it only determines the responses
when the nonlinearity of one device at a time is included; we
neglect nonlinear interaction between devices. Therefore, the
method should not be used to obtain an accurate representation
of the complete circuit, but rather it serves for pointing to the
causes of strongly nonlinear effects, i.e. accuracy is exchanged
for insight and speed.

In Section II-A and II-B, we introduce the model that is
used to separate the total distortion into contributions per
device. To gain insight into the role the four mentioned
drivers play in distortion generation, we need to analyze
the model in more detail. For this purpose, a polynomial
approximation of the nonlinear function is made, which is
demonstrated in Section II-C. Using this polynomial model,
Volterra theory is applied to obtain closed-form expressions
of the model in Section II-D. Though these expressions
only guarantee accurate results for weakly nonlinear systems,

Fig. 1. Circuit to inspect influence of nonlinearity of one device in its linear
environment.

they do provide insight into the triggers of strongly nonlin-
ear effects. To also identify the dominant nonlinearities for
strongly nonlinear systems, a simple extension to the method is
proposed in Section II-E. In Section III, the complete method
is described step by step and its computational efficiency is
proven. Subsequently, the method is applied to a level shifter
circuit in Section IV. In Section V, conclusions are drawn.

II. MODEL FOR DEVICE-WISE NONLINEAR ANALYSIS

In this section, we introduce the model that is used to
calculate the effect of the nonlinearity of a certain device on
the signal waveforms. This is useful to identify the sources of
strongly nonlinear effects that are often the cause of immunity
failures.

Suppose a continuous-wave (CW) electromagnetic interfer-
ence (EMI) source is applied to one of the pins of a complex
nonlinear circuit that has a fixed DC operating point. The
circuit is assumed to be implemented in a CMOS technology,
with transistors being the dominant sources of nonlinearity.
As a starting point, we perform a DC and AC analysis to obtain
a first-order representation of the performance of the circuit
and the propagation of the interferer. We want to investigate
the deviation from this linear behavior when we include the
nonlinearity of one specific transistor while retaining all other
small-signal models, as depicted in Fig. 1. For this, we replace
the small-signal model of the transistor by a nonlinear model
that models the behavior around its DC bias point. We want to
exploit the fact that the largest part of the circuit is linear and
that this part can efficiently be characterized in the frequency
domain. For this purpose, a computationally efficient equiva-
lent circuit diagram of the circuit in Fig. 1 has been developed.
In the next section, we treat the equivalent diagram, assuming
that iDS is a function of only vGS . In Section II-B, we extend
the model for a two-dimensional transistor current dependent
on both vGS and vDS .

A. Model for One-Dimensional Transistor Current

The equivalent diagram of the circuit in Fig. 1 is shown
in Fig. 2. The circuit models the nonlinear behavior around the
DC bias point. The transistor model consists of an independent
current source and a voltage-controlled current source that
represent the linear (ilin ) and nonlinear (inonl) part of the
output current, respectively. ilin is equal to gm · vgs,lin , where
gm is the transconductance. Both ilin and vgs,lin can be



DUIPMANS et al.: DCA FOR IDENTIFYING EM IMMUNITY FAILURES 2769

Fig. 2. Equivalent diagram of circuit in Fig. 1, assuming one-dimensional
transistor current.

found by the AC analysis. The Laplace transform of vgs,lin

is given by:

Vgs,lin(s) = Vemi (s)
Hemi (s)

1 − gm Z f b(s)
(1)

inonl is defined as f(vgs) − gm · vgs,lin , in which f(. . .) is the
nonlinear function of the DC transistor characteristic around
the bias point. If inonl is left out, the steady-state circuit
response is exactly equal to that found by the AC analysis.
Adding inonl is equivalent to adding the nonlinearity of one
transistor. It will be shown that by separating the transistor
current into a linear part and a nonlinear part, we can further
simplify the equivalent diagram in Fig. 2 and efficiently re-
use the AC simulation results for every transistor of which we
want to inspect the nonlinearity contribution.

The surrounding linear components in Fig. 1 are character-
ized by two linear transfer functions. One that represents the
gain from the EMI source to the input port of the transistor
with the output current replaced by an open circuit:

Hemi (s) = Vgs(s)

Vemi (s)

∣
∣
∣
∣
ids =0

(2)

and a transimpedance that represents the feedback from the
output current to the input port of the transistor with the
interference source replaced by a short circuit:

Z f b(s) = Vgs(s)

Ids(s)

∣
∣
∣
∣
vemi =0

(3)

where Vgs(s), Vemi (s) and Ids(s) are the Laplace transform of
the gate-source voltage, the interference voltage and the output
current, respectively. The linear transfer functions include the
influence of the equivalent capacitances of the transistor. This
way, the linear dynamic behavior of the transistor is separated
from the nonlinear static behavior. In other words, we assume
the frequency-dependent behavior can be modeled by only
linear components and the nonlinear behavior can be modeled
by a static source. Though the equivalent capacitances of the
transistor can be nonlinear as well, the most dominant sources
of nonlinearity in a MOSFET are the transconductance and
output conductance [23], so this is a fair approximation.

For the Laplace transform of the gate-source voltage, we can
say the following:

Vgs(s) = Vemi (s)Hemi (s) + Ids(s)Z f b(s) + VGS,DC δ(s)

= Vemi (s)Hemi (s) + L (
f
(
vgs(t)

))
Z f b(s)

+VGS,DC δ(s) (4)

Fig. 3. (a) Equivalent diagram for simulating nonlinearity contributions per
device. (b) Implementation of nonlinear current function.

Fig. 4. (a) Proposed transistor model. (b) Alternative transistor model.

where VGS,DC is the DC voltage of the gate-source voltage
as calculated by the DC analysis, i.e. when the interferer is
not connected, and L(. . .) is the Laplace transform. Because
the network excluding the nonlinear model of the transistor is
purely linear, we can use superposition. Due to the nonlinear
function inside the equation, it is not straightforward to solve
this equation analytically. It is possible to approximate the
nonlinear function with a polynomial and use Volterra series
to come to a solution, as we will demonstrate in Section II-D.

Since we separated the output current into a linear and
nonlinear part, we can rewrite (4):

Vgs(s) = Vemi (s)Hemi(s) + Ilin (s)Z f b(s) + Inonl(s)Z f b(s)

+VGS,DC δ(s)

= Vgs,lin(s) + Inonl (s)Z f b(s) + VGS,DC δ(s)

= Vgs,lin(s) + Vgs,nonl(s) + VGS,DC δ(s) (5)

Hence, Vgs(s) consists of a linear, nonlinear and DC part. The
linear part and DC part are already known from the previously
carried out DC and AC analyses, whereas the nonlinear part is
still unknown. Using this information, we can further reduce
the equivalent diagram, resulting in the new diagram depicted
in Fig. 3a. It is also possible to use a similar transistor model
as in Fig. 2 in which ids is separated in such a way that
ilin is a dependent current source equal to gm · vgs , instead
of an independent current source, see Fig. 4. In the end, this
gives the same results. However, the current approach avoids
the need for including the influence of gm in the feedback
transimpedance in the simplified diagram in Fig. 3a. Moreover,
when working with an independent current source, the AC
analysis results serve as a convenient reference. We will
see later that for low feedback conditions, vgs approximates
vgs,lin , while for high feedback conditions, ids tends to follow
ilin . The model provides a more intuitive understanding of this
mechanism.
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The input that excites the nonlinear function of the model
in Fig. 3a is Vgs,lin(s). In case there are more inputs to the
system than just the one interference source, vgs,lin becomes
a sum of sinusoids with different frequencies. The diagram
in Fig. 3a can be generated for every transistor in the cir-
cuit. The AC analysis that we carried out to estimate the
propagation of the interferer now also gives us Vgs,lin(s) of
all transistors in the circuit. The nonlinear part of the output
current can be implemented as shown in Fig. 3b. In this figure,
MDC is the full static model of the transistor that is valid at
DC. A DC voltage source VGS,DC is added to make sure the
transistor is operating at its DC bias point. By subtracting the
linear and DC part from the total current, the nonlinear part
remains.

To find the nonlinear waveforms, the diagram in Fig. 3a can
be simulated using an HB analysis. This analysis is applicable,
because we are mainly interested in the steady-state response
of the circuit and we consider the problem with a limited
number of known input frequencies.

B. Model for Two-Dimensional Transistor Current

The analysis of the previous section can be extended for
a multivariate nonlinear function. The equivalent diagrams
including a transistor with both vGS and vDS dependency can
be seen in Fig. 5. In this circuit, the nonlinear output current
is now a two-input function and an extra branch is added
for determining Vds,nonl(s). The associated equations for the
signals are as follows:

Vgs(s) = Vgs,lin(s) + Inonl(s)Zgs(s) + VGS,DC δ(s) (6)

Vds(s) = Vds,lin(s) + Inonl(s)Zds(s) + VDS,DC δ(s) (7)

Ilin (s) = gm Vgs,lin(s) + gdsVds,lin(s) (8)

Vgs,lin(s) = Vemi (s)Hlin,gs(s) = Vemi (s)

× Hgs(s) (1 − gds Zds(s)) + Hds(s)gds Zgs(s)

1 − gm Zgs(s) − gds Zds(s)
(9)

Vds,lin(s) = Vemi (s)Hlin,ds(s) = Vemi (s)

× Hds(s)
(
1 − gm Zgs(s)

) + Hgs(s)gm Zds(s)

1 − gm Zgs(s) − gds Zds(s)
(10)

In the remainder of this paper, we will work with a two-
input function for the transistor current. The diagram in Fig. 5b
needs a couple of inputs: the DC and AC values of the
device output current and input voltages and the feedback
transimpedances Zgs(s) and Zds(s). The idea of splitting the
current of the transistor into a part that is calculated from the
AC simulation and a nonlinear part is to efficiently re-use the
results of the AC simulation that is carried out to estimate
the propagation of the interferer. To obtain the inputs for the
model, we need to perform:

• One DC simulation to determine the DC excitation of all
transistors.

• One AC simulation to determine the AC excitation of all
transistors.

• One AC simulation per transistor to determine Zgs(s) and
Zds(s).

Fig. 5. (a) Equivalent diagram for nonlinearity contributions per device for
two-dimensional transistor current. (b) Simplified diagram for simulation. (c)
Implementation of nonlinear current function.

When the inputs are obtained, m ·n HB analyses are carried out
to find the nonlinear waveforms, with m being the number of
devices and n the number of interference frequencies. Because
the model is described by only two nonlinear equations with
two unknowns, computation time is negligible, no matter how
large the original circuit is. Moreover, many devices will
most likely not contribute much to the distortion. To limit the
number of simulations, we can include only those devices and
interference frequencies for which the interference level at the
input ports is significant. In [7], [8], devices are preselected
based on the occurrence of operating region transitions. The
AC simulation used for finding the feedback impedances also
serves for determining all node voltages in the surrounding
linear part of the circuit as soon as iDS is known. This is
because the AC simulation gives us the transfer functions from
the nonlinear output current to all node voltages. How to use
the model to find distortion contributions is described in more
detail in Section III.

C. Polynomial Modeling

When running an HB analysis on the diagram in Fig. 5b,
we get an accurate representation of the waveform. However,
the HB analysis solves a set of nonlinear equations numeri-
cally and therefore does not provide closed-form expressions
showing the relation between design parameters and the circuit
response. Instead, it is possible to use a recursive method, such
as Volterra series theory [22] or perturbation analysis [24].
A polynomial description of the nonlinear devices in the circuit
is needed in this case. Commonly this is done by generating a
Taylor polynomial of the nonlinear functions. A problem with
this approach is the difficulty of determining the higher-order
derivatives [10]. Additionally, the Taylor series suffers from
a limited convergence radius, especially for transistors biased
close to operating region boundaries [20].
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Fig. 6. Equivalent diagram for analyzing nonlinear contributions per device
with polynomial transistor current.

To solve these issues, we fit the polynomial models from
simulated I-V data using a least squares approximation [25].
The fitting procedure needs to be done over a representative
range of inputs, for example the calculated linear excitation.
We choose to use the actual amplitude range of the inputs,
found using the HB analysis. A two-dimensional transistor
current is assumed and the characteristic is approximated with
a third-order polynomial:

iDS = f(vgs, vds) = K00 + K10vgs + K20v
2
gs + K30v

3
gs

+K01vds + K02v
2
ds + K03v

3
ds + K11vgsvds

+K21v
2
gsvds + K12vgsv

2
ds (11)

The fitting can be done either in the time domain or
frequency domain. In the method proposed in this paper
we perform the fitting in the time domain. To sample all
combinations of ids-vgs-vds values within the signal range, the
inputs vgs and vds need to be uncorrelated and they are thus
chosen orthogonally. This is achieved by applying a sine wave
with frequency fl for input vgs and another sine wave with
frequency fh for input vds , with fl and fh taken as incom-
mensurate frequencies. The amplitudes of these tones are set to
vgs,max −vgs,min and vds,max −vds,min respectively, while their
DC values are set right in between the max and min voltages.
These values are determined from the previously carried out
HB analysis. After simulating the transistor with the fixed
input voltages using a transient analysis for several periods, the
corresponding ids samples can be determined. Subsequently,
the sampled data is interpolated and curve fitting is applied,
leading to a fitted set of nonlinearity coefficients. We can
repeat this process for every interference frequency. This way,
we end up with an optimum set of fitted nonlinearity coeffi-
cients that suits the signal range for that interference frequency.

D. Volterra Series Theory

Now that the fitted nonlinearity coefficients have been
determined, we can analyze the circuit diagram in Fig. 6 using
Volterra series theory, as described in [22]. The aim is to
obtain closed-form expressions, showing the relation between
model inputs and generated distortion. The transistor current is
now built up of parallel current sources, corresponding to the
different terms in (11). The first-order transfer functions can be
determined by replacing gm and gds by the fitted coefficients

K10 and K01 in (9) and (10):

H1,vgs,lin(s)

= H f b(s)
(
Hgs(s) (1 − K01 Zds(s)) + Hds(s)K01 Zgs(s)

)

(12)

H1,vds,lin(s)

= H f b(s)
(
Hds(s)

(
1 − K10 Zgs(s)

) + Hgs(s)K10 Zds(s)
)

(13)

with:

H f b(s) = 1

1 − K10 Zgs(s) − K01 Zds(s)
(14)

Equations (12) and (13) reduce to Hlin,gs (9) and Hlin,ds (10)
when Vemi goes to zero and K10 and K01 become equal to
gm and gds , respectively. H f b is the transfer function caused
by the feedback path through Zgs and Zds . The equivalent
circuit diagram can be interpreted as an amplifier circuit with
feedback, in which the loop gain is:

LG(s) = K10 Zgs(s) + K01 Zds(s) (15)

For the second-order nonlinear transfer functions, we have:

H2,ids(s1, s2) = H f b(s1 + s2)H2,inonl(s1, s2) (16)

H2,inonl(s1, s2) = K20 H1,vgs(s1)H1,vgs(s2)

+K02 H1,vds(s1)H1,vds(s2)

+1

2
K11

(
H1,vgs(s1)H1,vds(s2)

+H1,vgs(s2)H1,vds(s1)
)

(17)

The expression for the nonlinear current source of order two
is derived in [26]. For full expressions of the third-order
nonlinear transfer functions, the reader is referred to [26].

It appears there is a common term for all nonlinear transfer
functions, being the feedback transfer function H f b. From
the nonlinear current method [22], it follows that all higher-
order nonlinear current sources appear in parallel to the linear
part K10vgs and K01vds . Then, similar to the second-order
transfer function of the nonlinear current in (16), all higher-
order nonlinear current transfer functions are multiplied by
H f b to come to the total current. Because the higher-order
current sources are calculated recursively from lower-order
transfers, they are dependent on the same transfer function
H f b, evaluated at different frequencies. This means that H f b

can be adjusted to minimize certain distortion components.
For example, we can increase the loop gain K10 Zgs + K01 Zds

at a frequency where we want to reduce distortion. Ideally
we want to minimize Vgs,lin and Vds,lin , or even better: Hgs

and Hds . They lie at the root of all distortion behavior; if
the interferer would not arrive at the nonlinear device inputs,
the signal would not get distorted in the first place. However,
it is not always possible to block the path from interferer to
nonlinear device without affecting the desired operation of the
circuit. Adjusting H f b is an extra means for the designer to
minimize distortion.

It is important to note that even though the fitted polynomial
approximation of the nonlinear function converges, this is
not a guarantee that the Volterra series itself converges. For



2772 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS–I: REGULAR PAPERS, VOL. 67, NO. 8, AUGUST 2020

higher input amplitudes, the higher-order terms may relatively
increase more than the lower-order terms, resulting in a
diverging series. The convergence radius of the Volterra series
representation is dependent on the nonlinear function char-
acteristic and the amount of feedback. There are no general
criteria or methods available for determining this convergence
radius [26], [27]. It is therefore hard to predict for which
systems a Volterra series can still be used to approximate a
given nonlinear system. For this reason, often only weakly
nonlinear systems are used. However, if we exclude unstable
systems, Volterra series do give an accurate representation
of the response for lower input amplitudes to most systems
and can provide insight into the triggers of strongly nonlinear
effects that arise when the input amplitude grows.

E. Impact of Nonlinearity Coefficients

Using the HB analyses of the developed model, we can sep-
arate distortion into contributions per device. Using Volterra
theory, we can see these distortion components as a sum of
mixing products as a function of the nonlinearity coefficients
and the input. The problem with Volterra theory is that it
only guarantees accurate results for weakly nonlinear systems.
Since most immunity problems are caused by strongly nonlin-
ear behavior, it is useful to also gain insight into contributions
per nonlinearity coefficient for strongly nonlinear systems.
However, there are no general methods available yet to obtain
closed-form expressions of strongly nonlinear systems [26].
This means it is in most cases not possible to find a causal
relation between the distortion components and the input
amplitude and phase.

Instead, it is possible to simply check how the nonlinear
function is excited and see which nonlinearity coefficients play
the largest role in the formation of the nonlinear output current.
Since we approximated the output current of the transistor
with a third-order polynomial, we can characterize the total
current as a sum of parallel current sources as in Fig. 6.
By checking the value of each of the parallel current sources
at a given frequency, we get an indication of the dominant
nonlinearity coefficients for a certain distortion component.
The value of the parallel current sources can be calculated by
substituting the vgs and vds signals that are determined with
the HB analysis in (11). This way, a distortion component
can be viewed as a sum of phasors, each attributable to
different coefficients corresponding to the different parallel
current sources:

Ids,ωx = Ids,ωx ,K10 + Ids,ωx ,K20 + Ids,ωx ,K30 + ... (18)

in which Ids,ωx is the phasor of the total output current at
frequency ωx , and Ids,ωx ,Kmn the phasor of the parallel current
source corresponding to coefficient Kmn at frequency ωx , with
m and n being an integer.

To sum up the considerations presented in Section II,
an intuitive, computationally efficient model for analyzing
nonlinearity contributions per device is proposed. By char-
acterizing its nonlinear function as a polynomial, closed-form
expressions are determined for weakly nonlinear systems. For
strongly nonlinear systems, insight into nonlinear behavior is

Fig. 7. Flowchart of the method.

gained by identifying the dominant nonlinearity coefficients of
the polynomial.

III. METHOD

A. Implementation of the Method

In this section, we will briefly describe the different steps
of the proposed distortion contribution analysis. The flowchart
is shown in Fig. 7.

1. The first step is to perform a DC operating point analysis
and an AC analysis on the full circuit with the interference
source connected. From the simulation results, we acquire
the linear signals associated with the transistors, i.e.
vgs,lin , vds,lin , VGS,DC, VDS,DC, ilin and IDC . These
signals serve as input to the model. A preselection can
be carried out [7], [8] to include only those devices in
the analysis that see a significant part of the interferer at
their input ports.

2. After determining the transistors to be included in the
analysis, we perform one extra AC analysis per transistor
for obtaining the feedback transimpedances Zgs(s) and
Zds(s). In this step, the transistor is effectively replaced
by an AC current source with unit magnitude that is
connected between the drain and the source while the
interference source is set to zero. For this purpose, several
components are added to a transistor under investigation,
as shown in Fig. 8. Both the capacitance and inductance
are ideal components that have an infinite value. The
capacitance ensures that the current sources are not dis-
turbing the DC operating point. The inductance prevents
the bottom node of the capacitance from becoming a
floating node for DC. The sum of the AC currents gmvgs

and gdsvds has the same magnitude as the small-signal
ids , but opposite sign, such that ids is effectively replaced
by iac and the parasitic capacitances of the transistor are
included in the AC analysis. In the AC simulation results,
the value of Vgs(s) and Vds(s) is equal to Zgs(s) and
Zds(s), respectively. From the same simulation, also the
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Fig. 8. Circuit for effectively replacing the transistor with an AC current
source, which is used for determining Zgs (s) and Zds (s).

transfer function from Ids(s) to any node in the circuit
becomes apparent.

3. The next step is to carry out an HB analysis of the
circuit diagram in Fig. 5b for all relevant devices and
interference frequencies. Using the model, the nonlinear
spectra of the transistor signals are determined for the
situation where the nonlinearity of one transistor at a time
is included.

4. Since the spectrum of the nonlinear output current is
known, it can be multiplied by the transimpedance
Znl−out (s) to obtain the distortion at any given output
node due to a specific device.

5. Now that the distortion components caused by all selected
devices can be calculated, we can sort the different
devices in terms of their generated distortion. We can, for
example, identify the main contributors to a DC shift at
a given output node. Another possibility is to use a more
general criterion, in which the devices are arranged in
terms of the sum of the power at all harmonic frequencies.

6. So far, the distortion components are separated into
contributions per device. To identify the drivers for the
individual nonlinearity contributions, four extra steps are
carried out. First, curve fitting across the input signal
range is applied to the transistor under investigation.
The iDS samples are obtained by running a transient
analysis with fixed, orthogonal inputs, as described in
Section II-C. The fitting results in a set of nonlinearity
coefficients that describes the transistor current with a
third-order polynomial approximation. Because the input
signal range can vary for different interference frequen-
cies, the curve fitting is carried out for all interference
frequencies.

7. Using the generated first-order coefficients, it is possible
to determine the fitted loop gain. The loop gain tells how
much the generated distortion of a certain transistor is
counteracted by the feedback loop and is one of the means
for the designer to minimize distortion.

8. Next, the nonlinear signals vgs and vds are substituted
in the fitted polynomial approximation of the nonlinear
current function. vgs and vds are known for all selected
devices, because they have been calculated in step 3.

9. By separating the total current into portions attributable to
the different nonlinearity coefficients (see (18)), the most
dominant coefficients for a given distortion component
can be identified.

With this method, we can efficiently calculate the influence
of the nonlinearity of a device in its linearized environment.
By doing this for all (critical) devices, we get an indication of
which share of a certain distortion component can be attributed

TABLE I

THE FOUR DRIVERS THAT PLAY A ROLE IN DISTORTION GENERATION

to which device. It is important to keep in mind that this
approach does not give an exact response to the complete
nonlinear circuit, because we are neglecting nonlinear inter-
action between devices. Nevertheless, to improve the design,
it is useful to find the origin of the problem and attribute the
distortion components to these devices that are at the root of
the problem. A device-wise nonlinear approach as presented
in this paper aims to fulfill this purpose.

We identify four different drivers that play a role in dis-
tortion generation. They are shown in Table I. The method
addresses each driver. When trying to minimize distortion,
the most obvious choice is to minimize Vgs,lin and Vds,lin .
This is most effectively achieved by limiting Hgs and Hds,
such that the interferer does not arrive at the nonlinear device.
When this is not possible due to design constraints, one can
make sure the distortion that is generated is counteracted by
the feedback loop, achieved by maximizing the loop gain
for a certain frequency. Another possibility is to adjust the
nonlinear function characteristic, for example by adjusting the
bias point or changing the sizing of the transistor. To support
the designer in taking the right measures, the method shows
which nonlinearity coefficients are dominant for a certain
distortion component. Finally, the path from the nonlinear
device current to the output can be suppressed by minimizing
Znl−out . In Section IV, we will show how the method points
to the different drivers of distortion for a practical test case.

B. Computational Complexity

In this section we compare the computational complexity
of the device-wise nonlinear method with that of a normal
HB analysis. We consider only steps 1 to 5 in Fig. 7. The
remaining steps are seen as an extra post-processing step to
analyze the nonlinearity for the most critical devices into more
detail. The heaviest computational step in an HB analysis is
constructing and factoring the Jacobian matrix, which is a
square matrix of dimension 2N(K + 1), with N being the
number of nodes and K the number of frequencies [28].

In the device-wise nonlinear method, the nonlinearity of
one device at a time is accounted for while the rest of the
circuit is linearized. The linear part is then characterized
more efficiently in the frequency domain. This approach of
partitioning the circuit into a linear and nonlinear subcircuit
is also seen in all early versions of the HB analysis [28].
Using this approach, the circuit is reduced to an N-port
network, with N being the number of nodes with a nonlinear
device attached. For hybrid microwave circuits, in which the
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number of nonlinear devices is commonly much lower than the
total number of nodes, this is still the preferred method. For
monolithic integrated circuits, on the other hand, the number
of nonlinear devices is often in the same order as the total
number of nodes and a method is commonly followed in
which all node voltages are seen as the independent variables.
This greatly increases the size of the Jacobian. Nevertheless,
when the number of nonlinear devices is large, sparse matrix
techniques can be more efficient when including all nodes in
the Jacobian [29]. When analyzing only one nonlinear device
in its linear environment, however, partitioning the circuit is
far more efficient than using this nodal formulation.

The number of nodes in the proposed model is equal to
2 and thus its Jacobian is very small. The linear transfer
functions that provide the inputs to the model can be found
by lower-upper (LU) factoring [30] the (sparse) admittance
matrix of the full circuit only once and subsequently re-using
the matrix factorization for every device. In the method, this
process is carried out by the DC and AC simulations. Because
the HB simulation is run for every nonlinear device separately,
the computation time is O(n), with n the dimension of the
Jacobian of the full circuit. This is much faster than using
a direct solver, in which the computation time is theoreti-
cally O(n3) (although for sparse matrices, it can go down
to O(n1.5) [30]). A Krylov solver, which uses an iterative
method for solving sparse linear systems, in theory comes
close to the time complexity of the method in case a partition
between a linear and nonlinear subcircuit is used. However,
the method converges much more easily than a Krylov solver,
because it treats only one nonlinearity at a time. It typically
needs only very few iterations, saving a lot of processing
time. Moreover, Krylov solvers need an extra preconditioning
step that introduces an extra tradeoff between computational
efficiency and robustness [6].

The method can be used together with a preselection step,
like in [7], [8]. Using this step, only those devices are selected
that show strongly nonlinear behavior. This selection is done
based on the already found solution of the linear network with
the interferer attached and therefore takes no extra processing
time. Now, only a fraction of the total number of devices
is simulated using an HB simulation, hereby reducing the
computation time significantly. Another advantage is that the
HB simulations per device and frequency can be carried
out completely independently, which means it is easy to
exploit parallel computing to reduce the computation time even
further.

IV. RESULTS

The utility of the method is demonstrated by applying it
to a representative level shifter circuit that suffers from an
immunity failure. The circuit, shown in Fig. 9, is implemented
in a 0.14 μm high-voltage silicon-on-insulator (SOI) CMOS
technology. The circuit shifts the level of the binary signal
from 1.8 V at the input to VD D at the output. VD D is equal
to 3.3 V. Transistor M1 serves to enable or disable the level-
shifting operation. This function can be controlled with the
signal VDI S AB L E . When the disable signal becomes high,

Fig. 9. Level shifter circuit with interference injected at VDD .

transistor M9 will turn off and current will flow through the
branch of M14, which results in M6 turning on. As a result,
the gate voltage of M1 goes up and the output does not react
to the input anymore. Transistors M7 and M12 serve as over-
voltage protection for M8 and M13, respectively.

The interferer is injected on VD D. When the interferer peak
amplitude is set to 1 V and the circuit is simulated using an HB
analysis for different interference frequencies, it appears that
there is an upward DC shift at the gate node of M1, turning
M1 off and making the output insensitive to the input. This
occurs only for higher frequencies. To investigate this effect in
more detail and point to the cause and critical contributions,
we apply the method to the given circuit.

A fully automated tool based on the method has been
implemented in Matlab. The DC, AC, and HB simulations are
run in Cadence Spectre(RF). At first, a DC and AC simulation
are carried out to determine the propagation of the interferer
to the nonlinear device terminals. Based on these results, it is
convenient to preselect the devices that see a significant part
of the interferer at their input ports and include those devices
for the device-wise nonlinear method. In [7], this selection is
based on the occurrence of operating region transitions. From
this preselection, the critical transistors are identified to be M6,
M8 and M9, the remaining transistors do not appear to cause
significant distortion. It should be noted that the level shifter
has several operating states due to the binary input signals v I N

and VDI S AB L E . The method assumes a fixed DC operating
point, so to prevent multiple runs of the tool, it is helpful
to identify the critical operating states beforehand. Using the
preselection, critical devices are found only when VDI S AB L E

is set to a low value, i.e. a logic ‘0’. The value of v I N does not
influence the results much. Hence, it is sufficient to run the
tool for only one operating point out of the theoretical four.

After the preselection, steps 2 and 3 in Fig. 7 are carried out.
For step 4, we choose to investigate the distortion at the gate
node of M1. The summed distortion at the first 50 harmonics
(excluding the DC component) as well as the DC shift are
calculated per critical device. The simulated contributions can
be seen in Fig. 10. They are plotted as a function of the
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Fig. 10. Distortion at first 50 harmonics and DC shift per critical device
as a function of the interference frequency. Distortion is evaluated at gate
node M1.

Fig. 11. Sum of DC shift contributions vs. actual DC shift at gate node M1.

interference frequency. For lower frequencies, M8 and M9
generate a significant amount of harmonic distortion, while
the harmonic distortion caused by M6 is zero. Looking at the
DC shift contributions per device, we see that the main con-
tribution is due to M6. For low frequencies, only M8 and M9
contribute. To see how the sum of the contributions compares
to the total DC shift, both curves are plotted in Fig. 11. There is
a clear correlation noticeable between the sum of contributions
and the actual DC shift in the original circuit. It becomes
clear now that the increased DC shift for higher frequencies,
which gives rise to the immunity failure, is caused by M6. The
difference in the peak value of both curves can be explained as
follows. By looking only at the influence of one nonlinearity
at the time, we ignore the effect the distortion generated by
M6 has on the distortion generated by the other transistors.
This effect will be stronger for larger DC shifts, explaining
the largest difference at the peak. However, it is evident that
this is by no means affecting the ability to point to the source
of the problem. Suppose that the DC shift induced by a
certain transistor is causing another initially linearly operating
transistor to increase the DC shift even further, leading to
the failure. Then it is still the first device that lies at the
root of the problem. When a nonlinear response becomes a
complex clutter of contributions of many different devices,
it is difficult to separate cause from effect. The method comes
to aid here and points to those devices that initiate critical
distortion effects.

Both the model and the full circuit are simulated using
an HB analysis. The computation times are compared and
the results are shown in Table II. Also a comparison with
the linearized circuit with one nonlinear model (which has the
same number of nodes as the original circuit) is made, since
the response to this circuit is the same as the response to the
proposed model. Note that the values in Table II are CPU

TABLE II

SIMULATION TIME OF MODEL vs CIRCUIT

times, which means that time for parsing is excluded. The
average CPU time of the HB simulation of the model is seen
to be much smaller, compared to both other circuits. To obtain
the nonlinear contributions for the level shifter, the model
was simulated for three critical devices and 71 frequency
samples, leading to 213 HB analyses. The CPU times of
the DC and AC simulations, needed to provide the inputs
to the model, sum up to approximately 70 ms. Hence, the
total CPU time for finding the nonlinear contributions is
7.1 s. Calculating the response of the full circuit for all
71 frequency samples takes roughly 50 seconds. However, this
number quickly increases for larger interference amplitudes.
For example, for an amplitude of 3 V, the simulator fails to
converge at a frequency of 1 kHz, while the computation time
of the proposed model remains unchanged. Moreover, it can
be expected that the computational advantage becomes much
greater for larger circuits, as explained in Section III-B.

It is worth mentioning that the proposed method shows sim-
ilarities with the compression distortion summary, developed
by Cadence [17]. This method also calculates contributions
of individual devices while linearizing the environment. Non-
linear contributions to the first three harmonics of a given
frequency are calculated per device, similar to the proposed
method. In contrast to the proposed method, Cadence’s method
is valid only for weakly nonlinear systems. As an exam-
ple, in Fig. 12a the contributions of M8 to the second and
third harmonic at the gate node of M1 are compared to the
contributions calculated by the method for an interference
frequency of 1 kHz. The values are plotted as a function of the
interference amplitude, together with the actual contributions
where a full nonlinear model including nonlinear capacitances
is used in a further linearized environment. The contributions
calculated by the method show perfect agreement with the
reference. This is as expected, since all nonlinear effects are
accounted for, except for the dynamic nonlinear effects, which
can be neglected at 1 kHz. The contributions predicted by
the compression distortion method, however, strongly diverge
from the reference when the amplitude grows. In Fig. 12b, the
real HD2 and HD3 components, calculated by an HB analysis
of the full circuit, are plotted. They are compared to the
sum of contributions calculated by the method and the value
predicted by Cadence’s method when all nonlinear devices are
included. Although the method still shows good agreement
with the reference for the HD2 component, the limitation of
ignoring nonlinear interaction becomes more noticeable for
the HD3 component. This is due to the fact that HD3 can
originate from an odd-order nonlinearity of individual devices,
but also from the combination of two even-order nonlinearities
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Fig. 12. Comparison between the method, full HB analysis, and Cadence’s
compression distortion method for calculation of HD2 and HD3 at gate node
of M1, assuming 1 kHz interference frequency and (a) only the nonlinear
contribution of M8 and (b) all nonlinear devices included.

of separate devices (where the latter can commonly reach the
same order of magnitude as the former). HD2, on the other
hand, is mainly caused by the even-order nonlinearity coeffi-
cients of individual devices. The values predicted by the com-
pression distortion method match well for low amplitudes. For
higher amplitudes, the HD2 value starts to diverge strongly,
whereas the HD3 value clearly becomes unreasonable. This is
because Cadence’s method uses perturbation analysis, which
can lead to highly inaccurate results under strongly nonlinear
conditions.

Now that we know what the contributions per device are,
we can proceed to the individual nonlinearity analysis to iden-
tify the drivers for the nonlinear behavior. Steps 6 to 9 in Fig. 7
are carried out for the three critical devices, resulting in values
for the fitted loop gain and an overview of the dominant
nonlinearities. The loop gain, given by (15), is dependent on
the interference frequency, because the fitted coefficients K10
and K01 are calculated for an amplitude range that varies
for different interference frequencies. Since our target is to
minimize DC shift, we evaluate the loop gain at DC. The plots
are shown in Fig. 13a-c. The dominant coefficients are shown
as contributions to the DC output current of the associated
transistor and can be seen in Fig. 13d-f. Additionally, |Vgs,lin |,
|Vds,lin|, |Hgs| and |Hds|, associated with the model in Fig. 5,
are plotted in Fig. 13a-c.

We now have enough information to get insight into the
different drivers of nonlinear behavior that we identified in
the previous chapter. First focusing on the first driver, which
is the transfer from interferer to nonlinear device, we see that
|Vgs,lin| and |Vds,lin| of all transistors are significant. For M8
and M9, interference arrives mostly through the path to vds ; in
other words, Hds is large. For M6, we see that Hgs and Hds

are equal to Vgs,lin and Vds,lin , respectively, meaning that the
transfer is fully determined by the forward path; there is no
small signal feedback, see (9), (10). Furthermore, the fitted
loop gain of M6 is practically zero, while the loop gain of
M8 and M9 is large across the whole frequency range. This
means that, in contrast to the situation of M8 and M9, the DC
distortion component generated by M6 is not counteracted.
To clarify the situation, the 3rd order fitted nonlinear current
characteristics are plotted for an interference frequency of
600 MHz, as shown in Fig. 14. The fitting is done based on

the samples found using the transient simulations, depicted
in the same graphs. The red lines represent the nonlinear
trajectory of the iDS , vGS and vDS waveforms. It becomes
clear that M6 switches from the cutoff region to inversion due
to the interference at vGS . Since the characteristic is practically
flat as a function of vDS , the DC current consists mainly
of the component caused by K20, i.e. the even order ids-vgs

nonlinearity. This is clearly visible in Fig. 13d. The DC current
shift shows up for higher frequencies, when vgs,lin increases
and turns on the device.

From Fig. 14, we see that the amplitude range of ids of
M8 and M9 is much higher than that of M6. However, the
DC current of M6 is higher than that of M8 and M9. For
example, the DC current at 600 MHz is -480 nA for M6.
For M8 and M9, it is -90 nA and -40 nA, respectively. In this,
we see the influence of the higher loop gain at DC for M8 and
M9. When the DC current of M8 and M9 tends to increase,
it is immediately counteracted by a decreased vGS and vDS .
An increased DC current in M6 also reduces vDS , but this has
only a minor effect because M6 is operating in saturation and
thus the vDS dependency of the current is only small. This
can also be understood by looking at (15). For M6, the loop
gain is small, because a change in iDS does not affect vGS and
the linear dependency of iDS on vDS is very small. In other
words, both K01 and Zgs are practically zero. This means
that the DC current shift of M6 is unconstrained and therefore
detrimental. To see how this DC current shift contributes to the
DC voltage shift at the gate node of M1, we need to consider
the fourth driver defined in Section III-A: the transfer from
distortion source to a given output node. In this case, we see
the gate node of M1 as our output node. This means that the
transfer function Znl−out (s) is equal to Zds(s) for M6. Due to
resistances R2 and R3, Zds,dc is large and thus the DC current
of M6 is directly contributing to the DC shift at the gate of M1.

The steady-state nonlinear waveforms from the HB analysis
of the model of M6 as well as the linear waveforms from the
AC analysis are shown in Fig. 15a. The generated DC shift
is visible as the difference between vDS and vds,lin . We see
that vGS is equal to vgs,lin , because of the lack of feedback.
Therefore, the nonlinear function is fully excited, leading to a
large value for iDS. The linear signal ids,lin is zero, because the
transistor is biased in cutoff, in which the transconductance is
zero. When the interference amplitude increases, the DC shift
generated by M6 quickly builds up. This continues until the
moment M6 is driven into the triode region. When this occurs,
the transistor current drops as a function of vDS . In other
words, feedback takes place through vDS , which brings a hold
to the rising DC shift. This can be seen in an increased fitted
loop gain due to a higher K01.

Compared to the nonlinearity coefficient contributions plot
of M6, the coefficient plots of M8 and M9 are much more
complex. Due to the large feedback, there are many higher-
order components coupled back to the input, leading to more
distinct distortion products. It is apparent, however, that the
ids-vds nonlinearities play the largest role, of which K02 seems
the most dominant. The dominance of these nonlinearities can
be understood by looking at Fig. 14b and c and taking into
consideration that both M8 and M9 are biased far into the
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Fig. 13. Loop gain at DC and amplitude of linear input voltages in (a)-(c). Value of parallel current sources associated to nonlinearity coefficients (see (11))
at DC in (d)-(f). All plots are a function of the interference frequency.

Fig. 14. Fitted 3rd order characteristics of iDS , together with transient samples used for fitting and nonlinear waveform for an interference frequency of
600 MHz. Goodness of fit parameters: M6: R2 = 0.7190, RMSE = 0.30 μA, M8: R2 = 0.9880, RMSE = 7.51 μA, M9: R2 = 0.9987, RMSE = 1.19 μA.

Fig. 15. Nonlinear waveforms from HB analysis of model and linear
waveforms from AC analysis for (a) M6 with interference frequency of
600 MHz and (b) M8 with interference frequency of 1 kHz.

triode region. The plots of the nonlinear currents at 600 MHz
show that vDS extends over a large range from the triode to
saturation region, hereby experiencing strong nonlinearities.
From Fig. 10, we noticed that M8 and M9 are generating a

significant amount of distortion, especially for lower frequen-
cies. This distortion can cause transistor M1 to intermittently
conduct and therefore propagate to the output. To illustrate
how the distortion is generated, we can analyze the circuit
in Fig. 5b for the case of M8. The distortion mechanism
of M9 is similar to that of M8. The linear and nonlinear
waveforms of M8 for an interference frequency of 1 kHz
are shown in Fig. 15b. There is significant feedback from the
current of M8 back to its vGS and vDS . This means that any
deviation away from the linear current ids,lin is immediately
counteracted, in contrast to the situation of M6 where iDS

can vary freely. Because the time constants in the feedback
network are small compared to the period of 1 ms, the effects
of the feedback happen almost instantly. As can be seen
from Fig. 14b, the characteristic is very steep for vDS values
close to zero, which is around the bias point for M8. Hence, the
output conductance gds is high and the linear current of M8 is
mainly dependent on vds,lin , even though the vds,lin amplitude
is only in the range of millivolts. In the first half of the period
in Fig. 15b, vds,lin goes up, causing the iDS characteristic to
flatten somewhat. In other words, inonl in Fig. 5b becomes
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negative. This effect is counteracted by the feedback to vGS

and vDS . As a result, the vGS decrease is resisted and vDS

goes from the triode to the saturation region. Consequently,
the characteristic flattens even further and iDS cannot keep
up with ids,lin anymore. This is causing the clipping effect,
leading to a lot of high frequency distortion. In the second
half of the waveform, the signals stay within the steep part of
the characteristic and thus iDS is able to follow ids,lin .

V. CONCLUSION

A device-wise nonlinear method has been presented that
can serve as an EMC verification tool for large-scale ICs, due
to its computational efficiency and applicability to strongly
nonlinear systems. It points to causes of immunity failures by
identifying critical devices that contribute to strongly nonlinear
distortion. Distortion contributions are sorted per device as a
function of the interference frequency. The method models
the circuit by including the nonlinearity of one device at a
time. We have analyzed the used model by approximating its
nonlinear transistor function by a fitted polynomial. Based on
this analysis, we have identified four different drivers that play
a role in distortion generation: the transfer from interferer to
nonlinear device, the feedback path, the nonlinear transistor
function and the transfer from distortion source to output.
The method provides insight into each of these drivers and
therefore helps the designer to take measures in different ways.
The method has been demonstrated on a level shifter circuit
to show its utility and efficiency. Additionally, the influence
of the different drivers on the distortion mechanisms has been
explained.
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