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Abstract— In this paper, we propose to study voltage
controlled oscillators (VCOs) based on the equivalence with pulse
frequency modulators (PFMs). This approach is applied to the
analysis of VCO-based analog-to-digital converters (VCO-ADCs)
and deviates significantly from the conventional interpretation,
where VCO-ADCs have been described as the first-order ��
modulators. A first advantage of our approach is that it unveils
systematic error components not described by the equivalence
with a conventional �� modulator. A second advantage is that,
by a proper selection of the pulses generated by the PFM, we can
theoretically construct an open loop VCO-ADC with an arbitrary
noise shaping order. Unfortunately, with the exception of the first-
order noise shaping case, the required pulse waveforms cannot
easily be implemented on the circuit level. However, we describe
circuit techniques to achieve a good approximation of the
required pulse waveforms, which can easily be implemented by
practical circuits. Finally, our approach enables a straightforward
description of multistage �� modulator architectures, which is
an alternative and practically feasible way to realize a VCO-ADC
with extended noise shaping.

Index Terms—�� modulation, data conversion, voltage con-
trolled oscillators, pulse frequency modulation, time encoding.

I. INTRODUCTION

THE possibility of encoding an analog signal with a voltage
controlled oscillator (VCO) has been around since the

beginning of electronics. Ideally, a VCO produces a linear
voltage-to-frequency conversion that may be encoded into
a square wave of digital nature. In the past, such VCOs
were used in instrumentation and radiocommunication appli-
cations to transmit analog signals in noisy environments.
In [1] and [2], it was shown that a VCO could be used to
perform first order noise shaped analog-to-digital conversion.
In its simplest form, a VCO-based analog-to-digital con-
verter (VCO-ADC) can be implemented with the circuit of
Fig. 1(a), which requires very few components (apart from
the VCO). Moreover, these components are fully digital.
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Fig. 1. Equivalent systems: (a) VCO-ADC, (b) continuous time ��
modulator.

For some time, VCO-ADCs were not very popular due
to the availability of competing analog linear circuits, which
allowed the implementation of efficient data converters [3].
For this reason, VCO-ADCs were mainly targeted for ultra
low power applications or sensors [4], [5]. However, poor
analog performance and low supply voltages in nanometer
technologies demand new data conversion paradigms. Here,
the VCO-ADC architecture is a promising candidate.

One of the most interesting implementations of VCO-ADCs
makes use of ring oscillators (ROs) [4], [6]–[8], which only
require digital circuitry. In the past, the main problem that
prevented the widespread use of RO-based VCO-ADCs, was
considered to be nonlinearity [6]. By now, a large amount
of research was performed on nonlinearity compensation, and
today many solutions to tackle the linearity problem have been
published, e.g. [9]–[16]. However, although some high order
noise shaping VCO-ADCs have been published [17]–[22],
a systematic design methodology of VCO-ADCs with arbitrary
noise shaping order is still missing. The contribution of this
manuscript is on this frontier.

The initial analyses of VCO-ADCs tried to explain the
operation of Fig. 1(a) with linear time-domain equations.
In [6], [23], and [24], to name a few, the circuit of Fig. 1(a)
was shown to behave as the continuous time first order ��
modulator shown on Fig. 1(b). The equivalence is based
on considering the phase of the oscillator �(t) as the state
variable of an integrator (v(t) in Fig. 1(b)). This interpretation
is restricted by the need to approximate the quantization
error, which is typically assumed to be white noise. Based on
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Fig. 2. Approach followed: from the (a) PFM + pulse shaping
filter + sampler architecture to a (b) generic order VCO-ADC structure.

this model, VCO-ADCs were considered part of the ��
ADC family and their description was as accurate as the
conventional �� theory (and hence restricted by the model
of the quantization error). Although the white noise model
is useful to understand practical circuits, it is obviously an
approximation and does not explain the true spectral structure
of quantization noise or modulator stability. Several efforts
have been made to refine the white noise model [25], [26], but
most of them still use statistics. In [27] and [28], an equiva-
lence between a �� modulator and a FM modulator was first
identified. Building forth on [27], exact analytical expressions
for the output spectrum of a VCO-ADC were calculated
in [29]. The key element of this analysis is to model the
VCO-ADC as a pulse frequency modulator (PFM) combined
with a sampler. This approach brings new insight, because the
spectrum of a PFM signal can be described by a trigonometric
series [30]. This gives us the opportunity to reformulate the
description of VCO-ADCs in an analytical way and answer the
questions left aside by conventional �� modulation theory.

The main target of this paper is to extend the mathematical
foundations of [29] and to derive new VCO-based data con-
verter architectures. Our approach is different from prior work
on VCO-ADC architectures such as [18]–[22], where the inte-
grators in the loop filter of a continuous time �� modulator
are replaced by VCO-based equivalents and therefore require
a feedback loop. Instead, we will concentrate on open loop
architectures with no feedback around the VCOs [31].

The approach that we will follow is depicted in Fig. 2.
Based on the PFM interpretation, we will propose a generic
architecture of a VCO-ADC which consists of a PFM followed
by a pulse shaping filter and a sampler (Fig. 2(a)). The spectral
characteristics of the pulse shaping filter will permit to tailor
the noise shaping of the VCO-ADC (Fig. 2(b)). The well
known circuit of Fig. 1(a) will turn out to be a particular
case of this generic architecture, implementing first order
noise shaping. As will become clear, the approach enables
a straightforward extension toward VCO-based multistage
architectures (MASH), which is an alternative way to extend
the noise shaping order.

The paper is organized in two main parts. The first part dis-
cusses the theoretical foundations of this new way of explain-
ing VCO-ADCs and is developed in Sections II and III.
The second part discusses two application examples of the
previous theory and is developed in Sections IV and V.
In more detail, Section II reviews the classical analysis of

Fig. 3. VCO – PFM equivalence.

a VCO-ADC based on the phase-frequency relationship and
introduces the alternative interpretation based on the PFM.
The PFM interpretation reveals a systematic error present
in all VCO-ADCs that had not been identified previously.
In Section III, the theory developed in Section II is applied to
build a generic VCO-ADC architecture with extended noise
shaping order, based on a PFM block followed by a pulse
shaping linear filter. Although direct higher order VCO-ADC
architectures are not easily implementable, we explore
in Section IV some approximations based on an analog finite
impulse response (FIR) filter. Section V focuses on generaliz-
ing the theory proposed in Section III to the implementation
of MASH structures. Finally, Section VI concludes the paper.

II. PULSE FREQUENCY MODULATION: AN

ALTERNATIVE WAY TO LOOK AT A VCO
In this section we will review how a VCO can be used

for the coding of a continuous-time analog signal. For this
purpose, we will show that there is a strict equivalence between
the VCO operation and pulse frequency modulation. This is a
modulation technique that encodes band-limited signals into a
train of Dirac delta impulses, where the information is encoded
in the time position of the impulses [32].

A. VCO – PFM Equivalence
Fig. 3 shows a VCO and the associated PFM signals. Here,

the input signal x(t) drives a VCO and generates the VCO
output signal w(t). Without loss of generality, we will assume
that the input signal x(t) is bounded to the interval [-1,1],
band-limited to a finite bandwidth BW and dimensionless.
We will assume that the waveform of w(t) is a square
wave. The actual instantaneous VCO frequency is f (t). When
looking at the waveform w(t), we see that all the information
is contained in the edges of w(t). In our treatment we will
assume that only the rising edges are used.1 If we call the VCO
rest frequency fo (corresponding to a zero input x = 0) and
the VCO gain KVCO, then the VCO instantaneous frequency
f (t) and the instantaneous phase �(t) can be described as
follows:

f (t) = fo + KVCO · x(t), |KVCO| ≤ fo

�(t) =
∫ t

0
( fo + 2π KVCO · x(τ )) dτ

= 2π fot + 2π KVCO ·
∫ t

0
(x(τ )) dτ (1)

Note that the VCO gain (KVCO) in this model is a design
parameter. However, with our definition of the valid signal
range, its value must be bounded as indicated in (1). We will
restrict x(t) to have zero mean for notational convenience. This
requirement does not pose any practical limitation because

1Note that the theory remains valid for circuits that use both the rising
and the falling edges, but in that case it is more convenient to work with an
effective VCO frequency feff(t) which equals twice the actual VCO frequency
feff(t) = 2 f (t). This is e.g. the case for the circuit of Fig. 1(a).
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if x(t) has a DC component, we can always modify fo to
compensate the frequency offset produced by the DC shift.
The rising edges of w(t) represent the crossings of �(t) over
integer multiples of 2π . Now, we will generate an auxiliary
signal d(t) composed of Dirac delta functions coincident with
the rising edges of w(t). For this purpose, we have added the
conceptual block “edge detector” to Fig. 3. Mathematically,
this leads to:

d(t) =
∞∑

k=0

δ(t − tk), ∀tk |�(tk) = 2πk , k = 0, 1, . . . (2)

The signal d(t) is a pulse frequency modulated signal [30].
Clearly, this d(t) is a conceptual signal that cannot exist in
reality. In practical applications, a pulse frequency modulated
signal could be approximated by a train of narrow square
pulses. However, for our purposes, it is more convenient
to build the argument on the (theoretical) Dirac delta pulse
frequency modulated signal d(t).

For a sinusoidal input x(t), the signal d(t) can be expanded
into a trigonometric series [29], [30], [33]. It can be shown
that d(t) contains modulation sidebands at each multiple of the
VCO rest frequency fo, similarly to a frequency modulated
signal. However, it also contains the actual signal x(t) in
the baseband, which is different from conventional frequency
modulation (FM). If we consider a sinusoidal input signal x(t):

x(t) = A · cos(2π fx t), (3)

the signal d(t) can be expanded into a trigonometric series as
follows [33]:

d(t) = fo + KVCO · A · cos (2π fx t) + m(t)

m(t) = 2 fo

∞∑
q=1

∞∑
r=−∞

Jr

(
q

AKVCO

fx

)

×
(

1 + r fx

q fo

)
cos (2π (q fo + r fx ) t) (4)

Here Jr is the r-th order Bessel function of the first kind. The
expansion (4) can also be represented in the frequency domain
by its Fourier transform D( f ):

D( f ) = foδ( f )+ AKVCO

2
(δ( f + fx) + δ( f − fx )) + M( f )

M( f ) = fo

∞∑
q=1

∞∑
r=−∞

Jr

(
q

AKVCO

fx

) (
1 + r fx

q fo

)

· (δ( f + (q fo + r fx )) + δ( f − (q fo + r fx ))) (5)

According to (4) and (5), the signal d(t) consists of a com-
ponent which is linear with respect to the input signal as well
as modulation sidebands components around each harmonic
of the VCO rest frequency fo. These modulation sideband
components are denoted by the symbol m(t) (or the associate
spectrum M( f )).

B. Discussion of the Modulation Spectra
Unfortunately the expression for the spectrum M( f ) of the

modulation sidebands is not intuitive, because the modulation
tones depend in a complex way on the signal parameters
(input signal frequency as well as input amplitude). E.g. the
sidebands are definitely not symmetrical around the central
carrier and also they are not monotonically decaying.

Fig. 4. Calculated spectrum according to (5) of the first six sidebands for the
case of an input signal with (a) a low input frequency fx = fo/1024 and a
small input amplitude AKVCO = fo/32, (b) again for a low input frequency
fx = fo/1024 but a larger input amplitude AKVCO = fo/8, (c) for the same
input amplitude AKVCO = fo/8 but now an intermediate input frequency
fx = fo/64 and (d) for again the same input amplitude AKVCO = fo/8 but
now a relatively high input frequency fx = fo/16.

However in general each modulation sideband, roughly con-
sists of a relatively pronounced central lobe and a tail which
decays relatively rapidly. This is particularly the case when
the input signal frequency fx is small relative to the VCO rest
frequency fo. This situation is shown in Figs. 4(a) and 4(b)
which show the calculated spectrum of the first six sidebands
for the case of a low input signal frequency fx = fo/1024
and two different values of the input amplitude. Although
according to (5) in principle, the sidebands around every
harmonic of fo stretch infinitely, it is clear from the figure that
the bulk of every sideband’s energy is contained in the central
lobe which has a limited bandwidth. Moreover, if we denote
the value of this limited bandwidth for the q th sideband
as BWq, we found that the following empiric relationship
approximately holds:

BWq ≈ 2q AKVCO (6)

The corresponding value of the calculated sideband bandwidth
is also added to Fig. 4, and it is clear that it matches
relatively well for this case of a low input signal frequency
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Fig. 5. Sketch of the signal integrity degradation due to spurious tones of
the first modulation sideband extending into the useful signal band.

fx = fo/1024. As the equation indicates, the higher sidebands
become wider, which has the consequence that the spectra of
these higher order sidebands (e.g. for q ≥ 4 in Figs. 4(b)) start
to overlap. Due to this, the high frequency spectrum starts to
look like white noise.

If we now keep the input amplitude the same as Fig. 4(b),
i.e. AKVCO = fo/8, but increase the input frequency to an
intermediate value of fx = fo/64, see Fig. 4(c), we can
still distinguish a central lobe with a bandwidth which still
follows (6), but the tail of the modulation band decreases much
less rapidly. And if we from here further increase the input
frequency to a relatively high input frequency of fx = fo/16,
see Fig. 4(d), the tail and the central lobe cannot really be
distinguished anymore and the modulation band stretches well
beyond the bounds of (6).

C. Fundamental SNDR Limit in VCO-Based Coders
Regardless of the input signal, we can always say that

globally, the sideband tones decrease in amplitude when they
are further away from the corresponding harmonic of the
VCO carrier. However, regardless of how rapidly the tail
of each modulation sideband decays, it in reality stretches
infinitely far, which means that there are always nonzero
sideband tones from the first sideband (q =1 in (4)) that
will fall into the useful signal band (BW ). This phenomenon
is sketched in Fig. 5. In theory there are also contributions
from the higher harmonic sidebands, but in practice these
are normally negligible compared to those from the first
sideband.

The typical decimation filter applied to recover the output
data from a VCO-ADC architecture is a low-pass filter.
Therefore, although the spectrum of m(t) is deterministic, the
in-band sideband tones of Fig. 5 degrade the signal integrity
in a similar way as additive noise (or distortion). Then, for a
given BW , we can estimate the Signal-to-Noise-and-Distortion
Ratio (SNDR) from (5) by summing the contributions of all
the components falling into BW :

SNDR = 10 log10

(
AKVCO

2 fo

)2

∑rmax
r=rmin

(
Jr (

AKVCO
fx

)
(

1 + r fx
fo

))2 ,

rmin = ceil

(−BW − fo

fx

)
, rmax = f loor

(
BW − fo

fx

)

(7)

Here rmin and rmax correspond to the index of the lowest and
the highest component respectively that fall into BW . This
equation can be considered as a fundamental encoding error,

Fig. 6. SNDR due to to the encoding error calculated according to Eq. (7)
vs. the input signal frequency fx for the case of an in input amplitude
of −3 dBFS for a fixed bandwidth equal to fo/32.

which is inherent in any VCO based scheme, where the VCO
encodes the information into the edge positions.

Unfortunately, (7) is again a non intuitive function that
depends on the effective amplitude AKVCO, the input signal
frequency fx, the bandwidth BW and the oscillation rest
frequency fo. Upon investigation, this function was found to
have a non-monotonic behavior in terms of these parameters.
To illustrate this the result for the case of a fixed fo, a fixed
bandwidth BW = fo/32 and a fixed effective input amplitude
AKVCO = fo/

√
2 corresponding to -3 dBFS, was evaluated

for all inband values of the input frequency fx (i.e. fx
ranging from DC to the band edge). The resulting SNDR
(corresponding to the VCO encoding error) is shown in Fig. 6,
and clearly it is a very strong function of the input frequency
which is consistent with Fig. 4, where we have already seen
that the sideband tones decay much more rapidly for lower
frequency input signals. Although for most in band values of
the input frequency, the SNDR corresponding to a fundamental
encoding error is absurdly high, there are some values for the
input frequency (located at the band edge), where the SNDR
is much less good and the corresponding worst case here is
83 dB. Since, even in a bandwidth limited application, it is
not known in advance what the input frequency will be, this
worst case, corresponds to a fundamental SNDR limit.

To further assess this a further study was performed, where
the rest oscillation frequency fo was kept fixed and the signal
bandwidth BW was varied. For every value of BW , the input
signal frequency fx was varied in steps of BW/1000. Then, (7)
was evaluated and the value of the SNDR was collected
(leading to a plot such as Fig. 6). Now the worst case SNDR
was defined as the fundamental SNDR limit corresponding to
this normalized bandwidth value. This procedure was repeated
for decreasing values of the input amplitude (starting from
absolute full scale, i.e. A =1 going down to -10 dBFS in steps
of 1 dB). The results are shown in Fig. 7. The VCO-gain KVCO
was set to its maximal value, i.e. KVCO = fo, but it should
be noted that the results shown in the figure can be mapped
to other values of KVCO, by adjusting the value of the input
signal amplitude.

The plot of Fig. 7 is a fundamental performance limit
that occurs in all VCO-based coding schemes. As the plot
indicates, the performance (set by this hard limit) rapidly
increases when the VCO center frequency increases. However,
for signals that are really full-scale, the performance increases
only very slowly. An important remark is, that this result was
derived for a single-phase VCO that only uses the rising edge
information. Below, in Section III-C, we will see that the result
is also valid for multiphase VCOs (with M phases) that use
both the rising and falling edges, provided that we use the
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Fig. 7. Limiting SNDR for the case of an in band input tone vs the ratio
fo/BW for different values of the input signal magnitude (ranging from full
scale to -10 dBFS in steps of 1 dB).

Fig. 8. Generic structure for a potential VCO-ADC.

effective rest frequency fo,eff = 2 · M · fo. Most published
VCO-ADC designs until today are operated with fo,eff/BW
values of well above 512 [6], [9], [11], [14], [34]. This means
that the performance of these designs were never limited by
this fundamental limit.

We will see later on that, when sampling is introduced, there
will be additional noise/distortion components which, in many
cases, will be larger than this fundamental limit.

III. DIRECT CONSTRUCTION OF A VCO-ADC BASED

ON THE PFM REPRESENTATION

We will now start from the PFM representation described
above and define a strategy to derive a family of theoretically
possible VCO-ADC structures. We will see that some of these
structures do not translate to a circuit that can be implemented
in a simple way. However, we will show that one of the derived
solutions is equivalent to the simple circuit of Fig. 1(a). Our
derivation will enable a much deeper insight in the spectral
and tonal behavior of such ADCs than what can be understood
from common explanations. Such first order VCO-ADCs are
typically explained by linking the phase of the oscillator to
the state variable of a �� modulator [6], [35], which is then
quantized and differentiated. Whereas this prior understanding
has proven to be insightful, it is stuck at the white noise
approximation of the quantization error and cannot explain
the tonal behavior that occurs in reality. Our derivation will
overcome this limitation and provide exact results.

A. Going From a PFM Encoder to an ADC
Let us look again at the system of Fig. 3. To derive an ADC

from this structure, somewhere sampling should be introduced.
Clearly, signal d(t) cannot be directly sampled because only
the Dirac deltas in d(t) coincident with a sampling instant
would be detected. This can also be understood in the fre-
quency domain, because sampling of d(t) would introduce a
multitude of uncontrolled aliases into the band of interest, due
to the non band limited and non decaying spectrum of d(t)
(Fig. 4). This would make the recovery of the input signal
impossible. Fig. 8 shows a generic VCO-ADC structure that
solves the aliasing problem. In the structure, a linear pulse
shaping filter with impulse response h(t) is added after the
PFM (of Fig. 3). This filter generates an output signal p(t)

which can now be sampled with a uniform sampler with
sampling frequency fs to obtain the overall sampled output
signal y[n].

The pulse shaping filter has two requirements. First, it must
have a low-pass characteristic to allow the input signal com-
ponents in d(t) to pass through. Second, it should suppress the
modulation sidebands located at frequencies that would alias
to the low-pass signal band. This can be achieved by placing
periodic zeroes in the frequency response at integer multiples
of the sampling frequency (which will alias to the baseband).
This way, all the baseband aliased components coming from
the modulation sidebands will be spectrally shaped similarly
to quantization noise in a conventional �� modulator. As a
difference, such structure would be unconditionally stable. The
aliasing process and how it is affected by the low-pass filter
is represented in Fig. 9.

A good way to construct a suitable filter h(t) is as a cascade
of a low-pass function and a linear combination of delays of
the sampling period Ts = 1/ fs. This linear combination of
delays allows to implement the periodic zeroes. A potential
solution for this is the sincn filter:

Hn (s) = sincn =
(
1 − e−sTs

)n

(sTs)n
(8)

In (8), the zeroes of n-th order at s = 0 are canceled by
the poles of 1/(sTs)

n , resulting in a unity gain at DC and a
periodic zero structure at integer multiples of the sampling
frequency fs. This filter would spectrally shape the aliases of
the modulation sidebands by a n-th order zero, in a similar way
as the NTF of an n-th order �� modulator. Fig. 10 shows the
pulse shape and the frequency response for n = 1 (the case
used also in Fig. 9) and n = 2.

B. Error Analysis of the Generic VCO-ADC

Above in Section II.B, we have identified and quantified
the first error in any VCO-ADC: i.e. the fundamental PFM
encoding error which was illustrated in Fig. 7. Now, we will
quantify a second error that occurs in our generic VCO-ADC
structure of Fig. 8. For this, we will start with the model shown
in Fig. 11(a).

Here M(s) corresponds to the Laplace transform of the
modulation terms introduced by the pulse frequency modu-
lation process [e.g. according to (4)]. To simplify the model,
the VCO gain KVCO was normalized to unity and the offset
contribution corresponding to the VCO rest oscillation fo was
omitted. Within these approximations, this model provides an
exact description of the behavior of our generic VCO-ADC.
Then in a next step, we use the property that a Z-domain
factor of z−1 corresponds to a continuous time delay of one
sampling period Ts followed by a sampler [36], [37]. This way,
we obtain the model of Fig. 11(b), which is still strictly
equivalent to the generic VCO-ADC structure.

The second error in our generic ADC occurs due to aliasing
of high frequency components of the filtered modulation signal
in the sampling process. In order to quantify this, we split
the modulation signal M(s) in two components: first we
have the low frequency component MLF, below fs/2. This
low-frequency component gives rise to the fundamental PFM
encoding error (see Fig. 7). The second component MHF corre-
sponds to the high frequency content in M(s) above fs/2. This
high frequency component passes through the continuous time
filter 1/(sTs)

n and is then prone to aliasing. This process is
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Fig. 9. Illustration of the effect of the lowpass filter H (s) on the aliasing of the modulation sidebands for the case of a single tone sinusoidal input signal,
with a sketch of the time domain as well as the frequency domain signals for (a) the signal d(t), (b) the filtered signal p(t) and (c) the sampled overall output
signal y[n].

Fig. 10. Time domain impulse response of (a) the first order shaping pulse
and and (b) the second order shaping pulse with (c) their respective frequency
response.

illustrated in Fig. 11(c), where we reason on the output signal
U(s) of the block 1/(sTs)

n . Here the two effects of the aliasing
phenomenon are modeled explicitly by a combination of two
operations: on the one side, the high frequency components
UHF of the sampler’s input signal U are removed but, on the
other side, they re-enter the system again as aliased baseband
components which we will denote as Ual and which is a
discrete time signal. To stress that the aliasing happens in the
sampling process we have introduced the special “sampling
with aliasing” symbol. If we use the [·]∗ operator to indicate
sampling as defined in [36], the aliasing error Ual is defined as:

Ual = [UHF]∗ (9)

If we assume that the input signal X is band-limited, then the
high frequency component UHF is entirely due to the filtered
high frequency modulation components MHF(s):

UHF(s) = MHF(s)

(sTs)n
(10)

To emphasize that in this case the aliasing error is entirely
due to the VCO’s high frequency modulation components,
we introduce the symbol Mal (read as: the aliased filtered
modulation components of the VCO). A similar fact was
identified in [38] where the link between quantization noise of
a sine wave and frequency modulation was established. In this
case Mal is equal to the overall aliasing error Ual, but we will
see below, in Section V, that the aliasing error may consist
of multiple components. With these observations, finally our

Fig. 11. Explanation of the spectral shaping in our generic VCO-ADC
(a) generic VCO-ADC, (b) equivalent structure of our generic VCO-ADC,
(c) equivalent structure with explicit indication of the errors in the sampling
process, (d) final equivalent model with the overall I/O behavior.

model can be simplified to the model of Fig. 11(d). Now,
by inspection, the sampled output Y (z) can be obtained as:

Y (z) =
[

X (s) + ML F (s)

(sTs)n

]∗
(1 − z−1)n

+Mal(z)(1 − z−1)n (11)

where the [·]∗ operator indicates sampling again. By introduc-
ing the signal transfer function STF(s) as:

STF(s) = (1 − e−sTs )n

(sTs)n
, (12)

equation (11) can be rewritten as:

Y (z) = [STF X (s)]∗
+ [STF ML F (s)]∗
+Mal(z)(1 − z−1)n (13)
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In the above equation, the first term corresponds to the
desired signal component. The second term corresponds to the
fundamental PFM encoding error (see Section II). The third
term corresponds to the aliasing error. As is evident from the
equation, this aliasing error will be spectrally shaped according
to the order of the pulse shaping filter. Hence, we expect a
better SNR for increasing n, but unfortunately (as will be
shown later on) it is not obvious to find a practical circuit
for the pulse shaper apart from the case where n = 1 (first
order case).

It should be noted that the aliasing error in this model
replaces the quantization error of more conventional phase
domain models [6]. However in this model, in principle,
the spectra of all the signals in (11) can be calculated exactly.
E.g. the spectrum of the aliased signal (which is considered
as an error in this system) can be obtained exactly by taking
into account the filtering 1/(sTs)

n and then summing over
all the aliasing bands of the spectrum of m(t). This closed
expression allows the analytical calculation of resulting SNR
of y[n] due to the aliases of the modulation sidebands. For
the specific case of a zero order hold filter (of first order
sinc, n = 1), a detailed analytical elaboration of the aliasing
process is worked out in [29]. Whereas the theory provides
closed analytical expressions for the spectra, the result is still
an infinite sum over all the alias bands, which in practice must
be numerically approximated with a computer. As a result,
these analytical expressions (although of theoretical interest)
do not allow neither easy intuition nor hand calculations.

To illustrate the validity of the proposed generic VCO-ADC,
we have performed several behavioral simulations according
to the conceptual block diagram of Fig. 8, where we have an
(ideal) VCO, an edge detector, a pulse shaping filter Hn(s) and
a sampler. First, the case where the pulse shaping filter equals
the first-order sinc filter H1(s) was considered. The results of a
typical simulation are shown in Fig. 12(a). Here the sampling
frequency fs is arbitrarily set to 1 Hz. The rest frequency fo
of the VCO was set around fs/4: i.e. fo ≈ fs/4 = 0.25 Hz.
As before, we have assumed that the VCO input signal x(t) is
dimensionless and bounded to the interval [−1, 1]. The VCO
gain KVCO was set to KVCO = 0.25 Hz/unit. The resulting
ADC is driven by a sinusoidal input signal with a frequency
of fs/1024 and an amplitude of -3 dBFS. The plot clearly
demonstrates a 20 dB/dec roll-off, confirming the analysis
above. For an OSR of 64, we obtain an SNDR of 51 dB. For
comparison, the result of the same experiment but now for the
case where the pulse shaping filter equals the second-order
sinc filter H2(s) is shown in Fig. 12(b). As expected, now the
spectral roll-off has a slope of 40 dB/dec. The SNDR for an
OSR of 64 is now equal to 95 dB. Clearly, in this case, due to
the second-order sinc filter, the aliasing error exhibits second
order spectral shaping and is greatly suppressed. However,
it is important to realize that this spectral shaping only shapes
the aliasing error and not the fundamental encoding error
discussed in Section II.

For this simulation, the value of the input amplitude,
the BW and fo were chosen such that it corresponds to the
case of Fig. 6. Looking back at this figure Fig. 6, we can see
that for certain choices of the input frequency fx (i.e. near
band edge), the fundamental encoding error would limit the
SNDR to only 83 dB regardless of the spectral shaping of the
aliasing error. This is illustrated in Fig. 12(c), which shows
the same simulation result as Fig. 12(b) but now for an input
frequency fx near band edge. Now the fundamental encoding

Fig. 12. Output spectra of the generic VCO-ADC architecture illustrating
the spectral shaping of the aliasing error for the case of: (a) a first-order sinc
filter, (b) a second-order sinc filter, and (c) a second-order sinc filter where
the input frequency fx is chosen such that the SNDR is limited to 83 dB by
the fundamental PFM encoding error (i.e. fx ≈ BW ).

error is larger than the spectrally shaped aliased error and
limits the performance to 83 dB, which exactly matches the
calculated result shown in Fig. 6.

C. Implementation of a Generic VCO-ADC
Above we have derived a conceptual generic VCO-ADC

architecture (Fig. 8). However it is not immediately clear
how the continuous-time analog pulse shaping filters should
be implemented in practice. In order to investigate this,
the time domain waveforms corresponding to the filter’s input
signal, d(t), and output signal, p(t), are shown in Fig. 13, for
the case of the first and second order pulse shaping filters:
H (s) = H1(s) and H (s) = H2(s), respectively.

In terms of practical implementation, the case with the first
order filter is particularly useful. In this case, the impulse
response h1(t) is the standard zero order hold pulse. This
enables a hardware efficient realization, because, as shown
in Fig. 13(b), the signal p1(t) will always be composed of
discrete amplitude levels due to the constant hold level of the
shaping pulse. Then, the sampled signal y[n] would become
discrete both in time and in amplitude.

A very interesting situation occurs when the delay between
two consecutive pulses in d(t) is larger than or equal to
the sampling period Ts = 1/ fs. In this case, the filtered
signal p1(t) can only take two possible values (’0 ’or ’1’).
This enables the conceptual realization shown in Fig. 14,
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Fig. 13. Time domain waveforms that can occur in the generic VCO structure
of Fig. 8: (a) edge signal d(t) (b) output signal p1(t) of the pulse shaping
filter for the first order case and (c) output signal p2(t) of the pulse shaping
filter for the second order case.

Fig. 14. Conceptual realization of a first order VCO-ADC with a monostable.

Fig. 15. Performance degradation of the system of Fig. 14 when the length
of the pulse in the monostable does not match exactly with Ts (1% deviation).

where the filter is implemented with a monostable which
generates a pulse with a width of Ts on every rising edge of the
VCO output waveform w(t). Whereas this looks like a viable
implementation, it should be noted that this realization is not
advised in practice for the following reason: in order to make
this circuit operate as desired, the pulse width should perfectly
match with the sampling period Ts. In practice this cannot be
achieved because mismatch effects that always occur in real
circuits will make the pulse length different with respect to
the ideal one. From a spectral point of view, this means that
the zeroes of the corresponding filter are not exactly placed at
integer multiples of the sampling frequency and, as a result,
the suppression of the aliasing distortion is much less good
than expected. Fig. 15 shows an example of this phenomenon.
Here, the system of Fig. 14 was simulated with the same
parameters as in Fig. 12, but a monostable whose pulses are
only 1% longer in length than the nominal value was used.
It can be observed that the performance is completely degraded
by the aliasing components, which fall into the bandwidth of
the converter and make the SNDR be decreased to 27 dB.

As a difference with the circuit of Fig. 14, the circuit of
Fig. 1(a) behaves similarly but automatically forces the sinc
filter delay to be coincident with the sampling period [29].

Fig. 16. Effect of sampling frequency in generic first order
VCO-ADC when: (14) is accomplished ((a) and (b)); (14) is not
accomplished ((c) and (d)).

Therefore, it does not require any matching in the circuit and
provides a robust implementation.

By observing Fig. 9 we can see that the model of Fig. 8 does
not impose any restriction to the sampling frequency fs. The
spectral shaping of the modulation sidebands would happen
regardless of the ratios between fs, the VCO rest oscillation
frequency fo and the VCO gain KVCO. However, as explained
above, the circuit of Fig 1(a) only implements the generic
first order VCO-ADC of Fig. 8 if the minimum time distance
Tmin between two edges2 in the VCO signal w(t) is greater
than or equal to the sampling period Ts = 1/ fs. Considering
a normalized VCO input signal x(t) that is dimensionless and
bounded to the interval [−1, 1], we can immediately conclude
that the minimum sampling frequency fs,min [6], [35]:

fs,min = ( fo + KVCO)eff = (
fmax, osc

)
eff =

(
1

Tmin

)
eff

(14)

where fmax,osc stands for the highest possible VCO output
oscillation frequency.

This can be further understood if we consider the waveforms
in the ideal first order case generic VCO-ADC of Fig. 8 for
the case where condition (14) is met or not. The situation
where the condition is met, is depicted in Fig. 16(a)-(b),
where the VCO output w(t) and the corresponding signal p(t)
are shown. Now we can see that condition (14) implies
that the output signal p(t) obtained from the generic first
order VCO-ADC is a single bit signal which is evident
from the observation that p(t) has only two voltage levels.
By contrast, if fmax,osc is higher than the sampling frequency,
as in Fig. 16(c)-(d), the output signal p(t) will become a multi-
level signal. In this case, we still maintain discrete output
signal levels, which can still easily be represented by a digital
representation, but now a multi-bit version. This situation in
fact corresponds to the behavior of the well known multiphase
ring oscillator VCO-ADC of Fig. 17(a). Here each of the
M phases of the VCO is connected to the readout circuit
of Fig. 1(a) and the overall sampled output signal y[n] is

2Remember that the circuit of Fig 1(a) reacts both on the rising as well as
the falling edges and hence should be analyzed with an effective oscillation
frequency feff equal to twice the actual oscillation frequency.
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Fig. 17. Ring oscillator based VCO-ADC concepts: (a) circuit, (b) conceptual diagram, and (c) time chronogram.

obtained as the sum over all the phases in the VCO. Clearly
now, the output signal y[n] is a multi level signal. This circuit
can also be understood as an implementation of our generic
first order VCO architecture with a high effective oscillation
frequency feff given by [6], [35], [39]:

feff = 2 · M · ( fo + KVCO · x(t)) (15)

In this case, the effective frequency does not comply with (14)
and hence the overall behavior corresponds to Fig. 16(c)-(d).

Fig. 17(b) shows a system level block diagram that describes
the behavior of Fig.17(a). In Fig.17(b), a single output PFM
is connected to a multiplexer that casts the Dirac delta
impulses in d(t) into an array of identical pulse shaping
filters. Each time a Dirac delta impulse enters the multi-
plexer, the switch advances to the next output in a cyclic
way, sorting the Dirac delta impulses into M streams (see
Fig.17(c)). Every individual Dirac delta stream has a frequency
M times lower than feff and then, (14) will hold. Therefore,
each branch can use the circuit based on an XOR gate
shown in Fig. 17(a) to implement the sampled pulse shaping
filter with no restrictions. The system is exactly equivalent
to Fig. 14.

Let us investigate Fig. 13 again, but now for the second
order case, i.e. Fig. 13(c). Unfortunately, the pulse does not
have a constant level moreover, the pulse values can vary
continuously. As a result, at the sampling instants, we would
sample a real valued quantity and such a real number cannot
easily be represented using digital signals. A similar argument
can be made for all orders higher than one. The authors have
not found any other filter possessing the same properties as the
zero order hold that could allow an exact implementation of a
higher noise shaping order ADC. However, high order pulse
shapes can be approximated by means of continuous time FIR
filters defined by digital delays [40] as will be shown in the
next section.

IV. APPROXIMATION OF SECOND ORDER PULSE SHAPING

FILTERS WITH A CONTINUOUS TIME FIR FILTER

The ideal triangular impulse response (represented by the
filter h2(t), Fig. 10(b)) is not easily implementable in prac-
tice. Nevertheless, we might still think of approximating its
impulse response through the staircase shape h2,M(t), shown

Fig. 18. (a) Staircase approximation of the second order pulse shape and
(b) a conceptual realization of the proposed idea which approximates second
order spectral shaping.

in Fig. 18(a). Here, the staircase steps have a width of Ts/M
and there are 2M − 1 steps.

A conceptual realization of this idea is shown in Fig. 18(b).
Here, the signal d(t) coming from the PFM is filtered by a
filter with impulse response h(t) consisting of a square pulse
of length Ts/M (filter h(t)). The output p(t) of this first filter
is then applied to a second filter with impulse response gM(t).
Finally the output y(t) of this second filter is sampled to
generate the final output data y[n]. The impulse response of
the filter h(t) can be written as:

h(t) = M

Ts

(
u(t) − u

(
t − Ts

M

))
(16)

The second filter is a continuous time FIR filter [40] and its
impulse response equals:

gM(t) =
M∑

k=1

(
k · δ

(
t −

(
k + 1

2

)
Ts

M

))

+
M−1∑
k=1

(
(M − k) · δ

(
t −

(
M + k + 1

2

)
Ts

M

))

(17)

Now our staircase pulse shaper h2,M(t) of Fig. 18(a) can be
written as:

h2,M(t) = gM(t) ∗ h(t), (18)
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Fig. 19. Practical implementation of the second order noise shaping
approximation architecture: (a) circuit and (b) output spectrum for the case
of a 256-tap approximation.

where ∗ stands for the convolution. In the Laplace domain this
corresponds to:

H2,M(s) = M

Ts
· 1 − e−s Ts

M

s

·
M∑

k=1

(
k · e−s(k+ 1

2 ) Ts
M + (M − k) · e−s(M+k+ 1

2 ) Ts
M

)

(19)

If we calculate the limit when M approaches infinity, this
becomes:

lim
M→∞ H2,M(s) = 1

T 2
s

·
(
1 − e−s·Ts

)2

s2 = H2(s) (20)

Therefore, the sinc2( f ) filter is asymptotically approximated
for a sufficiently large value of M . Consequently, increasing
the number of steps in the staircase filter gM(t) will improve
the performance of the system of Fig. 18(b) and bring it close
to the ideal second order case.

For a practical realization of this idea, we can imple-
ment the analog FIR filter with a delay line composed of
M delays elements [40], where each element introduces a
delay of Ts/M . The proposed circuit is shown in Fig. 19(a).
The implementation of such delay elements can be made with
digital inverters or buffers that introduce a fixed continuous
time delay in the digital signal. To understand that this circuit
indeed implements the system of Fig. 18(b), we need to apply
some transformations. First, we have to interchange the order
of the gM(t) and h(t) filters such that the FIR filter gM(t)
comes first. Second, also the edge detection is shifted to
the back and is performed implicitly in the first (left) flip-
flop of Fig. 19(a). The validity of this transformation can be
understood by observing that the edges of the VCO signal w(t)
are the same as the edges of the (theoretical) Dirac delta train
signal d(t), and this is still true after passing through the delay
line. The actual sampling is performed by the second (right)
flip flop in Fig. 19(b). Finally, the summation to implement

the overall filter is implemented after the sampling of every
tap in the delay line.

Fig. 19(b) shows a simulation result for the implementation
of Fig. 19(a). The simulation was made with a delay line with
256 taps. For the rest identical parameters were used as for
the simulation of Fig. 12(b). Ideally this result should be very
close to Fig. 12(b) and by a comparison of the two figures,
we can see that this is true for a large part of the Nyquist band,
where second-order noise shaping can clearly be observed.
Also the corresponding SNDR of 93dB at an OSR=64 is very
close to the ideal case. However, at very low frequencies the
limitation of the approximation becomes visible and only first-
order spectral shaping can be observed in this frequency range.
Note that in this case, 8 output bits are needed to represent
the output signal y[n].

Also for this case, simulations with mismatch in the delay
line were performed. For a mismatch up to 1% in the delay
of each tap of the delay line, no performance degradation
is observed. However, for higher mismatch, the performance
starts to degrade.

In Fig. 19(a), we used a single-phase VCO. However,
the approximation to the second order case can also be applied
to multiphase VCOs if the delay line is connected to each
phase of the VCO (e.g. signals wi(t) in Fig. 17).

At this point we should note the difference between the
architectures depicted in Fig. 19(a) and Fig. 17. Both of them
are multibit architectures, but how the multibit output signal is
constructed is very different from each other. Firstly, the filter
that shapes the pulse frequency modulated signal d(t) is not
the same for both cases (signal d(t) in Fig. 19(a) would be
the equivalent set of Dirac delta impulses obtained from sig-
nal w(t)). Whereas the pulse shaping filter for Fig. 19(a) is an
approximation to a second-order sinc, the filter for Fig. 17 is a
first-order sinc, regardless of the number of inverters in the ring
oscillator. Consequently, we will not see second-order noise-
shaping in the output spectrum of Fig. 17. Secondly, the delays
of the inverters in the delay line of Fig. 19(a) are constant
and signal independent as we want to implement a time
invariant FIR filter. However, in a ring oscillator the inverter
delays are modulated by the input signal x(t), as described
in the equivalent model of Fig.17(b) where the multiplexer
advancement depends on the input signal d(t). As depicted
in Fig. 16(d), the high effective oscillation frequency makes
the sampled output signal be multibit due to the overlapping
between the pulses generated at the pulse shaping filters.

V. MASH VCO-BASED A/D CONVERSION

In the previous sections, a generic VCO-ADC architecture
was described and the model of Fig. 11 was proposed to
analyze the errors that occur in this architecture. In this
section we will explain how two of our generic VCO-ADC’s
can be placed in a cascade configuration to form a MASH
VCO-ADC. In principle the approach can be done for any
order of the generic VCO-ADC. Nevertheless, we will limit
the discussion to the case where the generic VCO-ADC is
first order because this is the structure that can be implemented
easily in practice. The resulting structure exhibits second order
spectral shaping of the aliasing errors [2], [41].

A. 1-1 VCO-Based MASH Architecture

The operating principle of our proposed MASH architecture
can be understood from the model shown in Fig. 20. It consists
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Fig. 20. Model describing the proposed 1-1 VCO-based MASH.

of a first VCO-ADC, an error estimator block and a second
VCO-ADC. In the figure, each VCO-ADC is modeled accord-
ing to the previously derived model of Fig. 11. As before,
to simplify the discussion, the VCO gains were normalized to
unity and the offset contributions corresponding to the VCO
rest oscillation fo were omitted.

On the top-level, the architecture is similar to typical
continuous-time MASH �� modulators [42], [43], which also
consist of a first ADC, an error estimator and a second ADC.
However, in our case, no conventional analog blocks (such as
opamps, comparators, …) are used, only VCOs and digital
circuitry. The first VCO-ADC is driven by the overall input
signal X (s) and produces a digital, discrete time output
signal Y1(z). From the analysis above, we know that:

Y1(z) = [
STF (X (s) + M1,LF(s))

]∗ + U1,al(z)(1 − z−1)(21)

where the aliased modulation component U1,al(z) is given by:

U1,al(z) =
[

M1,HF

sTs

]∗
(22)

In practice the performance is limited by the first order
differentiated contribution of U1,al(z).

The key enabling element in our proposed structure is
the error estimator block, which generates a continuous time
signal e(t). Signal e(t) is an estimation of the dominant first
stage’s error. Since this error is the aliasing error U1,al(z)
which occurs in the sampler, the error signal can be obtained
by taking the difference between the sampler’s input and its
output, as shown in Fig. 20. To be more precise, we can
write E as:

E = U1,LF + U1,H F − [
U1,LF

]∗
HZOH − U1,al(z)HZOH (23)

where U1,LF and U1,HF are defined as follows:

U1 = U1,LF + U1,HF (24)

with

U1,LF = X + M1,LF

sTs
(25)

U1,HF = M1,HF

sTs
(26)

Here, abstraction is made from the transform domain (either
frequency domain or s-domain), and we are implicitly assum-
ing that the s-domain representation of the ’z’-variable is esTs .

As before the subscript LF denotes low frequency compo-
nents that are not prone to aliasing. The transfer function
HZOH corresponds to the zero order hold pulse and equals
(1 − e−sTs)/(sTs). Clearly when taking into account that for
low frequencies HZOH ≈ 1, we immediately see that the
low frequency component ELF of our error estimation E
corresponds to the aliasing error:

EL F ≈ −U1,al,

which is the desired behavior. This error signal E drives
the second VCO and hence, in a similar way as for (21),
we can write:

Y2(z) = [
STF (E(s) + M2,LF(s))

]∗ + U2,al(z)(1 − z−1)(27)

Now, the core idea of a MASH structure is to pass each stage’s
output through proper noise cancellation filters (NCFs) and
combining them into the overall output signal Y (z). If done
appropriately, the error from the first stage is removed and
overall higher noise shaping order is achieved. The most
obvious choice for the noise cancellation filters NC F1 and
NC F2 is3:

NC F1 = 1 NC F2 = 1 − z−1 (28)

Then the overall output signal Y (z) is obtained as:

Y (z) = NC F1 · Y1(z) + NC F2 · Y2(z)

= Y1(z) + (1 − z−1) · Y2(z) (29)

If we now make the approximation that the filter effect of the
Zero Order hold pulse is negligible we can write the overall
output as:

Y (z) ≈ [STF · X (s)]∗

+ [
STF · M1,LF(s)

]∗
+

(
1 − z−1

)
· [1 − STF]∗ · U1,al(z)

+
(

1 − z−1
)

· [STF · M2,LF(s)
]∗

+
(

1 − z−1
)2 · U2,al(z) (30)

In the above expression, we can make the further approxima-
tion that in the signal band the signal transfer function STF
is approximately unity. Then the expression can be further
simplified into:

Y (z) ≈ [X (s)]∗ + [
M1,LF(s)

]∗
+

(
1 − z−1

)
· [M2,LF(s)

]∗

+
(

1 − z−1
)2 · U2,al(z) (31)

From this expression we see that there are three terms that
can degrade the performance. First, there is the contribution
from M1,LF, the fundamental PFM encoding error of the first
stage (see Fig. 7). The way to keep this error contribution
under control is to limit the input signal amplitude and to
operate the first VCO at a sufficiently high effective oscil-
lation frequency. Second, there is a contribution from M2,LF,
the fundamental PFM encoding error of the second stage. This
contribution is first order differentiated, and hence should not
limit the performance. However, the input of the second VCO

3If we work with non unity values of KVCO appropriate gain factors should
be added to the noise cancellation filters.



GUTIERREZ et al.: PULSE FREQUENCY MODULATION INTERPRETATION OF VCOs 455

Fig. 21. Time domain waveforms of the relevant signals to obtain the error
estimation e(t) in a VCO-based stage.

is the error signal whose amplitude is large, which is not
a favorable situation for this error contribution (see Fig. 7).
Hence, to keep this error contribution under control the second
VCO should be operated at a sufficiently high effective oscilla-
tion frequency. Finally, there is the second stage aliasing error.
If the appropriate measures are taken to limit the fundamental
PFM encoding error terms, (31) can be further simplified into:

Y (z) ≈ [X (s)]∗ +
(

1 − z−1
)2 · U2,al(z) (32)

In this expression we see that the limiting factor is formed
by the second stage aliasing error, but this error exhibits a
second-order spectral shaping.

B. Practical Implementation

The key element in the practical implementation is the
error estimator block. In order to better understand its oper-
ation, Fig. 21 shows the relevant time domain waveforms:
i.e. d1(t), u1(t), the sampled and held version of u(t)
(us,ZOH(t)) and the error signal e(t) for the case of a single-
phase VCO. From the figure it is clear that the error signal e(t)
is always discrete in amplitude, and hence can be implemented
with digital circuitry.

The error estimator circuit can be combined with the
efficient (and almost standard practice) circuit of Fig. 1(a).
In this case, if the following condition relative to the maximum
oscillation frequency in the first VCO is accomplished:

f1,max ≤ fs

2
(33)

the signal e(t) is even a two-level (single-bit) signal.
The proposed implementation is shown in Fig. 22 for the

generic case of a M-phases VCO in the first stage. At the
moment, we will focus on the case in which M=1. By drawing
the waveforms for this circuit under the condition (33), it is
immediately verified that signal e(t) is identical to the
desired waveform of Fig. 21, which confirms the correct
operation of the circuit. This configuration has an additional
advantage: the second VCO is driven by a 1-bit signal and
hence will always operate linearly at two possible oscillation
frequencies [44].

Fig. 22. Practical implementation of the error estimator circuit with a
M-phases VCO.

Fig. 23. VCO-based MASH output spectrum with: (a) single-phase VCOs,
and (b) multiphase VCOs (M =15).

To confirm the performance of this structure, several behav-
ioral simulations were performed. Fig. 23(a) shows a typical
resulting output spectrum. The simulation was done with the
following VCO parameters:

f1 = fo,1 + KVCO,1 · x(t) = fs

4
+ fs

4
· x(t) (34)

f2 = fo,2 + KVCO,2 · e(t) = fs

4
+ fs

4
· e(t) (35)

Here the two digital levels of e(t) correspond to the signal
values e = -1 and e = 1 and, as before, the input signal x(t) is
scaled such that it is in the interval [-1,1]. The input signal was
a -3 dBFS sinusoid with a signal frequency fx = fs/1024. The
plot clearly demonstrates second-order spectral shaping. For an
OSR=64, the SNDR is 72 dB. This performance seems modest
compared to the performance demonstrated in the second-
order case of Fig. 12(b) and the (approximately) second order
case of Fig. 19, where the SNDR was respectively 95 dB and
93 dB for the same OSR. However, it is important to note that
both y1 as well as y2 are single bit signals, whereas the output
signal for the theoretical case of Fig. 12(b) was a real number
that cannot be represented with a finite number of bits, and
the output signal for the case of Fig. 19 was an 8-bit signal.

The extension to the multiphase case can be built by repli-
cating the error estimator circuit for each of the phases in the
first VCO (as shown in Fig. 22) and combining all of the error
signals into a multibit signal. Then, the second VCO works as
a digital controlled oscillator. Fig. 23(b) shows a simulation
of the MASH architecture implemented with 15-phases VCOs,



456 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS–I: REGULAR PAPERS, VOL. 65, NO. 2, FEBRUARY 2018

Fig. 24. Linear model for the proposed 1-1 VCO-based-MASH incorporating
finite coupling bandwidth and gain mismatch in the second VCO.

both in the first and the second stage. With similar parameters
to Fig. 23(a) the SNDR is 96 dB, approximately the same as
in Fig. 19(b).

C. Finite Interconnection Bandwidth and Gain Mismatch
There are two important performance limiting factors in the

practical implementation described above: i.e. interconnection
bandwidth and VCO gain mismatch in the second VCO. Both
are illustrated in Fig. 24. The analyzed limiting factors apply
similarly to both single-phase and multiphase cases.

The interconnection bandwidth issue is associated to the
xor-gate that generates the error signal e(t) (see Fig. 22). This
gate has to drive the load formed by the input impedance of
the second VCO. However, it cannot produce infinitely steep
edges, which were implicitly assumed in the discussion above
(see the waveforms in Fig. 21). To model this effect, the band-
width limiting low-pass filter L P(s) is inserted in Fig. 24.
In addition to the finite coupling bandwidth, the gain of
the second VCO (KVCO,2) cannot be controlled with an infinite
accuracy. Due to this, the actual gain of the second VCO
will always deviate from the desired value. To take this effect
into account a gain mismatch coefficient G2 was added to
the model. When we analyze these effect and make the same
approximations as in the derivation of (31), we come to the
conclusion that the actual conversion result Y ′(z) is now:

Y ′(z) = Y (z) + U1,leak, (36)

where Y (z) stands for the ideal conversion result of (31)
and U1,leak corresponds to a leakage term which, within
the approximations that were used to obtain (31), can be
found as:

U1,leak = [1 − G2 · L P(s) · ST F]∗ ·
(

1 − z−1
)

U1,al(z) (37)

Note that such a leakage effect is very similar to what occurs
in other types of MASH converters [45], [46].

VI. CONCLUSION

This paper shows a novel methodology to analyze and
design VCO-ADCs with extended noise shaping properties.
The key element of the approach is that the VCO is considered
as a signal encoder, instead of the typical interpretation where
the VCO is viewed as a phase integrator. For this, an exact
equivalence between a PFM and a VCO is established. This
equivalence allows to reveal the fundamental PFM encoding
error which forms an ultimate limitation of any VCO-ADC
and which was quantified in Fig. 7.

In a next step, we used the PFM interpretation for a direct
construction of the generic VCO-ADC of Fig. 8. We have
shown that the noise shaping order of this VCO-ADC archi-
tecture is determined by the filter that shapes the modulation
components of the VCO. Ideally, if the correct filter was cho-
sen, any noise shaping order architecture could be designed.
Whereas the version with first order spectral turns out to be
easy to implement, unfortunately, the ideal high order variants
turn out to be complicated to implement in practice. As a
partial solution for this limitation, we have proposed a practical
technique to approximate the second order case through the
use of a FIR filter composed of a delay line.

Finally, we extended these results to a multistage (MASH)
architecture for which we proposed the very simple implemen-
tation of Fig. 22. Based on the PFM interpretation, we could
show analytically that this structure allows second order spec-
tral shaping, which was confirmed by simulations.
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