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Analysis of Encoding Degradation in Spiking
Sensors Due to Spike Delay Variation
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Abstract— Spiking sensors such as the silicon retina and
cochlea encode analog signals into massively parallel asynchro-
nous spike train output where the information is contained in the
precise spike timing. The variation of the spike timing that arises
from spike transmission degrades signal encoding quality. Using
the signal-to-distortion ratio (SDR) metric with nonlinear spike
train decoding based on frame theory, two particular sources of
delay variation including comparison delay TDC and queueing
delay TDQ are evaluated on two encoding mechanisms which have
been used for implementations of silicon array spiking sensors:
asynchronous delta modulation and self-timed reset. As specific
examples, TDC is obtained from a 2T current-mode comparator,
and TDQ is obtained from an M/D/1 queue for 1-D sensors like
the silicon cochlea and an MX/D/1 queue for 2-D sensors like the
silicon retina. Quantitative relations between the SDR and the
circuit and system parameters of spiking sensors are established.
The analysis method presented in this work will be useful for
future specifications-guided designs of spiking sensors.

Index Terms— Asynchronous communication, comparison
delay, delay variation, frame theory, queueing delay, queueing
theory, signal-to-distortion ratio (SDR), spike decoding, spike
encoding, spiking sensors.

I. INTRODUCTION

TEMPORAL precision of spike timestamps is essential
in determining the integrity of signal representation in

the spike domain, for both biological sensory systems [1] and
artificial spiking sensors [2]–[6]. In the cat’s lateral geniculate
nucleus, the temporal structure of a neuron’s spiking responses
has a finer timescale than that of the input stimuli filtered by
the neuron’s temporal receptive field, and modeling results
have shown that large timing jitter with its reciprocal compa-
rable to the firing rate results in much degraded signal recon-
struction [1]. This principle of jitter-constrained representation
integrity also applies to spiking sensors such as the silicon
retina [2]–[4], the silicon cochlea [5], [6], and neural recording
arrays [7] where the generated spike trains are asynchronously
transmitted. The sources of timing jitter in these spiking
sensors can be divided into two categories: the electronic noise
and the uncertainty in spike transmission delay. The electronic
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Fig. 1. Spike encoding models of (a) asynchronous delta modulation (ADM),
and (b) self-timed reset (STR). The total communication delay TD is the
sum of the comparison delay TDC and the queueing delay TDQ . TH is the
switch-holding period in the STR model.

noise arises from, e.g., the photodiode, transistors and switch-
ing kTC, and can be reduced by established means such as
high illumination, large transistor size and capacitance. The
impact of delay variation in asynchronous spike transmission
on the encoding quality, on the other hand, has not yet been
quantitatively analyzed to guide the design of spiking sensors.
From the application point of view, the interest in quantitative
analysis of spike timing jitter lies in its degenerative effects
on the system performance of spike-based high-quality signal
coding [7]–[9] and high-accuracy pattern recognition [10].

Two commonly used encoding mechanisms that have
been implemented in array spiking sensors are the self-
timed reset (STR) [2], [3] and asynchronous delta modu-
lation (ADM) [4], [6].With linear decoding (an ideal inte-
grator followed by a sinc filter), the ADM (Fig. 1a) with
integrate and subtraction feedback often results in a better
signal-to-distortion ratio (SDR) than the STR (Fig. 1 b) with
reset feedback, especially at high input frequencies and large
input-amplitude-to-threshold ratios [11]. A constant time shift,
TD , was used in [11] to model the communication delay
caused by in-pixel or in-channel comparison and asynchronous
handshake with peripheral circuits in both ADM and STR.
A constant TH was used to model the switch-holding period
(corresponding to the refractory period in biological neurons)
in STR for the complete reset of the capacitive amplifier and

1549-8328 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



146 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS–I: REGULAR PAPERS, VOL. 64, NO. 1, JANUARY 2017

therefore limiting the firing rate of the encoder. The decoded
signal can be aligned with the input by applying a constant
time shift TD to the SDR calculation. However, TD varies in
practice for the following two reasons. First, the comparison
delay TDC of the in-pixel or in-channel comparator contributes
to TD variation, because this delay is dependent on the slope
of input signals at the moment of threshold-crossing [9]. Given
a certain bias current of the comparator, a larger input slope
leads to a smaller TDC . Second, without cheap and reliable
3D integration technologies for massively parallel point-to-
point dense connections between chips [12], the address event
representation (AER) [13] remains the most viable asynchro-
nous spike communication protocol for chip-to-chip links,
where arbitration is employed to prevent spike collision during
sequential transmission, and as a result leads to queueing
delay TDQ variation. The waiting time distribution P(W )
in queueing models can be used to describe TDQ variation.
A two-stage Poisson arrival queueing model [14] was applied
to estimate the average TDQ of the 2-D burst-mode word-
serial AER [13], a spike transmission protocol used in the
latest silicon retina chips [4]. However, no TDQ variation can
be readily derived from the model due to the lack of an explicit
expression of waiting time.

This paper focuses on the analysis of spike encoding
degradation in spiking sensors with ADM and STR due to
TD variation caused by the two sources, variation in the
comparator delay TDC and variation in the queuing delay TDQ .
The results of this analysis will give quantitative insights
into practical design considerations of circuit and system
parameters of spiking sensors. Instead of linear decoding,
nonlinear spike decoding based on frame theory [15] is used to
evaluate the signal integrity because it can theoretically give a
perfect reconstruction. The TDC variation is calculated based
on a specific current-mode 2T comparator model, and the TDQ

variation is obtained from queueing models that are adapted
from the Poisson arrival, deterministic service, single server
queue (M/D/1) for 1-D sensors and the bulk Poisson arrival,
deterministic service, single server queue (MX/D/1) for 2-D
sensors, respectively. The SDR metric used as a measure of
the spike encoding quality in this work, is a direct reflection
of the intrinsic signal representation integrity in spike domain.
Similar to the SNR metric used for synchronous ADCs, the
SDR metric depends on the parameters of a spike encoding
system regardless of the subsequent stage implementing spike
processing algorithms for different applications.

The rest of the paper is organized as follows: Section II
describes the nonlinear decoding algorithms for both ADM
and STR spike encoders that are the basis for SDR computa-
tion in Section V; Section III derives the relationship between
the comparison delay TDC and the input signal slope as the
function of comparator parameters. This relationship is used
to evaluate the impact of the TDC variation on the decoded
signal SDR in Section V; Section IV describes the queueing
models for 1-D and 2-D sensors, and shows the mean value
and the cumulative distribution function of the queueing delay
TDQ as the function of sensor array size, and the results
are used to evaluate the impact of the TDQ variation on
the decoded signal SDR in Section V; Section V shows

TABLE I

LIST OF MAIN SYMBOLS USED IN SECTION II

the SDR degradation of signals decoded from spike trains
due to the variation of TDC and TDQ as the function of
several design parameters of the spiking silicon retina and
cochlea. Section VI concludes the paper with discussions
on implications for future specifications-guided designs of
artificial spiking sensory system.

II. NONLINEAR SPIKE DECODING FOR ADM AND STR

Table I summarizes the main symbols used in this section.
We first describe the ADM and STR models in Fig. 1. In both
cases, we have:

TD = TDC + TDQ (1)

ADM: In Fig. 1(a), the error signal e(t) is the input signal
x(t) subtracted by the feedback signal y(t). Whenever e(t) is
above the upper threshold δ or below the lower threshold −δ,
an ON or OFF spike is generated. The generated spike is
transmitted by the AER, and is also integrated by an ideal
integrator leading to y(t). If a spike is regarded as an ideal
delta function, then y(t) has a staircase-like shape.

STR: In Fig. 1(b), e(t) starts to follow the incremental
change of x(t) from a reset level after each switch-holding
period TH . A generated ON or OFF spike due to threshold-
crossing triggers a feedback reset operation, i.e., during the
period of TH , e(t) is held at the reset level independent
of x(t). From the perspective of linear decoding, changes of
the input x(t) during TH is lost [11].

Next we describe the mathematical mapping from input
signal amplitude to output spike timing following the
t-transform [15] for both ADM and STR encoders.

ADM: Let ∀kεN+, and let the delay for the kth threshold-
crossing be denoted as TD,k . The t-transform of an ADM
encoder amounts to

x(t1
k − TD,k) = δ ·

⎛
⎝k − 2

∑
l∈N+

1[t2
l <t1

k ]

⎞
⎠ (2)

x(t2
k − TD,k) = −δ ·

⎛
⎝k − 2

∑
l∈N+

1[t1
l <t2

k ]

⎞
⎠ (3)

where t1
k /t2

k represents the kth ON/OFF spike timestamps,
+δ/ − δ is the upper/lower threshold of spike encoders,
1 denotes one count of a single spike, and its subscript tl < tk
means the condition of the timestamp tl smaller than the
timestamp tk . The inner product form of (2) and (3) can be
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written as

< x, χ i
D A,k >= qi

A,k (4)

where i = 1,2, and qi
A,k is the right side of (2) and (3). The

sampling function χ i
D A,k is defined as

χ i
D A,k = g(t − t i

k + TD,k) (5)

with g(τ ) being the impulse response of an ideal low-pass
filter (LPF) with the cutoff frequency �

g(τ ) = sin(�τ)/πτ (6)

STR: Assume that the switch-holding period TH has a fixed
value. The t-transform of an STR encoder is

x(t i
k − TD,k)− x(t j

k−1 + TH ) = (−1)i−1δ, (k ≥ 2) (7)

x(t i
1 − TD,1) = (−1)i−1δ, (k = 1) (8)

where t i
k/t j

k represents the timestamps of ON spikes when
i , j = 1, and OFF spikes when i , j = 2. The inner product
form of (7) and (8) can be written as

< x, χ i
DS,k > − < x, χ j

H S,k−1 >= qi
S,k (9)

where the sampling functions χ i
DS,k and χ j

H S,k−1 are given
below

χ i
DS,k = g(t − t i

k + TD,k) (10)

χ
j
H S,k−1 = g(t − t j

k−1 − TH ), (k ≥ 2) (11)

χ
j
H S,0 = 0, (k = 1) (12)

and qi
S,k is the right side of either (7) or (8).

The nonlinear decoding algorithms which are based on
frame theory are given below for both ADM and STR
encoders. The proof is similar to Proposition 1 in [16].

ADM: The recovered signal xr A(t) from the spike output of
an ADM encoder can be written as

xr A(t) =
∑

k∈N+
c1

A,kη
1
A,k(t)+

∑
k∈N+

c2
A,kη

2
A,k(t) (13)

where the representation functions ηi
A,k (i = 1,2) are written as

ηi
A,k = g(t − t i

k) (14)

These representation functions form a so-called frame [15].
With cA = [c1

A; c2
A], and [ci

A]k = ci
A,k , the decoding coeffi-

cients cA can be computed as

cA = G+
AqA (15)

where qA = [q1
A; q2

A] with [qi
A]k = qi

A,k , and

GA =
[

G11
A G12

A

G21
A G22

A

]
, [Gij

A]kl =< χ i
D A,k,η

j
A,l > (16)

for all i , j = 1,2, and k,lεN+. G+
A is the pseudo-inverse of GA.

Using Parseval’s formula [17], the elements in matrix GA can
be computed as

[Gij
A]kl =

∫ ∞

−∞
g(t − t i

k + TD,k)g(t − t j
l )dt

= 1

2π

∫ �

−�
e−iω(t i

k−TD,k−t j
l )dω = g(t i

k − TD,k − t j
l )

(17)

Fig. 2. Example waveforms of an input signal x(t), and the spike
reconstruction error 
x(t) using both STR and ADM encoders.

STR: The recovered signal xr S(t) from the spike output of
an STR encoder can be written as

xr S(t) =
∑

k∈N+
cS,kηS,k (t) (18)

where the representation functions ηS,k are written as

ηS,k = g(t − t i
k) (19)

The vector of coefficients cS with [cS]k = cs,k can be
computed as

cS = G+
S qS (20)

where [qS]k = qi
S,k, i = 1,2, and

[GS]kl = < χ i
DS,k,ηS,l > − < χ

j
H S,k−1,ηS,l >, (k ≥ 2)

(21)

[GS]1l = < χ i
DS,1,ηS,l >, (k = 1) (22)

for all i , j = 1,2, and k,lεN+. G+
S is the pseudo-inverse of GS.

The elements in matrix GS can be computed as

[G]kl = < χ i
D,k, ηD,l > − < χ

j
H,k−1, ηD,l >

= g(t i
k − TD,k − tm

l )− g(t j
k−1 + TH − tn

l ), (k ≥ 2)

(23)

[G]1l = g(t i
1 − TD,1 − tm

l ), (k = 1) (24)

where m, n = 1, 2.
As a simple example of adopting the algorithms described

above to decode the spike trains encoded by STR and ADM
encoders, Fig. 2 shows the waveform of an input signal x(t)
and the corresponding reconstruction errors calculated as


x A(t) = x(t)− xr A(t) (25)


xS(t) = x(t)− xr S(t) (26)

x(t) has the same sinusoid parameters as used in [11] with
frequency � = 2π rad/s, amplitude A = 0.316, and threshold
δ = A/23. All TD,k and TH values are fixed to 7.8 ms. The
simulation has a time support of 8 s and a time step of 3.8 μs.
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As mentioned in the Introduction, we use the SDR metric
to determine the fidelity of spike-domain signal representation
and it is defined as

SDRe =
∫ t2

t1
(x(t))2dt

∫ t2
t1
(
xe(t))2dt

(27)

where e = A,S, the SDRA for the ADM encoder is calculated
to be 87 dB, and SDRS for the STR encoder is 80 dB. Both
values are significantly higher than the values obtained using
linear decoding (21 dB for ADM, and 8 dB for STR) [11].
This large SDR values from using nonlinear decoding allows
us to evaluate the effects of small spike timing jitter on signal
representation integrity in the spike domain. These jitter effects
would be completely concealed if linear decoding was used.
The residual error in the nonlinear reconstruction is from
both the limited time resolution in simulation and finite time
support.

III. MODELING OF COMPARISON DELAY VARIATION TDC

Comparators are used for detection of threshold-crossing,
and one threshold-crossing event elicits one spike. Because of
the finite bandwidth of comparators, a spike is not generated
instantaneously the moment one threshold-crossing occurs,
and hence there is a comparison delay TDC which is dependent
on the input signal slope sxT at the moment of threshold-
crossing as well as the comparator parameters. For continuous-
time comparators commonly used in asynchronous systems,
the relevant parameters are the bias current and the DC gain
for a given circuit topology. The following analysis will take
the simplest 2T common-source amplifier (CSA) [2] as an
example to obtain an analytical expression of TDC . Assuming
one dominant pole and no slewing, the transfer function of the
CSA comparator can be written as [18]

H (s) = ADC

sτc + 1
(28)

where ADC is the DC gain of the CSA, and τc is the
time constant associated with the dominant pole. This time
constant depends on the bias of the CSA and its output load
capacitance. The small input signal change at the moment of
threshold crossing is approximated by sxT
t , where 
t is the
time needed for the CSA output to change by δ. The Laplace
transform of sxT
t is sxT /s2. The CSA output change in the
Laplace domain, 
Vout(s), is then written as


Vout(s) = sxT

s2 · ADC

sτc + 1
(29)

The time-domain output change 
vout (t) is obtained by the
inverse Laplace transform of 
Vout(s)


vout(t) = L−1{
Vout(s)} = sxT ADC(t − τc + τce−t/τc)

(30)

By replacing t with TDC and using Taylor’s expansion on the
exponential term in (30), the 
vout(t) during TDC denoted as

Fig. 3. Simulated comparison delay TDC versus input signal slope sxT at
different bias settings of a 2T CSA comparator using Spectre in a 0.18 μm
CMOS process. Equation (32) is used for the linear fits.


voutT can be formulated as follows assuming TDC � 3τc


voutT

= sxT ADC

[
TDC − τc + τc

(
1− TDC

τc
+ T 2

DC

2τ 2
c

−O
(

T 3
DC

))]

≈ sxT ADC
T 2

DC

2τc
(31)

TDC can be then expressed in terms of sxT as

log10 TDC = −sp − 1

2
log10 |sxT | (32)

sp = 1

2
log10

ADC

2 |
voutT | τc
(33)

where sp is used as an indicator of comparison speed. Given
a fixed comparator output range, e.g., from 10% to 90% of
the power supply rail, sp is a function of both ADC and τc.
The simulated curves of TDC versus sxT of a CSA comparator
biased at 0.2 nA, 2 nA and 20 nA are shown in Fig. 3. The
red lines are the linear fits using (32) with sp = 2.91, 3.30
and 3.78, respectively.

In spike encoding simulations, we can use (32) to estimate
the delay that corresponds to the signal slope sxT at each
moment of threshold-crossing. When using nonlinear decoding
to evaluate the degradation of spike representation in silicon
sensors due to TDC variation, each delay TD,k associated with
the spike at time tk , however, cannot be estimated by (32)
because of the lack of the sxT information. One simple way
of recovering the input x(t) is to estimate the average delay
TDavg as a substitute for all TD,k assuming that some prior
knowledge of the general characteristics of x(t) such as its
bandwidth and power are available. One can estimate the TD,k

value iteratively from the slope of the reconstructed signal
or adopt optimization methods by treating delay variations
as random noise to have a better approximation of x(t).
One optimization example is presented in [19] where random
noise is intentionally injected into the thresholds of the spike
encoders. Nevertheless, the SDR improvement from using
these methods is marginal, and the goal here is not to obtain
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the best reconstruction but rather to examine how the spike
encoding quality is affected by circuit and system design
parameters.

To estimate TDavg, the average slope of x(t) needs to be
obtained first. The characteristics of x(t) differ significantly in
various sensing application scenarios. Here without preference
for a specific application, we assume random Gaussian noise
as the input x(t) for the rest of the paper. The MATLAB codes
that we developed for simulations in this work are provided
in the supplementary materials online in which the Gaussian
input and the related computation of average slope and delay
can be modified to accommodate other signal types. The joint
probability density function of Gaussian noise signal with
amplitude ax and slope sx has been derived in [20]

p(ax , sx ) = (−ψ0ψ
′′
0 )

−1/2

2π
exp

(
− a2

x

2ψ0
+ s2

x

2ψ ′′
0

)
(34)

where ψ0 and ψ ′′
0 are the correlation function ψ(τ) and

the second derivative of ψ(τ) at τ = 0, respectively. The
probability density function of sx is

p(sx ) =
∫ ∞

−∞
p(ax , sx )dax = (−ψ

′′
0 )

−1/2

√
2π

exp

(
s2

x

2ψ ′′
0

)
(35)

The average absolute slope sxavg of x(t) is

sxavg = 2
∫ ∞

0
|sx |p(|sx |)d |sx | =

√
2

π
(−ψ ′′

0 )
1/2 (36)

ψ ′′(τ ) is related to ω( f ), the power spectrum of x(t), by [21]

ψ ′′(τ ) = −
∫ ∞

0
(2π f )2ω( f ) cos(2π f τ )d f (37)

For bandlimited white noise with zero mean, σ 2 power and
fn bandwidth, ψ ′′

0 is calculated as

ψ ′′
0 = −4π2σ 2

fn

∫ fn

0
f 2d f = −4

3
(πσ fn)

2 (38)

sxavg can hence be calculated as

sxavg = 2

√
2π

3
σ fn (39)

Using (32), TDavg can be estimated as

TDavg = 10−sps−1/2
xavg (40)

Equations (39) and (40) show that the parameters needed
to compute TDavg are the power σ 2 and bandwidth fn of
the noise signal, and the comparison speed indicator sp.
Equations (32) and (40) are used later in Section V to calculate
the exact and average comparison delay, respectively.

IV. MODELING OF QUEUEING DELAY VARIATION TDQ

Arbitration of spikes during transmission is of particular
importance for sparse spike encoding schemes like ADM
and STR, in contrast to the inefficient pulse-frequency mod-
ulation (PFM) scheme used in some early spiking sen-
sors [22], [23]. In PFM, the amplitude of input signal is
linearly transformed to spike frequency. Therefore, several
missing spikes due to collision in an unfettered communication

Fig. 4. The queueing models of (a) 1-D sensors with m sensing elements
like a silicon cochlea, and (b) 2-D sensors with m × n sensing elements like
a 2-D silicon retina.

channel only have negligible impact on the average frequency
within a time window. On the other hand, the SDR of
reconstructed signals from spike trains encoded by ADM and
STR directly relies on the presence and accurate timestamps of
each generated spike. Arbitration in AER guarantees the trans-
mission of every spike at the cost of compromised accuracy of
timestamps. Because spikes are only recorded or processed on
the receiving end, the timestamps are intact if the generated
spikes pass through the AER without waiting. Otherwise the
timestamps are skewed if the spikes need to wait until the
transmission of earlier generated spikes is completed. This
kind of system can be studied by queueing models, and the
variation of queueing delay TDQ can be characterized by the
waiting time distribution P(W ).

The geometric form of integrated CMOS sensors can be
categorized as either 1-D sensors like the silicon cochlea [6]
and optical line sensors [24], or 2-D sensors like the silicon
retina [2], [4] and neural recording arrays [25]. For 1-D
spiking sensors as shown in Fig. 4(a), the spike encoder in
each sensing element generates a stream of spike trains in
response to the input, and the spike trains from all m sensing
elements are arbitrated according to the rule of first-come-
first-serve (FCFS), which can be implemented as the 1-D
version of the fair AER arbiter circuits [26]. Assuming an
ideally fair arbiter, namely the arbiter does not distinguish the
identities of different sensing elements and assign priorities,
all spikes enter one queueing line abiding by the time order
of their generation. All spikes are served by a single server.
The service time is normally fixed when the server is a syn-
chronous module, like an off-chip FPGA or an on-chip time-
to-digital converter. When a sensor is exposed to a real-world
stimulus, the spike arrival for the queue may form a particular
stochastic process. In general, the queueing model G/D/1 can
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be used [27], where G indicates that the inter-spike interval of
the arrival spike train has an arbitrary distribution, D means the
deterministic service time, and 1 means a single server. Here
we consider the Poisson arrival case to demonstrate the effect
of spike queueing on encoding degradation. The corresponding
queueing model is thus called M/D/1 where M stands for
Poisson arrival.

To obtain the waiting time distribution P(W ) of an M/D/1
queue, two parameters, i.e. the mean spike arrival rate λq1D

and the service rate μq need to be determined. μq is the recip-
rocal of the service time which is the sum of the intrinsic delay
of the AER circuit and the fixed time assigned for the spike
address and timestamp registration. λq1D depends on a specific
1-D sensor model and the input sensory stimulus. Taking a
silicon cochlea with m total sensing elements as the example,
each sensing element or cochlea channel, contains a bandpass
filter (BPF) with a central frequency of fi (iεN+ ∩ iε[1,m])
followed by a spike encoder with a threshold of δi . The fi of
all the BPFs are geometrically scaled with a ratio of r between
neighboring channels. With the pre-defined frequency range
from f1 = fL to fm = fH , r can be calculated as

r = ( fH/ fL)
1

m−1 (41)

If the mean spike rate of channel i is λi , λq1D is the sum of
all λi

λq1D =
m∑

i=1

λi (42)

To calculate λi of the bandpass-filtered white Gaussian noise
input, its ψ ′′

0 is first calculated by using (37)

ψ ′′
0 = − 4π2σ 2

i

fHi − fLi

∫ fHi

fLi

f 2d f

= −4

3
(πσi )

2( f 2
Hi + fHi fLi + f 2

Li ) (43)

where σi is the rms amplitude and fHi and fLi are the high-
pass and lowpass corner frequencies of the BPF in channel i .
fHi and fLi satisfy the equations below

fHi − fLi = fi/Qi , fHi · fLi = f 2
i (44)

where Qi is the quality factor of the BPF in channel i .
Together with (36), λi of an ADM encoder [28] can be
calculated as

λi = 2π
σi fi

δi

[
2

3π

(
3 + 1

Q2
i

)]1/2

(45)

Note that λi of an STR encoder is usually smaller than that
of an ADM encoder because of the signal loss during reset
and switch-holding period [11], and the difference of these
two λi depends on the values of TD,k and TH . For simplicity,
the STR λi is assumed to take the same value as the ADM
with the consequence of underestimated reconstruction SDR.
Further simplifying assumptions of identical σi , δi , and Qi

among all channels denoted as σ , δ and Q give the explicit
λq1D expression

λq1D = 2σ

δ

[
2π

3

(
3 + 1

Q2
i

)]1/2
fm(1 − r−m)

1 − r−1 (46)

TABLE II

PARAMETER VALUE LIST FOR COMPUTING Wmean
AND P(W ) IN SECTION IV

Fig. 5. (a) The mean waiting time Wmean as a function of the channel
number m in the 1-D silicon cochlea and (b) the waiting time distribution
P(W ) of the M/D/1 queue.

Knowing both λq1D and μq , the mean waiting time Wmean [29]
and the waiting time distribution P(W ) [30] of the M/D/1
queue can be computed by

Wmean = ρ

2μq(1 − ρ)
(47)

P(W ≤ w) = (1 − ρ)

N∑
i=0

[
−λq1D

(
w − i

μq

)]i

i ! e
λq1D

(
w− i

μq

)

N

μq
≤ w <

N + 1

μq
(48)

where ρ = λq1D/μq is the traffic intensity. With the parameter
values given in Table II, Wmean and P(W ) as a function of the
number of channels m are plotted in Fig. 5. As m increases, the
mean waiting time Wmean increases exponentially, the sigmoid
waiting time distribution P(W ) shifts towards larger waiting
time with increasing variance, and the probability of immedi-
ate service with no delay decreases. Both Wmean and P(W )
are slightly dependent on Q, and they will be later used for
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calculating the reconstruction SDR of a 1-D cochlea. The
reason why a smaller Q gives a larger delay can be seen
from (46).

The latest 2-D spiking sensors with in-pixel ADM or STR
encoders mostly use the 2-D burst-mode word-serial AER.
As illustrated in Fig. 4(b), each sensing element in the m × n
array is a pixel in the case of a silicon retina. Whenever one
or several pixels in a row Ri (iεN+ ∩ iε[1,m]) initiate spike
transmission, Ri enters the queue of row requests waiting for
its row acknowledge from the single server. The fair arbitration
of row requests also follows the FCFS rule. By the time the
Ri request is served, i.e. the row address and the row request
timestamp are recorded, all the ’active’ pixels in Ri (’active’
pixels are pixels which have generated a spike before the Ri

request is served) start to transmit their column addresses in
a burst from column C1 to Cn and they all get the same
timestamp as the Ri request. After the column address of
the last active pixel in Ri is registered, the next row request
waiting in the queue will get served, and the process repeats.
Because an active pixel is not allowed to generate another
spike before the current column request is acknowledged, the
number of active columns in one row request cannot be larger
than n.

The arrival pattern of row requests described above is called
bulk arrival in queueing theory because each row request
contains 1 to n column requests, and the number of active
columns na is drawn from another independent distribution.
The closest queueing model to describe such a 2-D sensor
system is the GX/D/1 where X denotes the bulk arrival. This
model assumes that the delay for all the active columns is
equal to the delay of the row request, which is only true if
all the active columns of that row generate spikes at the same
time. In practice, it is possible that the moment when a pixel
becomes active is right before the burst column transmission,
which may be later than its row request due to queue waiting,
and consequently the delay of this spike is overestimated.
In this sense, the GX/D/1 model gives an upper bound of
TDQ variation. In the specific case of a 2-D silicon retina, the
GX/D/1 model is more accurate because most visual stimuli
are spatiotemporally correlated, and consequently the spikes in
a batch tend to be elicited simultaneously and share the same
timestamp. In the following analysis we consider the Poisson
arrival of row requests, and the corresponding queueing model
is MX/D/1 with compound Poisson arrival [27].

Let λq2D be the mean arrival rate of row requests in a 2-D
sensor. Assuming that the spike generation and transmission
in a 2-D sensor form a stationary queue, the equation below
holds in light of conservation of spikes generated

λq2D · navg = λpixel · m · n · p (49)

where navg is the mean number of active pixels in a row
request, λpixel is the mean spike rate of a stimulated pixel, and
p is the probability of one pixel being stimulated. navg was
shown in [14] to be positively dependent on the traffic intensity
because the spikes in a row request can be accumulated during
its queue waiting. However, it will be shown later that this
dependence is negligible in the specific case of a silicon retina
where λpixel and p are small so that the spike accumulation

is negligible. With the assumption of a binomial distribution of
na in a row request, the probability mass function of effective
number of spikes in a row request, pa, is written as

pa =
(

n − 1
a − 3

)
pa−1(1 − p)n−a+2 (50)

where a has the support of aεN+ ∩ aε[3, n + 2]. Note that
a is not from 1 to n because the time needed to process a
row request also needs to be considered and is about twice
as the time needed to process a column request in the latest
design [31]. navg can now be written as

navg =
n+2∑
a=3

(a − 2)pa (51)

For a bandlimited white Gaussian noise input, λpixel of an
ADM is derived from (39)

λpixel = sxavg

δ
= 2

√
2π

3

σ fvis

δ
(52)

where fvis is the visual signal bandwidth. λq2D can thus be
calculated with the knowledge of navg and λpixel .

The mean waiting time Wmean [32] and waiting time distri-
bution P(W ) [33] of row requests of the MX/D/1 queue can
be computed as

Wmean = ρ

2μq(1 − ρ)

⎛
⎜⎜⎜⎝

n+2∑
a=3

a(a − 1)pa

n+2∑
a=3

apa

+ 1

⎞
⎟⎟⎟⎠ (53)

P(W≤w)=
N∑

k=0

N+1−k∑
i=0

fi hk

(
N +1

μq
−w

)
,

N

μq
≤w<N +1

μq
(54)

where ρ is the traffic intensity defined as

ρ = λq2D

μq

n+2∑
a=3

apa (55)

fi denotes the probability of the stationary distribution with i
row requests being held in the system, and hk(t) denotes the
probability that exactly k new row requests enter the queue
during an arbitrary time interval of length t (see Appendix for
the computation of fi and hk(t)). With the parameter values
given in Table II, Wmean and P(W ) as a function of the total
pixel number m · n are plotted in Fig. 6. An aspect ratio of
m:n = 3:4 is used. The popular video graphics array (VGA)
resolution and its scaled versions are labeled in Fig. 6(a).
Similar to the 1-D case, the mean waiting time Wmean

increases exponentially as the array size m · n increases, and
so does the variance of the waiting time distribution P(W ).
However, the maximum Wmean value is about ×100 larger
than the 1-D case with comparable traffic intensities (e.g., both
around 0.88), which is attributed to bulk arrival. Note that a
decreased m/n aspect ratio would result in increased Wmean

even though m · n is kept constant.
We now verify an earlier statement below (49) that the

dependence of navg on the traffic intensity is negligible at
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Fig. 6. (a) The mean waiting time Wmean as a function of the number of
pixels m · n in the 2-D silicon retina and (b) the waiting time distribution
P(W ) of the MX/D/1 queue.

Fig. 7. White Gaussian noise used as the input x(t) for evaluating encoding
degradation caused by spike delay variation.

least in this silicon retina case we considered. The average
accumulated spike number Nac can be calculated as

Nac = λpixel · n · p · WD (56)

where WD is the waiting delay before the requesting row gets
served. In the case of a VGA array, the largest array size we
have considered, we take a large WD of 200 μs which already
has a very small chance to happen according to Fig. 6(b), and
Nac is calculated to be 3.6. For VGA, navg is calculated to
be 103, much larger than Nac .

V. ENCODING DEGRADATION DUE TO

TDC AND TDQ VARIATION

Fig. 7 shows the white Gaussian noise waveform used as
the input x(t) to study the degradation of encoding quality of
ADM and STR encoders due to TD variation. This input has
zero mean, 0.382 variance, the same as the σ in Table II, and
20 Hz bandwidth.

Fig. 8. (a) Reconstruction SDR of STR and ADM as the function of compari-
son speed indicator sp. Open and solid symbols represent reconstruction using
TD,k and TDavg, respectively; (b) example reconstructed signals at sp = 3
together with the original signal within the time window of [2.5s 3.0s]. Note
that in the ADM case, the difference between the original and the recovered
signals is indiscernible.

First, the effect of TDC variation is considered. The time
resolution is set to 1 μs, and TH for STR is fixed at
1 ms in the simulations. The exact delay TD,k at each
threshold-crossing is generated according to (32). The average
delay TDavg is calculated using (40). Both TD,k and TDavg

are used for reconstruction with the algorithms presented
in Section II, and the reconstruction SDRs are compared as
shown in Fig. 8(a). Both ADM and STR retain a high level of
reconstruction SDR (88 dB and 69 dB in average) regardless
of the value of the comparison speed indicator sp when
TD,k is used. When TDavg is used in practice with no prior
knowledge of the slope of the input signal, both SDR values
decrease by about 20 dB as sp increases by 1, i.e. either the
comparator time constant increases or the DC gain decreases
by a factor of 100. Fig. 8(b) shows the example reconstructed
waveforms. For ADM, the difference between the input and
the reconstructed waveforms is indiscernible.

To study the effect of TDQ variation on the SDR degradation
in the 1-D silicon cochlea, the waveform in Fig. 7 is scaled
to a 5-ms time length with a bandwidth of 20 kHz as the
input to the BPF bank in order to match with the human
hearing frequency range. As an example, the input is filtered
by two BPFs with central frequencies at fc1 = 3.4 kHz
(telephony voice frequency band) and fc2 = 20 kHz (upper
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Fig. 9. SDR degradation in (a) 1-D silicon cochlea as the function of cochlea
channel number m and (b) 2-D silicon retina as the function of retina array
size m · n.

limit of human hearing) and with different Q of 2 and 10.
The filtered signal is rescaled to have an amplitude variance
of 0.382, the same as the σ in Table II, before being encoded
into spike train. The time resolution in simulation is 1 ns,
and TH for STR is 5.9 μs for fc1 and 1 μs for fc2. The
SDR degradation as a function of the total number of cochlea
channels m is plotted in Fig. 9(a). The error bar represents
the SDR variance over 20 runs with the TD,k vector used
in encoding sampled according to the P(W ) in Fig. 5(b) in
each run. The TDavg used for reconstruction is obtained from
Fig. 5(a). With m increasing from 8 to 194, the SDR degrades
by about 30 dB in all cases because of the increased variation
in the waiting time distribution as evident in Fig. 5(b). The fc2
case always has a worse SDR than the fc1 case because signals
with higher frequency components result in finer timescale of
the encoded spike train and are therefore more susceptible to
time quantization [15]. This implies that the time resolution in
real-time spike timestamp registration using FPGAs or on-chip
time-to-digital converters needs to be set carefully so that it
does not become the limiting factor of the integrity of signal
representation in spike domain. The high Q case gives a higher
SDR in ADM than the low Q case, most likely due to the
slightly smaller TDQ variation in light of Fig. 5(b). The less
obvious benefit of a higher Q in STR is the result of a much
lower reconstruction SDR than that in ADM which results in
masking the effect of the small difference in TDQ variation.

The same white Gaussian noise waveform as in Fig. 7 is
used as the input to the spike encoders in the 2-D silicon

retina case. The time resolution is 0.1 μs, and TH is 1 ms in
the simulations. The TD,k vector used in encoding is drawn
from the P(W ) in Fig. 6(b). The TDavg used for reconstruction
is obtained from Fig. 6(a). The SDR degradation as a function
of the array size m ·n is plotted in Fig. 9(b). As m ·n increases
from the size of QQVGA to VGA, the SDR in both ADM
and STR degrades by about 25 dB because of the increased
variation in waiting time distribution as evident in Fig. 6(b).
Note that in both the 1-D and 2-D cases, the traffic intensity
is below 0.9. It is well-known in queueing theory that as the
traffic intensity approaches 1, the delay continues to increase
without bounds. Any spiking sensor should avoid operating in
that regime for the sake of encoding integrity.

VI. CONCLUSION AND DISCUSSIONS

This paper presents the first steps toward a quantita-
tive analysis of the relationship between circuit and system
design parameters and the performance of two different spike
encoders used in spiking sensors. In particular, the effects of
comparator speed and spike queueing on the encoding quality
measured by the SDR metric with ADM and STR spike
encoders are studied. The comparator speed is determined
by its DC gain and bias current. The traffic intensity of
spike queueing is directly related to the spike service time
and the spike arrival rate. More specifically, besides the time
needed for registration of spike addresses and timestamps,
the spike service time is limited by the latency of the AER
circuits. The spike arrival rate is determined by multiple
factors, including the size of the sensor array as analyzed in
Section V, the amplitude and bandwidth of the input signal,
the threshold of the spike encoder, and the sparsity of the array
activity indicated by the parameter p in Table II. The analysis
presented in this paper has implications in future designs of
spiking sensors, especially in the context of internet of things
which requires ultra-low-power sensing. The comparator speed
and the communication channel bandwidth can be reduced
to the minimal level where the required encoding quality
specifications (e.g., measured by SDR) can still be satisfied
or the system performance is limited by the noise of front-
end analog circuits, and therefore the bias current of the
comparators and the supply voltage of the AER circuits can
be lowered to a certain degree to save system power.

The SDR metric used in this paper is directly relevant to
faithful recording applications like optical neuroimaging [4]
and electrical neural signal acquisition [25] where a small
encoding error is of paramount importance. Compared to tradi-
tional clocked Nyquist sampling, asynchronous spike encoding
schemes like ADM and STR have the advantage of reduced
data redundancy in recording sparse signals, which is essential
in minimizing RF transmission power for wireless sensors.
For emerging smart sensing systems with low-power embed-
ded processing for within-sensor classification and recogni-
tion [34], SDR may not be the best measure and further
study is needed to establish the link between signal encoding
quality and system performance in terms of classification or
recognition accuracy. Note that even though the signal rms
is only about three times the encoder threshold (Table II),
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the nonlinear decoding can still deliver high reconstruction
SDR in both ADM and STR (>50 dB with small timing
jitter). This suggests that information is preserved in the
precise timestamps of sparse spike trains with low average
spike rate, and further reduction in data redundancy might
be possible in contrast to high-amplitude-resolution sampling,
which is beneficial for both wireless signal acquisition and
spike-based processing regarding system power consumption
and processing latency.

Even though the results in this paper are obtained based on
white Gaussian noise input, quantitative analysis with different
types of input signals that closely model the statistics of real-
world signals in various sensing application scenarios will be
pursued in the future using the presented methods.

APPENDIX

This section describes the method of computing fi and
hk(t) in (54) based on the fully probabilistic analysis described
in [33]. Recall that hk(t) denotes the probability that exactly
k new row requests enter the queue during an arbitrary time
interval of length t . If j row requests arrive within t , the
probability ϕk( j) of these j row requests containing k spikes
can be derived by recursion (note that one row request is
equivalent to two column spikes because twice the handshake
time is needed)

ϕk(1) = pk(k ∈ N+ ∩ k ∈ [3, n + 2]) (57)

ϕk( j) =
k−3( j−1)∑

a=3

paϕk−a( j − 1), (k ≥ 3 j) (58)

ϕk( j) = 0, (k < 3 j) (59)

where pk is the probability mass function of spike number in a
row request. Assuming that the number of row request arrival
within time t is Poisson distributed, hk(t) can be written as

hk(t) =
∞∑

j=1

ϕk( j)
(λq2Dt) j

j ! e−λq2Dt (60)

Let fi (t0) denote the probability of the system holding i row
requests at time t0. By conditioning on the number of spikes
present at t0, the equation below holds

fi (t0 + D) =
1∑

l=0
fl(t0)hi (D)+

i+1∑
l=2

fl (t0)hi+1−l (D),

(i ∈ N0) (61)

where D = 1/μq is the deterministic service time. The
stationary distribution fi is found by letting t0 → ∞

fi =
1∑

l=0

flhi (D)+
i+1∑
l=2

fl hi+1−l (D), (i ∈ N0) (62)

To solve fi in the equation above, the geometric tail method
described in [35] is used. For i ≥ M where M is a sufficiently
large positive integer, fi is approximated as

fi = fMε
M−i , (i ≥ M) (63)

The scaling factor ε can be solved by setting the denomi-
nator of the probability generating function of the MX/D/1
queue [36] to 0

1 − ε · exp

[
−λq2D

μq

(
n+2∑
a=3

paε
a − 1

)]
= 0 (64)

Equation (62) can then be written as

fi =
1∑

l=0

flhi (D) +
i+1∑
l=2

flhi+1−l (D), (i < M) (65)

which is an M-dimensional linear equation system. The
normalization equation is written as

M−1∑
i=0

fi + fM

∞∑
i=M

εM−i = 1 ⇒
M−1∑
i=0

fi + fM

1 − ε−1 = 1 (66)

Now an (M + 1)-dimensional linear equation system is com-
plete for M + 1 variables fi , i ∈ [0,M]. In the numerical
simulations to obtain the data to plot Fig. 6(b), M = 200 is
used.
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