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Offset-Canceling Current-Latched Sense Amplifier
With Slow Rise Time Control and Reference

Voltage Biasing Techniques
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Abstract— The current-latched sense amplifier (CLSA) is a
promising candidate for detecting stored values in a memory
cell. With technology shrinks, however, the input referred offset
voltage (VOS) in the SA increases, resulting in a degradation
of the memory read yield. To obtain a high read yield, VOS
reduction and cancellation techniques have become essential in
deep-submicrometer technology nodes. When determining the
VOS in the CLSA, the voltage mismatch of the input NMOS pair
is the dominant factor (∼75%), followed by that of the latch
NMOS pair (∼25%). In this paper, 1) slow rise time (TRISE)
control technique of SA enable signal and 2) reference voltage
(VREF) biasing technique are proposed, and the effectiveness
of the proposed techniques are analyzed for the conventional
CLSA with footswitch (FS-CLSA) and offset-canceling CLSA
(OC-CLSA). Post-layout based HSPICE simulation results using
28 nm model parameters show that the FS-CLSA with size-up
strategy (OC-CLSA) achieves a 17.7% (10.5%) reduction of the
standard deviation of VOS (σOS) when a slow TRISE of 0.6 ns is
employed. The measurement results from a 28 nm test chip show
that the OC-CLSA with VREF biasing achieves a 22% reduction
of σOS compared to the conventional OC-CLSA.

Index Terms— Current-latched sense amplifier (CLSA), offset-
canceling CLSA (OC-CLSA), offset voltage, read yield, reference
voltage (VREF) biasing, slow rise time (TRISE) of SA enable
signal, threshold voltage (VTH) mismatch.

I. INTRODUCTION

WHEN designing a memory, the sense amplifier (SA)
is an essential peripheral circuit because it senses the

small differential input value and amplifies it to a digital one
(1 or 0). This can significantly reduce the required power
consumption in a read operation [1]. Because the latch type
SA consists of a cross-coupled inverter structure, its positive
feedback characteristic enables low power consumption and
a high-speed read operation. Therefore, it is widely used in
various applications [2], [3], [4]. There are two representative

Manuscript received 2 December 2022; revised 7 March 2023;
accepted 2 April 2023. Date of publication 13 April 2023; date of cur-
rent version 28 June 2023. This work was supported by the National
Research Foundation (NRF) funded by the Korea Government (MSIT) under
Grant 2022M3F3A2A01073562 and Grant 2022M3I7A2079267. This article
was recommended by Associate Editor A. James. (Bayartulga Ishdorj and
Doyeon Kim are co-first authors.) (Corresponding author: Taehui Na.)

The authors are with the Department of Electronics Engineering, Incheon
National University, Incheon 22012, South Korea (e-mail: taehui.na@
inu.ac.kr).

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TCSI.2023.3264693.

Digital Object Identifier 10.1109/TCSI.2023.3264693

Fig. 1. Two representative latch type sense amplifiers (SAs) [5].
(a) FSPA-VLSA. (b) FS-CLSA.

latch type SAs, namely, a voltage-latched SA with an NMOS
footswitch and PMOS access transistors (FSPA-VLSA) and
a current-latched SA with an NMOS footswitch (FS-CLSA),
as shown in Fig. 1 [5]. The VLSA senses a small input
voltage difference (1V ) between the bit line voltage (VBL)

and the bit line bar voltage (VBLB). The CLSA senses the
current difference flowing through an additional differential
input transistor pair (MN3 and MN4 in Fig. 1(b)). The VLSA
has better performance in terms of area and speed than the
CLSA [5].

However, when the global reference voltage (VREF) gener-
ator circuit, that shares all the VREF (= VBLB) nodes, is used
for power consumption saving [6], [7], the VLSA can be
vulnerable to noise from the output nodes, unlike the CLSA.
In other words, the noise from the OUTB node to the BLB
node causes the global VREF generator to be a temporary non-
constant voltage, because the VLSA’s output nodes are directly
connected to its input nodes by the access transistors (MP3 and
MP4 in Fig. 1(a)). Thus, when the global VREF generator is
used, the CLSA, with separate input and output nodes, is better
than the VLSA.

In CLSA, to successfully detect the stored values in a mem-
ory cell during the read operation, the following two conditions
must be satisfied: 1) VBL and VREF must be greater than the
threshold voltage (VTH) of MN4 and MN3, respectively. If VBL
and VREF are smaller than VTH, then the MN3/MN4 turns
off, leading to sensing failure. This input voltage range is
called the sensing dead zone of the SA [5]. 2) The voltage
difference 1V (= |VBL – VREF|) between VBL and VREF must
be larger than the input referred offset voltage (VOS) of the SA.
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VOS is dominantly generated by the VTH mismatch of transistor
pairs [3], [8], [9], [10], which is induced by process variations,
such as random dopant fluctuation [11], [12], [13]. Moreover,
the read yield can be statistically expressed by these two
factors (1V and VOS) modeled by Gaussian distributions. The
read yield, represented as the read-access pass yield for a
single cell (RAPYCELL) [14] is expressed as

R APYCELL =
µ1V − µOS√
σ 2

1V + σ 2
OS

(1)

where µ1V (µOS) is the mean of 1V (VOS), and σ1V
(σOS) is the standard deviation of 1V (VOS). However,
as the technology node scales down and the supply voltage
(VDD) decreases, the process variation increases significantly,
leading to a greater VTH mismatch of the transistor pair.
The mismatch ends up having a more significant impact on
VOS. If VOS is higher, a larger 1V is required for accurate
sensing, which results in greater power consumption and a
delay in correct sensing. Thus, to improve the read yield,
VOS must be minimized. The most straightforward way to
reduce VOS is to increase the size of the transistors. Another
straightforward method is to use a higher VDD for a larger
1V . However, these two techniques are not desirable in deep-
submicrometer technology nodes, because of area overhead
and increased power consumption. For this reason, VOS reduc-
tion and cancellation techniques have become essential in
deep-submicrometer technology nodes.

Recently, numerous VLSA [15], [16], [17], [18], [19], [31],
CLSA [20], [21], [22], [23], [24], [25], [26], [27],
and hybrid latch type SA [28], [29] designs have been
proposed to mitigate coupling effect [18], power con-
sumption [26], [27], and VOS problem [15], [16], [17],
[20], [21], [22], [23], [24], [25], [28], [29], [31]. Among
the VOS related previous works, a few of them suggested
utilizing an external circuit after fabrication for VOS cali-
bration to minimize the VOS [23], [24] and most of them
proposed internal circuit design modifications to minimize the
VOS [15], [16], [17], [20], [21], [22], [25], [28], [29], [31].
In particular, Singh et al. [19] reported a VOS reduction
technique by controlling the rise time (TRISE) of the SAE
signal in VLSAs. However, the mechanism of VOS reduction in
VLSA, which uses differential signal injection to increase 1V ,
is completely different from that of VOS reduction in CLSA.
Na [20] proposed an offset-canceling CLSA (OC-CLSA) that
cancels the VOS caused by the input NMOS pair (VOS_INPUT).
However, because of the VOS caused by the latch NMOS pair
(VOS_LATCH), the effectiveness of the offset cancellation is
limited. To the best of our knowledge, none of the previous
works provide sensing dead zone elimination or uses rise time
control technique to mitigate the VOS of CLSA.

In this paper, we analyze the VOS of conventional CLSA
using I-V curve. And then, 1) we propose the slow TRISE
control technique of the SAE signal for CLSA [21], apply it
to FS-CLSA and OC-CLSA, and compare σOS, area, sensing
time, and energy of the two SAs using post-layout simulations.
In addition, 2) we propose the VREF biasing technique for

Fig. 2. Input referred offset voltage (VOS) of the FS-CLSA according to
transistor pairs’ mismatch levels, when VBL is 0.8 V [21].

OC-CLSA and analyze the effectiveness of the proposed
technique using the fabricated 28 nm test chip.

The remainder of this paper is organized as follows.
Section II describes VOS analysis and operation of the con-
ventional CLSA and OC-CLSA. Section III introduces the
proposed slow TRISE control technique of the SAE signal
for CLSA. Section IV introduces the proposed VREF biasing
technique for OC-CLSA. Section V presents the conclusions.

II. VOS ANALYSIS AND OPERATION OF CONVENTIONAL
CLSA AND OC-CLSA

The CLSA consists of the input NMOS transistor pair
(MN3/MN4), the latch NMOS transistor pair (MN1/MN2),
the latch PMOS transistor pair (MP1/MP2), the precharge
PMOS transistor pair (MP3/MP4), and the NMOS foot switch
(MNFOOT), as shown in Fig. 1(b). The sensing operation
of the CLSA is as follows: When the SAE signal is low
(deactivated), MP3/MP4 is turned on. Then, the OUT and the
OUTB nodes are precharged to VDD, and the differential input
voltages (VBL and VREF) are captured. VBL and VREF are gen-
erated from the BL in a cell array (or sensing circuit), and the
global voltage generator, respectively. When the SAE signal
becomes high (activated), MP3/MP4 turns off and MNFOOT
turns on. Then, as the sensing current begins to flow through
MN1/MN2 and MN3/MN4, the voltages of the OUT/OUTB
nodes (VOUT and VOUTB) start to decrease from VDD. The
cross-coupled inverter structure (MP1/MN1 for one inverter
and MP2/MN2 for the other) begins to compare a small output
voltage difference (= |VOUT – VOUTB|) caused by the current
difference and amplifies it to a rail-to-rail digital value (VDD or
GND). Ideally, the CLSA is symmetric. However, because of
the process variation, the sensing current is influenced by the
transistor pair’s VTH mismatch, which leads to the generation
of a VOS. The influence of each transistor pair’s VTH mismatch
on the VOS varies.

Fig. 2 shows the VOS of the CLSA according to each
transistor pair’s VTH mismatch level, when VBL is 0.8 V [21].
The input NMOS pair’s VTH mismatch increases the VOS
by the VTH mismatch because the mismatch can determine
its drain current, and because it operates in the saturation
region, meaning that the input NMOS’s small-signal effective
resistance (RINPUT) is relatively large. The input NMOS acts
as a current source. The latch NMOS pair’s VTH mismatch
has a smaller influence on the VOS than that of the input
NMOS pair because of the diode-connected configuration in
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Fig. 3. The FS-CLSA circuit in its early sensing stage. (a) The realistic
representation of the circuit. (b) An equivalent circuit with resistors. (c) I-V
curves of input NMOS and latch NMOS when there is an input NMOS pair’s
VTH mismatch of 50 mV. (d) I-V curves of input NMOS and latch NMOS
when there is a latch NMOS pair’s VTH mismatch of 50 mV.

the early sensing period, meaning that the latch NMOS’s
small-signal effective resistance (RLATCH) is smaller than that
of the input NMOS (RINPUT). In contrast, the latch PMOS
has little influence on the VOS because it does not operate in
the early sensing period. The precharge PMOS pair does not
affect the VOS at all since it is completely turned off during the
sensing operation. Therefore, VOS_INPUT is the most dominant
factor (∼75%) in determining the overall VOS, followed by
VOS_LATCH (∼25%) because they are activated during the sens-
ing operation and therefore affect the sensing current. Thus,
both must be reduced to minimize the VOS. In the early sensing
stage, the CLSA circuit shown in Fig. 3(a) can be simply
represented as an equivalent circuit with resistors (RLATCH and
RINPUT), as shown in Fig. 3(b). Figs. 3(c) and (d) show I-V
curves of input NMOS (MN3 and MN4) and latch NMOS
(MN1 and MN2) when there are input NMOS pair’s VTH
mismatch of 50 mV and latch NMOS pair’s VTH mismatch
of 50 mV, respectively. As clearly shown in these figures,
the sensing current difference (1I = ID1 – ID2) is directly
affected by the input NMOS pair’s VTH mismatch (1I =

5 µA) because of the large RINPUT, whereas 1I is only
1.2 µA when the same VTH mismatch exists in the latch
NMOS pair because of the small RLATCH. Thus, the sensing
current from OUT/OUTB to GND can be simply expressed as
VDD/(RINPUT + RLATCH). Because RINPUT dominates the sens-
ing current, the expression clearly describes the reason why
the input NMOS pair’s VTH mismatch is dominant on VOS.

In the CLSA, σOS is large because it is dominated by
the standard deviation of VOS_INPUT (σOS_INPUT). σOS can be
expressed as [5]

σOS =

√
σ 2

OS_INPUT + σ 2
OS_LATCH (2)

where σOS_LATCH is the standard deviation of VOS_LATCH.
To minimize σOS, a reduction in σOS_INPUT is essential.

Fig. 4. Schematic and timing diagrams of the OC-CLSA [20].

σOS_INPUT can be reduced using an OC-CLSA, as shown in
Fig. 4. The OC-CLSA has the advantage of offset cancellation
characteristics caused by the mismatch of the input NMOS
pair by using the diode-connected configuration. The operation
of the OC-CLSA is as follows: Initially, the PRE signal
is high (similar to the initial condition of the CLSA with
SAE = low), and the IN (INB) node voltage, VIN (VINB),
is precharged to VDD. In S1, the P1 signal is activated.
Then, the input NMOS transistors operate as diode-connected
transistors. VIN and VINB are gradually discharged through
the MNFOOT and then become VTH (VTH_IN and VTH_INB).
In S2, the P2 and P3 signals are activated. VBL and VREF
are transferred to IN_SC and INB_VG, respectively. Then,
by the capacitive coupling of CSAs, VIN becomes VBL+VTH_IN
and VINB becomes VREF + VTH_INB. Meanwhile, the OUT and
OUTB nodes are precharged to VDD for sensing. In S3, as the
SAE signal is activated, the MNFOOT is turned on, and the
sensing operation begins with the same operation as the CLSA.
During the sensing stage (S3), the sensing currents flowing
through the input NMOS pair are no longer influenced by the
VTH mismatch variation. This is because VIN and VINB are
VBL+ VTH_IN and VREF+ VTH_INB, respectively, and the drain
current is determined by VGS – VTH. Thus, the OC-CLSA can
effectively cancel σOS_INPUT, and σOS can thus be remarkably
reduced.

III. PROPOSED SLOW TRISE CONTROL TECHNIQUE OF
SAE SIGNAL FOR CLSA

As described in the previous section, VOS is determined by
the VTH mismatch of the input and the latch NMOS pairs
(∼75% and ∼25% respectively) when VBL is 0.8 V. Note
that if VBL becomes higher, the saturation current of input
NMOS becomes higher and the operation region moves from
saturation to linear region, leading to the decrease in RINPUT
at the operating point (ID increases and VD decreases in
Fig. 3(d)). Thus, the latch NMOS pair’s VTH mismatch has
a greater effect on the VOS than before. To minimize the VOS,
the effect of the latch NMOS pair’s VTH mismatch needs to be
reduced as well. To this end, a slow TRISE control technique
for the SAE signal is proposed. In addition to the gate voltage
(VBL/VREF) of the input NMOS pair, TRISE can also affect
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Fig. 5. σOS according to TRISE of SAE. (a) FS-CLSA when VBL is 0.8 V.
(b) OC-CLSA when VBL is 0.55 V.

the operation region of the input NMOS pair. For the fast
TRISE, the COMN node discharges quickly during the initial
sensing period, resulting in the input NMOS pair operating on
the boundary between the linear and the saturation regions.
This means a decrease in RINPUT in the same way as a higher
VBL. In contrast, when using the slow TRISE, the MNFOOT
is slowly turned on, which allows the COMN node voltage
to drop slowly and maintain a high voltage at the beginning
of the sensing operation. Thus, the saturation current of the
input NMOS pair can be kept sufficiently low, resulting in
the input NMOS pair operating in the saturation region. This
means an increase in RINPUT. Thus, the sensing current flowing
from OUT/OUTB to COMN can be dominantly determined
by RINPUT and not RLATCH. In other words, by employing
the slower TRISE control technique for the SAE signal, the
impact of the latch NMOS pair’s VTH mismatch on σOS can
be minimized, leading to a decrease in σOS.

Because the OC-CLSA can cancel σOS_INPUT effectively,
the σOS in the OC-CLSA is dominated by σOS_LATCH, and the
slow TRISE of the SAE signal can be applied to the OC-CLSA
to effectively mitigate the remaining σOS_LATCH. Therefore, the
OC-CLSA with the slow TRISE control technique is suitable
for minimizing σOS.

To verify the proposed slow TRISE control technique of
the SAE signal in the conventional CLSA (FS-CLSA) and
OC-CLSA, Monte-Carlo HSPICE simulations were performed
using industry-compatible 28-nm model parameters with 1.0 V
as nominal VDD. To fairly compare the effect of each tran-
sistor pair’s VTH mismatch on σOS, two pMOSCAPs of the
OC-CLSA with a width of 2.0 µm and a length of 0.05 µm
were used. All the other transistors being used had a width of
0.1 µm and a length of 0.03 µm. 1V was set to 20 mV to
determine σOS. The pulse widths of the PRE signal (TPRE), P1
signal (TP1), and P2 signal (TP2) were set to 2 ns, 2 ns, and
0.1 ns, respectively. P3 signal rises with P2 signal. Note that
in actual application, the PRE signal is initially high, and the
same as the SAE signal of the FS-CLSA, which is initially
low.

Fig. 5 shows the σOS of the FS-CLSA and OC-CLSA
according to the TRISE of the SAE. Generally, the TRISE
of an inverter is approximately 0.05 ns. The TRISE can be
controlled simply by an inverter with a capacitor size in the
global signal generator. The simulations were performed by
adjusting this capacitor size. As the TRISE increases, the σOS
tends to gradually reduce and saturates at approximately 0.6 ns
in both SAs. For a minimum σOS, the TRISE is selected as

Fig. 6. σOS of the FS-CLSA according to VBL with/without TRISE control.

Fig. 7. σOS of the FS-CLSA (red) and the OC-CLSA (blue) according to
VBL without TRISE control technique. Yellow line shows σOS of the FS-CLSA
(size-up, Winput = 4 µm, Wlatch = 4.6 µm).

0.6 ns. The σOS of the FS-CLSA (OC-CLSA) is 53.55 mV
(18.56 mV) at TRISE = 0.05 ns and the σOS is 51.05 mV
(13.61 mV) at TRISE = 0.6 ns. Thus, by using the slower
TRISE, the σOS of the FS-CLSA (OC-CLSA) can be reduced
by 4.7% (26.7%), owing to the reduction in σOS_LATCH. The
reason σOS of the FS-CLSA increases with TRISE after 0.8 ns
is due to a partially turned on MP3/MP4 during the sensing
operation. This phenomenon can be easily eliminated by
separating the gate signal between MNFOOT and MP3/MP4
like the OC-CLSA.

Fig. 6 shows the σOS of the FS-CLSA according to the input
voltage (VBL) with and without the TRISE control technique.
When VBL is in the sensing dead zone (VBL < VTH), the
input NMOS pair is not turned on and no sensing operation
occurs. Fig. 6 clearly shows the efficacy of the TRISE control
technique. When the VBL is in the 0.4-0.5 V range, the input
NMOS pair already operates in the saturation region without
the TRISE control technique. Therefore, the effect of σOS_LATCH
on σOS is negligible. In this case, when applying the slow
TRISE at VBL = 0.4 V, the σOS decreases only 0.7% from
51.36 mV to 51.01 mV. In other words, as VBL decreases,
the effect of the TRISE control technique on σOS becomes
insignificant. However, as VBL increases, the saturation current
of the input NMOS pair increases, leading to the input NMOS
pair operating in the linear region. Thus, as VBL increases,
σOS_LATCH increases. Therefore, the sensing current is more
affected by the mismatch of the latch NMOS pair. When the
TRISE control technique is applied at VBL = 0.7 V, the σOS
decreases by 4.4% from 52.72 mV to 50.48 mV. In other
words, the effect of the TRISE control technique on σOS
increases with increasing VBL.

Even though σOS_LATCH can be reduced by employing the
slow TRISE control technique of the SAE signal, σOS in the
CLSA is still large because it is dominated by σOS_INPUT.
To minimize σOS, the OC-CLSA with the TRISE control
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Fig. 8. σOS of the OC-CLSA according to VBL with/without the TRISE
control.

Fig. 9. Average σOS of the OC-CLSA with/without the TRISE control
technique according to (a) LCSA when WCSA = 2.0 µm and (b) TP1.

Fig. 10. σOS of the FS-CLSA according to the width size of the input and
the latch NMOS when VBL = 0.8 V.

technique is recommended. Fig. 7 shows the σOS of the
FS-CLSA and OC-CLSA according to the VBL without
the TRISE control technique. Fig. 7 clearly shows that the
OC-CLSA (blue line) achieves an average σOS (from VBL =

0 V to VBL = 0.65 V) of 11.92 mV (minimum σOS = 7.22 mV
at VBL = 0.2 V; maximum σOS = 21.7 mV at VBL = 0.65 V),
which is four times lower than that of the FS-CLSA, 53.23 mV
(from VBL = 0.35 V to VBL = 1 V). This result is because
of the significant decrease in σOS_INPUT by the OC-CLSA.
Because of the decrease in RINPUT with increasing VBL, the
OC-CLSA has a sensing dead zone of VBL > 0.75 V. The case
of FS-CLSA with size-up (yellow line) will be explained later.

Fig. 8 shows the σOS of the OC-CLSA with/without the
TRISE control technique according to the VBL. When applying
the TRISE control technique to the OC-CLSA, the σOS on
average is reduced by 20.6% (0%, from 8.26 mV to 8.26 mV
at VBL = 0 V; 35.64%, from 17.59 mV to 11.32 mV at VBL =

0.5 V). It is noted that in the OC-CLSA, the efficiency (20.6%)
of the TRISE control technique for the average σOS improves

Fig. 11. Transient responses of SAs. (a) FS-CLSA. (b) FS-CLSA (size-up).
(c) OC-CLSA without slow TRISE. (d) OC-CLSA with slow TRISE.

by 5.15 times compared to the FS-CLSA’s 4.0% (0.35 V
to 1 V). This is because the σOS of the OC-CLSA is dominated
by σOS_LATCH owing to the cancellation of σOS_INPUT, and
the slow TRISE control technique can effectively mitigate the
remaining σOS_LATCH.

Fig. 9 shows the average σOS of the OC-CLSA with/without
the TRISE control technique according to the length of CSA
(LCSA) when the width of CSA (WCSA) = 2.0 µm and TP1.
As the LCSA increases, the effect of the capacitive coupling
increases, owing to the capacitance difference between the
parasitic capacitance of the input nodes (IN, INB) and CSA.
The LCSA was selected as 0.05 µm, considering area overhead.
As TP1 increases, CSA becomes more discharged, resulting
in a better cancellation of σOS_INPUT. With considering the
performance overhead, TP1 was set to 2.0 ns.

Fig. 10 shows the σOS of the FS-CLSA according to the
width sizes of the input and the latch NMOS when VBL =

0.8 V. According to Pelgrom’s research [30], σOS can be
reduced by increasing the size of the input and the latch
NMOS pairs. For a fair comparison of the FS-CLSA and
the OC-CLSA in terms of area, the widths of the input
NMOS and the latch NMOS pairs of the FS-CLSA were
increased to reduce the average σOS. The total pre-layout area
of the SA was estimated by the sum of each transistor’s area
(width × length). To satisfy the average σOS = 11.92 mV
of the OC-CLSA without the TRISE control technique, the
FS-CLSA should increase the width of the input (latch) NMOS
to 4 µm (4.6 µm). In this case, the total pre-layout area of the
FS-CLSA (size-up) was estimated to be 0.531 µm2, whereas
the total area of the OC-CLSA was 0.272 µm2. Note that
the FS-CLSA (size-up) has σOS of 11.92 mV when VBL =

0.8 V and average σOS (from VBL = 0.35 V to VBL = 1 V)
of 17.08 mV. The yellow line in Fig. 7 shows the σOS of the
FS-CLSA (size-up). Although the OC-CLSA generally uses an
area 10.1 times larger than that of the FS-CLSA (0.027 µm2)

when the size of transistors in both circuits is minimum, it uses
an area 1.95 times smaller than that of the FS-CLSA (size-
up). However, because these calculations are based only on
transistor size, layout-based evaluations are required. It will
be dealt with later.

Fig. 11 shows the pre-layout transient responses of the
FS-CLSA, the FS-CLSA (size-up), the OC-CLSA without
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Fig. 12. Layout when considering the same σOS based on pre-layout
simulations. (a) FS-CLSA (size up). (b) OC-CLSA.

Fig. 13. σOS of OC-CLSA and FS-CLSA (size-up) with/without the TRISE
control technique according to VBL (post-layout simulation results).

TRISE control technique, and the OC-CLSA with TRISE control
technique. 1000 sets of Monte-Carlo HSPICE simulations
were performed with 1V (= |VBL – VREF|) = 50 mV.
In the FS-CLSA, the average (worst-case) sensing time is
0.077 ns (0.128 ns). The FS-CLSA encounters many sensing
failures when 1V = 50 mV, since σOS of the FS-CLSA is
approximately 50 mV, which corresponds to RAPYCELL =

1σ . In contrast, σOS of the FS-CLSA (size-up) and OC-CLSA
are approximately 10 mV, which corresponds to RAPYCELL =

5σ . Thus, there is no sensing failure in these three cases.
Compared to the FS-CLSA, in the FS-CLSA (size-up), the
average and the worst-case sensing time increases to 0.437
ns and 0.6 ns, respectively, owing to the loading delay.
Compared to the FS-CLSA (size-up), the OC-CLSA has 2 ns
additional sensing time owing to the offset cancellation stages
of S1 and S2. The TRISE difference between the OC-CLSA
with and without the TRISE control technique is 0.55 ns
(= 0.6 ns – 0.05 ns). However, the average sensing time
difference is 0.338 ns (= 2.809 ns – 2.471 ns) because of the
σOS reduction.

As mentioned previously, layout-based estimations of delay,
area overhead, and power consumption are required since
the circuit complexity can make the difference between
pre-layout-based result and post-layout-based result large.
Figs. 12(a) and (b) shows the layout of FS-CLSA (size-up)
and OC-CLSA, respectively. Although the pre-layout area
of the OC-CLSA was found to be 1.95 times smaller than
that of the FS-CLSA (size-up) when considering the same
σOS, it clearly indicates that this is not the case in reality.
Interconnects are the biggest contributors to area overhead.
Post-layout area of OC-CLSA (24.15 µm2) is 72.5% bigger
than that of FS-CLSA (size-up) (14 µm2).

Fig. 13 shows the σOS of OC-CLSA and FS-CLSA (size-up)
with and without TRISE according to VBL, based on post-layout

simulations. When the slow TRISE control technique is applied,
the average σOS of OC-CLSA decreases by 10.5% (15.4 mV
to 13.78 mV), while the average σOS of FS-CLSA (size-up)
decreases by 17.7% (23.9 mV to 19.68 mV).

Table I lists a performance summary and comparison of
the conventional FS-CLSAs and OC-CLSAs. The comparative
advantages of the proposed slow TRISE control technique are
clearly demonstrated in the post-layout simulation results. The
average σOS of the post-layout based FS-CLSA and OC-CLSA
are greater than the pre-layout values because of the parasitic
resistances and capacitances introduced by interconnects. The
layout area of OC-CLSA (24.15 µm2) is larger than that of
FS-CLSAs (14.0 µm2) for comparable σOS (similar minimum
σOS in cases of pre- and post-layout analysis). However, the
average energy of OC-CLSA with TRISE control technique
(5.77 fJ) is 31% lower than that of FS-CLSA (size-up)
with TRISE control technique (8.37 fJ). Compared to the FS-
CLSA (size-up) with TRISE control technique, the worst-case
sensing time of the OC-CLSA with TRISE control technique is
2.65 times longer because of the offset cancellation stage (S1,
S2). Thus, for low power/energy applications with a moderate
performance, the OC-CLSA with TRISE control technique can
be a reasonable choice. For high performance applications
without considering energy consumption, the FS-CLSA with
size-up strategy and slow TRISE control technique can be a
good choice. The last column in Table I confirms the above
analysis results for the case where the layout area is the same.

IV. PROPOSED VREF BIASING TECHNIQUE FOR OC-CLSA

When SA is used for memory (e.g., static random access
memory), the input voltage difference 1V (= |VBL – VREF|)

should be large enough with considering σOS. In general, 1V
is designed to be greater than 200 mV. It means VREF should
be lower than VDD by at least 200 mV so that VBL at state 1
(VBL1) is larger than VREF by 200 mV and VBL at state 0
(VBL0) is smaller than VREF by 200 mV. However, because
of the cell leakage (or other non-idealities, such as aging,
temperature variation, noise, etc.), VBL1 cannot maintain its
value to VDD but decreases as time elapses. For this reason,
VBL range should be greater than at least 500 mV (i.e., VDD
– 500 mV ≤ VBL ≤ VDD). Moreover, as VDD reduces with
technology node shrinkage, the range of VBL decreases with
it. Furthermore, because non-volatile memories (e.g., MRAM)
generate intermediate voltages between VDD and GND, wide
VBL range is required. Therefore, the operational range of VBL
must be addressed in order for SA to operate effectively and
adaptably in diverse VDD regions and applications.

Both OC-CLSA and FS-CLSA designs have limitations on
the VBL range, as was noted in Section III. As shown in
Figs. 7 and 13, the FS-CLSA cannot operate properly until VBL
exceeds the threshold voltage of the input NMOS transistors
(e.g., VBL > 0.35 V), and as VBL increases, the FS-CLSA
efficiency declines as well. Although the OC-CLSA was able
to mitigate the sensing dead zone problem of the FS-CLSA to
some extent, its effectiveness also decreases when the VBL
is raised. To solve the sensing dead zone problem and to
improve efficiency of the OC-CLSA, we propose the VREF
biasing technique for the OC-CLSA.
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TABLE I
PRE/POST-LAYOUT PERFORMANCE SUMMARY AND COMPARISON BETWEEN CONVENTIONAL FS-CLSAS AND OC-CLSAS

WITH/WITHOUT SLOW TRISE CONTROL TECHNIQUE

Fig. 14. Schematic and timing diagrams of the OC-CLSA with the proposed
VREF biasing technique.

As mentioned in Section III, in S2 of the OC-CLSA (see
Fig. 4), VIN and VINB are VBL+ VTH_IN and VREF+ VTH_INB,
respectively. As VBL increases, RINPUT decreases and it leads
to the increase in σOS. In S2, because VIN (VINB) is increased
by the voltage difference between VBL (VREF) and VIN_SC
(VINB_VG) in S1, by reducing this voltage difference, the
operational range of the OC-CLSA can be controlled.

Fig. 14 shows the schematic and timing diagrams of the
OC-CLSA with the proposed VREF biasing technique. The
concept of the proposed technique is to change the VIN_SC and
VINB_VG in S1 of the OC-CLSA (in Fig. 4) to VREF instead of
GND so that the voltage difference between VBL (VREF) and
VIN_SC (VINB_VG) in S1 becomes 1V (0 V). Because VREF is
adjusted according to the target VBL range (e.g., When 0.8 V

< VBL < 1.0 V, VREF of 0.9 V is selected. When 0.0 V <

VBL < 0.2 V, VREF of 0.1 V is selected.), by applying the
proposed VREF biasing technique to the OC-CLSA, the voltage
difference between VBL (VREF) and VIN_SC (VINB_VG) in S1
can be minimized. In Fig. 14, source node of the MNBIAS
transistor is biased to VREF. Thus, VIN and VINB in S2 are
decreased to 1V + VTH_IN and VTH_INB, respectively. As a
result, the sensing dead zone of OC-CLSA can be completely
eliminated. In addition, as the gate voltage of input NMOS
for the FS-CLSA and OC-CLSA, 1V + VTH is the optimal
voltage for minimizing σOS. Thus, the average σOS can be
significantly reduced.

To further demonstrate the effectiveness of the OC-CLSA
with the proposed VREF biasing technique, we offer measure-
ment results of the fabricated 28 nm test chip.

Fig. 15(a) shows the test chip structure with 32 × 32
SA array containing 1024 OC-CLSAs (OC-CLSAs with VREF
biasing technique) and 1024 FS-CLSAs (size-up). Fig. 15(b)
shows the die and layout photo of the test chip. The test
chip includes 1024 FS-CLSAs (size-up) and 1024 OC-CLSAs
designed to be able to change the source node voltage of
MNBIAS transistor so that it can be used both as conven-
tional OC-CLSA and OC-CLSA with VREF biasing technique,
as shown in Fig. 15(c). Following signals are generated inside
the signal generator of the test chip using CLK signal input:
SAE, PRE, P1, P2, P3 signals for OC-CLSA and SAE signal
for FS-CLSA. Also, the test chip includes multiplexers and
decoder to select the test cell, and buffers and D flip-flop
(D-FF) to display visible output signal for σOS testing.

Fig. 16 shows the post-layout simulation results for σOS
of the OC-CLSA with TRISE control technique, OC-CLSA
with VREF biasing technique, and FS-CLSA (size-up) with
TRISE control technique according to VBL. As clearly shown
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Fig. 15. (a) Test chip structure with 32 × 32 SA array containing 1024 OC-CLSAs (OC-CLSAs with VREF biasing technique) and 1024 FS-CLSAs (size-up).
(b) Die and layout photo of the test chip implemented in 28 nm CMOS technology. (c) Close look up of the OC-CLSA design modification to test proposed
VREF biasing technique.

Fig. 16. σOS of the OC-CLSA with TRISE control technique, OC-CLSA with
VREF biasing technique, and FS-CLSA (size-up) with TRISE control technique
according to VBL(post-layout simulation results).

in Fig. 16, the proposed VREF biasing technique based
OC-CLSA successfully eliminates the sensing death zone
problem. Compared to the conventional FS-CLSA (size-up)
and OC-CLSA designs with TRISE technique, it achieves aver-
age σOS reduction of 49.7% and 28.2%, respectively. In case
of the OC-CLSA with VREF biasing technique, the average or
worst-case was calculated from VBL = 0 V to VBL = 1 V
because there is no sensing dead zone.

Fig. 17 shows the test chip results for σOS of the OC-CLSA,
OC-CLSA with VREF biasing technique, and FS-CLSA (size-
up) according to VBL. For the σOS test of the OC-CLSA and
OC-CLSA with VREF biasing technique, TP1 and TP2 were set
to 14 ns and 7 ns, respectively, due to the limited resolution
of the fabricated chip. The post-layout simulation results are
supported by the overall test chip results, albeit with a slight
degradation. Degradation of the test chip results can be caused

Fig. 17. σOS of the OC-CLSA, OC-CLSA with VREF biasing technique,
and FS-CLSA (size-up) according to VBL(test chip measurement results).

by various extrinsic elements such as voltage or noise drop and
temperature. Compared to the OC-CLSA and FS-CLSA (size-
up), the minimum σOS (test chip) of the OC-CLSA with VREF
biasing technique was 1.3% and 18% higher, respectively.
Even though the minimum σOS of the OC-CLSA with VREF
biasing technique was slightly higher than the OC-CLSA and
FS-CLSA (size-up), the results were comparable. The average
σOS(test chip) of the OC-CLSA with VREF biasing technique
was 22% and 58% lower compared to the OC-CLSA and
FS-CLSA (size-up), respectively.

Table II shows the overall comparison analysis between
conventional FS-CLSA (size-up), OC-CLSA, OC-CLSA with
VREF biasing technique, and three state-of-the-art SA designs
proposed by Patel et al. [25], Sarfraz et al. [27] and Shen
et al. [17] (or Na et al. [31]), based on post-layout simulations
and test chip measurement results. As indicated in the Table II,
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TABLE II
POST-LAYOUT/TEST CHIP PERFORMANCE SUMMARY AND COMPARISON BETWEEN CONVENTIONAL FS-CLSA (SIZE-UP), OC-CLSA, STATE-OF-THE-

ART SAS, AND OC-CLSA WITH VREF BIASING TECHNIQUE

to fairly compare our proposed designs with state-of-the-art
SAs, we made post-layout analyses on differential input body
biased SA with predischarge output nodes (DIBBSA-PD) [25],
variation-tolerant SA (VTSA) [27], and single-ended offset-
canceling SA (SOSA) [17], [31].

Fig. 18 shows the layouts used for the comparison anal-
ysis. DIBBSA-PD proposed using body-biasing technique
on VLSA to lower σOS. To offer fair comparison between
proposed designs and DIBBSA-PD, two different layouts of
DIBBSA-PD were made. First layout utilizes same transistor
size as OC-CLSA and it is shown in Fig. 18(a), while the
second layout has increased the transistor sizes so that the
layout area is similar to the OC-CLSA and is shown in
Fig. 18(b). Shown in Fig. 18(c) is the layout of the VTSA.
It is a hybrid design between VLSA and CLSA, and it offers
accurate operation in low voltages. For the layout in Fig. 18(c),
transistor sizes were increased so that the VTSA’s layout
area is similar to our proposed design. Fig. 18(d) shows the
layout of SOSA. SOSA is VLSA type design that offers low
σOS while enabling wide-voltage operations. For the layout
shown in Fig. 18(d), the transistor sizes were the same as
our proposed design because SOSA uses two capacitors for
offset-cancellation and the SOSA’s layout area is similar to the
proposed design. Additionally, we changed the NMOS switch
transistors used in SOSA to transmission gates to make the
comparison more accurately.

By applying VREF biasing technique on OC-CLSA, the
average σOS (test chip) was successfully lowered by 22%
(from 21.58 mV to 16.83 mV) because the proposed technique
successfully eliminates the sensing dead zone. Even though
the VREF biasing technique improves the average σOS of
OC-CLSA, as a result of the lowered voltage, current degra-
dation occurs in S3 and it leads to delay. However, despite
the latency increment in average sensing time (from 4.7 ns to
8.44 ns), the average power consumption is lowered by 56.9%
(from 1.23 µ W to 0.53 µW). As a result, the overall energy
consumption is lowered by 22.5% (from 5.77 fJ to 4.47 fJ).

When transistor sizes of DIBBSA-PD is chosen to be
same as our proposed design, the average energy consump-
tion is 49.2% lower but average σOS is 113% larger than
the OC-CLSA with VREF biasing. Therefore, we concluded
that increasing the transistor sizes of DIBBSA-PD to make
the layout area similar to our proposed design is fair. For
DIBBSA-PD in Fig. 18(b), the transistor sizes (width/length)
were increased to 1.5 µm/0.03 µm. As a result, the aver-
age σOS of DIBBSA-PD is decreased and it is 47% lower
than our proposed design. However, the energy consumption
increases dramatically with transistor size increment. Also, the
DIBBSA-PD has a sensing dead zone range of VBL < 0.4 V.

Compared to the proposed design, average σOS of VTSA is
17.9% smaller but the energy consumption of VTSA is 50.9%
bigger. Because the VTSA utilizes hybrid design in which
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Fig. 18. Layouts of state-of-the-art SA designs. (a) DIBBSA-PD [25] with same transistor size as OC-CLSA with VREF biasing. (b) DIBBSA-PD [25] with
the same layout area as OC-CLSA with VREF biasing. (c) VTSA [27] with the same transistor size as OC-CLSA with VREF biasing. (d) SOSA [17] [31]
with the same layout area as OC-CLSA with VREF biasing.

output nodes are connected to VBL and VBLB, average sensing
time of VTSA is 89% longer than the proposed design. Also,
VTSA has a sensing dead zone range of VBL > 0.45.

SOSA is the most efficient design in terms of performance
among previously proposed designs and it successfully elimi-
nates sensing dead zone. Therefore, average σOS of SOSA is
31.4% smaller than our proposed design. However, as shown
in Table II, the average energy consumption of SOSA is enor-
mous than the proposed design, because it utilizes auto-zeroing
technique that uses excessive short-circuit power during this
period. Note that for SOSA we analyzed σOS dependency on
PRE and SMP signals and concluded that 5 ns for the TPRE
and TSMP were reasonable.

V. CONCLUSION

In the first part of this paper, we proposed a slow TRISE con-
trol technique for CLSAs, which reduces σOS_LATCH without
area overhead, and conducted a comparative study between
OC-CLSA and FS-CLSA using slow TRISE technique on
both. Post-layout simulation results showed that the OC-CLSA
achieved a 10.5% reduction in σOS by employing the TRISE
control technique, while the FS-CLSA (size-up) achieved a
σOS reduction of 17.7%. In addition, the simulation results
clearly proved that the OC-CLSA is more energy efficient and
the FS-CLSA (size-up) is more performance and area efficient.
In the second part of this paper, we proposed VREF biasing
technique for the OC-CLSA. The experimental results using
a fabricated 28 nm test chip as well as post-layout simulation
results showed that the OC-CLSA with VREF biasing technique
outperformed the OC-CLSA with TRISE control technique and
FS-CLSA (size-up) with TRISE control technique in terms of
σOS and energy consumption. Compared to the state-of-the-
art SAs (DIBBSA-PD, VTSA, SOSA), the OC-CLSA with
VREF biasing offers comparable σOS with the lowest energy
consumption. Thus, the OC-CLSA with VREF biasing can be
a promising solution for battery-hungry applications and the
FS-CLSA (size-up) with slow TRISE can be suitable for high
performance applications.
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