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Abstract—Aortic valve surgery is the preferred procedure for
replacing a damaged valve with an artificial one. The ValveTech
robotic platform comprises a flexible articulated manipulator and
surgical interface supporting the effective delivery of an artificial
valve by teleoperation and endoscopic vision. This article presents
our recent work on force-perceptive, safe, semiautonomous navi-
gation of the ValveTech platform prior to valve implantation. First,
we present a force observer that transfers forces from the manip-
ulator body and tip to a haptic interface. Second, we demonstrate
how hybrid forward/inverse mechanics, together with endoscopic
visual servoing, lead to autonomous valve positioning. Benchtop
experiments and an artificial phantom quantify the performance
of the developed robot controller and navigator. Valves can be au-
tonomously delivered with a 2.0±0.5 mm position error and a min-
imal misalignment of 3.4±0.9°. The hybrid force/shape observer
(FSO) algorithm was able to predict distributed external forces on
the articulated manipulator body with an average error of 0.09 N.
FSO can also estimate loads on the tip with an average accuracy of
3.3%. The presented system can lead to better patient care, delivery
outcome, and surgeon comfort during aortic valve surgery, without
requiring sensorization of the robot tip, and therefore obviating
miniaturization constraints.
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I. INTRODUCTION

AORTIC valve disease is the most common form of heart
disease affecting elderly patients. In severe cases, a surgi-

cal procedure may be needed to replace the damaged valve due to
calcification with an artificial one [1]. Cardiac surgeons evaluate
the individual’s health condition and risk factors to determine
the best replacement surgery [2]. The surgical procedure can be
performed in several ways but can be grouped as follows.

1) Surgical aortic valve replacement (SAVR): This is the
most accurate procedure, with wide access to the heart and
fixing an artificial valve with sutures. However, it requires
wide exposure in the sternum, which might not be suitable
for elderly or high-risk patients [3], [4].

2) Minimally invasive aortic valve replacement (MIAVR): It
is performed with partial direct exposure (30–40 mm) to
allow removing the calcific valve and accurate positioning
of the prosthesis through elongated and rigid tools [5].
This procedure can benefit low-to-moderate risk patients,
although a number of complications are directly related
to the rigidity of delivery tools, vision restrictions, and
limited sensing [6].

3) Transcatheter aortic valve replacement (TAVR): It is a
procedure to deliver an aortic valve through a safe in-
cision, such as the transfemoral access [7]. This replace-
ment surgery is mainly performed in high-risk patients
who might not tolerate SAVR. Paravalvular leakage and
the need for a cardiac pacemaker are common issues
in TAVR because of difficulties in achieving accurate
valve positioning, orientation, and uniformity. Therefore,
a controllable and flexible robotic system that minimizes
thoracic trauma and accurately releases the prosthesis can
significantly improve surgical outcomes.

Research in robotic valve replacement started with the use
of the Da Vinci surgical system in 2005 [8] and continued in
2010 with the complete excision of diseased native aortic valve
leaflets and the accurate placement of a Sorin Perceval artificial
valve [9]. Although robotic cardiac surgery has demonstrated
several benefits, such as smaller incisions, motion scaling, and
enhanced visualization [10], [11], [12], [13], the introduction of
the Da Vinci robot into cardiac surgery has been slow, mainly
because its grasping solutions are not designed for holding and
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manipulating the artificial valve [14], [15]. To overcome the
abovementioned limitations, dedicated robotic systems were
introduced for aortic heart valve surgery, albeit with rigid sheath
and limited actuation [16].

An actuated delivery sheath was developed in [17] with 2
degrees of freedom (DoFs) bending and 1-DoF insertion. It
demonstrated preliminary positive results for valve positioning
in transapical aortic valve implantation. However, to accurately
position the valve, flexible robotic solutions for MIAVR require
extra DoFs, such as valve rotation and translation, to properly
adjust the valve within the anatomy, which is basically a “hit
or miss” task: a mismatch in position or orientation results in
suboptimal early and long-term leakages [18].

In order to increase the accuracy, intraoperative magnetic
resonance imaging (MRI) technologies [16], ultrasound tracking
[17], and fluoroscopic imaging [19], [20] have been proposed to
guide a valve delivery procedure with an external tracking equip-
ment. Flexible robotic systems with integrated visualization
that can close the loop in the system controller could increase
the system precision, as well as presented in other application
scenarios [21], [22], [23].

We studied MIAVR via a right anterior minithoracotomy as
a reference treatment [18]. In this surgery, a 30–35 mm long
incision is created in the chest as the first step. Then, the heart–
lung machine is planted, the heart is stopped, and the calcified
valve is removed. Among the commercially available sutureless
heart valves, Sorin Perceval S is considered as an ideal prosthesis
due to its large availability and promising long-term outcome
[24], [25].

A. Related Works

We introduced the concept of a flexible articulated manip-
ulator with endoscopic vision and flaps on the tip to perform
a right minithoracotomy MIAVR via a transaortic approach
[26]. In [27], the reported cable-driven articulated manipulator
was manually actuated by a technique that minimized cable
slackening. Also, the classic constant curvature (CC) modeling
was implemented to assess the manipulator’s workspace in
terms of repeatability and reversibility. In 2021, the ValveTech
robotic platform was evolved in terms of visualization, which
was obtained by three endoscopic cameras mounted around
the robot’s distal end [28]. An inner mechanism (called the
introducer) provided valve translation, axial rotation, and valve
expansion following the surgeon’s commands. The manipulator
was placed on a chest phantom, including a 3-D printed rib
cage and silicone vessels, by a passive arm and controlled by
open-loop controllers. The systems’ functionality in a simulated
in vitro surgical scenario was positively validated by ten cardiac
surgeons.

The system presented in [28] has unique features when com-
pared to state-of-the-art robotic prototypes presented in [16] and
[17]: stabilizing flaps to maintain the manipulator in position;
two-stage valve expansion allowing small adjustments; and all
the required 5-DoFs to position, orient, and release the valve (see
Part I of the Supplementary Material). Our robotic approach is
an attractive solution for MIAVR, being able to increase the
quality of the intervention for surgeons and benefit patients with

faster recovery. The robot may in particular benefit patients
with complicated anatomies that would otherwise require an
open-heart approach (SAVR) [29]. However, we found that
through pure teleoperation, the surgeon was not able to safely
approach the manipulator to the anatomical site with minimum
contacts and was not able to accurately center the tip in a confined
space, thus resulting in damage to the vessels and mismatches
upon release.

B. Contributions

In this article, we present safe, semiautonomous navigation
of the ValveTech robot prior to valve implantation. We describe
a new strategy for initial planning, base positioning, and safe
guiding of the cable-driven articulated manipulator through the
body. In the first phase, the manipulator is haptically controlled
to reach the ascending aorta by monitoring the forces on its
tip for a full sensing of the procedure. This feature helps the
surgeon safely guide the robot with minimum contact with the
surrounding vessels or organs [see Fig. 1(a)]. Endoscopic views
are utilized for efficient automatic control of the manipulator
and introducer. In the second phase, the identical anatomical
landmarks are selected by the surgeon in at least two views
[see Fig. 1(b)]. Then, during the third phase, the manipulator
is automatically centered in the aortic root, and the introducer
automatically translates the valve to the expansion site for a
correct delivery [see Fig. 1(c)]. By means of this new controller,
the manipulator is efficiently positioned in the confined space,
and delivery accuracy can be increased through accurate motion
in a restricted workspace.

In more detail, this article contributes
1) an autonomous safe insertion planning;
2) a force observer that estimates the load on the robot tip;
3) forward and inverse mechanics (FM and IM) of the

cable-driven manipulator based on hybrid force/position
approaches;

4) an automatic navigation that uses anatomical coordinates
and robot IM for closed-loop position control.

We demonstrated robot performances and valve positioning
accuracy in a series of benchtop experiments, as well as in a
simulated surgical scenario employing a realistic phantom.

The article is organized as follows. Section II describes the
target surgical scenario and provides an overview of the whole
system design, including the manipulator’s modeling/control
and the surgical navigator. Section III details the experimental
procedures (i.e., each individual unit separately and the full
robotic system in its workspace). Moreover, the valve delivery
procedure in the simulator and error measurement methods in
comparison with the ideal position are presented. Section IV
reports the experimental results, followed by their discussion in
Section V. Finally, Section VI concludes this article. Appendix A
includes the forward kinematics (FK) based on CC assumptions.
The FM for shape observation and a generic hybrid shape control
and force observer framework are discussed in Appendix B.

II. SYSTEM DESCRIPTION

In this section, we initially present the intended operation that
the ValveTech robot is planned to perform. The hardware of the
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Fig. 1. Schematic of MIAVR by the proposed robot. (a) Illustration of the
procedure operated by a surgeon with the help of an endoscopic view and haptic
interface to reach the intervention site (phase I). (b) Exploring and selecting the
commissure points (i.e., the space between each anchored leaflet and the aortic
wall) in the endoscopic views by the surgeon (phase II). (c) Automatic centering
of the tip and introducer translation to the expansion site based on image data
(phase III).

system is briefly presented, whereas the software is presented in
detail.

A. Description of the Surgical Operation

The robot is intended to operate as sketched in Figs. 1 and
2(a). Coarse positioning and system suspension are achieved
by a standard robotic arm, which maintains the cable-driven
manipulator in proximity to the surgical incision. Then, the
cable-driven manipulator is guided by the surgeon to be po-
sitioned 3–4 cm behind the valve delivery site based on the
view provided by the endoscopic cameras. When the manual
positioning is finalized, the anatomical landmarks consisting in
the commissure points [see Fig. 1(b)] are identified, and the
introducer is autonomously moved to the implantation site by the
system controller. After that, to achieve perfect matching of the
valve with the commissures, the surgeon adjusts the valve rota-
tion along its main axis. Finally, valve expansion is commanded

for full attachment to the annulus wall. During the procedure,
valve rotation and expansion are manually actuated to maximize
safety in the operation. The introducer can be retrieved from the
expanded valve and the robot can be completely retracted, again
under image guidance.

B. Robot Design

The complete system design has already been presented [27],
[28]. Therefore, here it is only briefly summarized by highlight-
ing improvements in the introducer actuation mechanism.

The ValveTech robot was designed in collaboration with
cardiac surgeons, in accordance with clinical considerations, and
in line with Perceval S valve characteristics. The manipulator’s
length is 140 mm and can cover a workspace of 250 × 250
× 80 mm3. The manipulator’s internal diameter is based on
crimped valve diameter (i.e., 21 mm), and the external diameter
is based on the opening incision on the chest (i.e., 30–35 mm).

The ValveTech robot structure consists of the following four
main sections:

1) flexible articulated manipulator;
2) cable actuation and sensing;
3) cameras and flaps;
4) valve introducer [see Fig. 2(b)].
1) Flexible Articulated Manipulator: The manipulator was

designed as a chain of 26 hollow links (φout = 28 mm,
φin = 23 mm) connected with pin joints. The links have 5° cuts
on their edges to achieve global 2-DoFs bending up to 120o.

2) Cable Actuation and Sensing: The manipulator’s bending
is obtained by actuating two pairs of cables. The bending cables
were routed to have one end connected to a force sensor and the
other end to an actuation motor [see Fig. 2(b)]. Each bending
cable was actuated by a brushless dc servomotor (Faulhaber
2250BX4, Germany) through a 1:10 ratio worm gear and a
pulley (φ = 13 mm). The other end was fixed to a force sensor
(Futek, LSB200, USA) capable of measuring up to 44.5 N. The
four actuation subsystems (each consisting of servomotor, worm
gear, and pulley) were assembled to obtain a compact (10 ×
10 × 15 cm3) actuation unit; the sensors were correspondingly
integrated into a sensing unit located close to the manipulator’s
proximal section. Additionally, between the connection of the
actuation unit and the robotic arm, a linear rail and ball screw
(Faulhaber BS22-1.5, Germany) actuator with an 80-mm stroke
was positioned to provide linear insertion into the body at a speed
of 1 mm/s.

3) Cameras and Flaps: Cameras were embedded to help
surgeons explore the surgical area with direct endoscopic vi-
sion (relevant in phase I) and as feedback to close the control
strategy (phase II). Three chip-on-tip cameras were laterally
embedded on the top link of the manipulator at 120° angular
shifted positions, and their signal wires passed through the
manipulator links. FISCam (FISBA, Switzerland) cameras were
selected owing to their small diameter (1.95 mm), wide diagonal
field of view, and visual depth of field of up to 5 cm. More
specifically, the FISCam operates at 30 frames per second with
a 400 × 400 pixel resolution (CH × CV) and a 60° horizontal
and vertical field of view (FOVH and FOVV).
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Fig. 2. System overview. (a) Geometrical considerations for robotic minithoracotomy MIAVR. (b) Robot overview and its structures showing cable actuation and
sensing principle, introducer, and flap actuation. (c) Manipulator in a bent configuration and its kinematic modeling principle. (d) System mechanics and external
load modeling principle. (e) Robot motion planning to access the aortic valve.

The nominal diameter of the ascending aorta is usually less
than 40 mm [30]. Therefore, three flaps were designed to stabi-
lize the manipulator during introducer positioning by damping
small delivery vibrations and to prevent imaging occlusion from
potentially aortic wall collapsing [26].

4) Introducer: Our introducer’s design is unique as it pro-
vides translational motion without affecting the manipulator’s
bending. The introducer, which is in the free lumen of the
manipulator, includes a rotatable coil spring (φ = 21.6 mm,
φcoil = 1.6 mm), a coil attachment joint, and a slider constraint.
A motor (PiezoMotor, LR17, Sweden) actuates a pair of pulleys
and a timing belt to ultimately rotate the coil spring. This modifi-
cation was devised to facilitate the camera wires sliding during
manipulator bending. By previous spur gear actuation [28], a
camera wire was blocked in its channel, leading to hamper the
bending and data wire breaking. The introducer provides axial
translational motion of up to 60 mm with a maximum linear
speed of 0.5 mm/s. Two dc gear motors (MFA/COMO Drills,
Series 951D, U.K.) for valve rotation around the main axis (A)
and valve expansion (B) (see Fig. 3) have been considered in
this unit. The introducer has a slider (60 mm in length) on the
backside, and a cartridge connection on the distal tip. On the
distal tip of the sliding chain, a stainless-steel tension spring

Fig. 3. Introducer mechanism for converting the spring rotation to linear
translation of the valve. This valve is crimped and held inside the manipulator
by a custom cartridge, and it is charged in the robotic introducer before entering
the body.

(φ= 16.5 mm, φcoil = 1.4 mm) is placed to satisfy the flexibility
of the system and constrain the introducer to follow the proper
orientation of the head plane (maximum ±3◦ error while the
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introducer is completely out). A rotational knob switch drives
the dc gear motor A of the introducer, causing the cartridge
to rotate clockwise or counterclockwise. A button on a custom
breadboard runs motor B for the first expansion stage on the
inflow cap and the second expansion stage on the frame sheath.

The cartridge can hold bigger Perceval valves if it is en-
larged in a straightforward manner, but the introducer should
go through a major redesign to be matched with other artificial
valve types.

C. System Mechanics for Force/Position Control/Observation

The robot tip position is modeled based on a modified
singularity-free CC model to accommodate the effects of ex-
ternal, body, tendon, and internal frictional forces based on the
principle of virtual work (PVW) (see Section II-C1) [31]. The
singularity-free representation of CC utilizes curvature compo-
nents κx|y instead of the standard curvature and bending plane
polar angle [32] to solve the singularity issues associated with the
robot’s straight configuration.1 By combining the information
about tendon length changes together with tension values, we set
up a simple framework for hybrid tip force/position observation
based on the system’s FK and hybrid force/position control based
on the system’s inverse kinematics (IK) (see Section II-C4).
During the intervention, only the manipulator bending and tip
introducer translation motions are considered as the system’s
DoFs for position tracking and force observation. The base
sliding motion, which is utilized for automated safe motion
planning during the robot insertion into the patient’s body, is
discussed in Section II-D.

1) Forward and Inverse CC Kinematics: In the CC assump-
tions, the curve can be described by three variables [φ, κ, lM ],
where κ is the curvature, φ is the bending plane polar angle,
and lM is the backbone length (fixed in our case). Fig. 2(c)
presents the robot diagram. A singularity-free representation of
CC is possible based on the set [κx, κy, lM ], where κx|y are
the curvature components along the local frame x- and y-axis.

Then, we have κ =
√
κ2
x + κ2

y and φ = tan−1(κx/κy), which

results in a deterministic solution (φ = 0) for the robot straight
configuration based on an IK formulation. The introducer unit
extends along the manipulator tip tangent and up to a given
length of lI (introducer length).

The relations that constitute the CC-based FK map of the
manipulator are presented in Appendix A. The system states
are q = [κx, κy, lI ], where θ = κlM and the manipulator length
lM is constant. The tip positions of the manipulator ρM and
introducer ρT are given as follows:

ρM =
1

κ
·
⎡
⎣cos (φ) (− cos (θ) + 1)
sin (φ) (− cos (θ) + 1)

sin (θ)

⎤
⎦ ,

ρT =
1

κ
·
⎡
⎣cos (φ) (lIκ sin (θ)− cos (θ) + 1)
sin (φ) (lIκ sin (θ)− cos (θ) + 1)

(lIκ cos (θ) + sin (θ))

⎤
⎦ (1)

1Infinite possible φ values based on the IK formulation when the robot has
zero curvature.

where TM |T are the manipulator and introducer tip 4× 4 homo-
geneous transformation matrices, as shown in Appendix A.

The subscript CC denotes an IK solution based on CC and
ignores external loads. The IK of the robot can be found based
on the tip position vector ρT and by solving (2) for θCC. Equation
(2) is a nonlinear geometrical relation to point the robot tip
toward the target tip position ρT in the bending plane with
φCC = tan−1(ρTy

/ρTx
)

(π
2
− θCC

)
− tan−1

(
ρTy

− lM sin(θCC)
θCC

ρTx
− lM (1−cos(θCC))

θCC

)
= 0. (2)

As a result, we have κCC = θCC/lM , κCCx
= κCC sin(φCC),

and κCCy
= κCC cos(φCC) as the system states resulting from

CC IK. Then, lICC is the distance between the manipulator tip
and the target, which is given as follows:

lICC =

√(
ρTy

− sin (θCC)

κCC

)2

+

(
ρTx

− 1− cos (θCC)

κCC

)2

.

(3)
The real system states [κx, κy] (or alternatively, [θ, φ]) slightly

deviate from the above CC states due to the system body and
external loads and will be derived based on the system mechanics
(see Section II-C3).

The initial lengths for the four tendons lPi
, i ∈ [1 . . . 4] [see

Fig. 2(c)] can be found by solving the following relation for
lP1

and lP2
based on the manipulator curvature κCC, polar angle

φCC, and backbone length lM as follows:

φCC = tan−1

(
lP2

− lM
lP1

− lM

)
, κCC =

lM − lP1

lMrP cos (φP0
)

(4)

where φP0
is the polar angle of the first tendon placement

with respect to (w.r.t.) the local frame x-axis. The geometrical
relations between the length of the opposing tendons for lP3

and
lP4

are given as follows:

lP3
= lP1

(
1− κyrP
1 + κyrP

)
, lP4

= lP2

(
1− κxrP
1 + κxrP

)
. (5)

2) Introducer Translation Model: As described in
Section II-B4, the introducer helical spring acts as a ramp to lin-
early translate the coil attachment point to the valve introducer.
The valve introducer translation is equal to the spring pitch at
the contact point, which is a function of the manipulator bending
angle θ (in radian). The coil attachment is fixed by the slider con-
straint at 45° counterclockwise (CCW) with respect to its actua-
tor. The length of the virtual line passing through the coil attach-
ment (lC) on the curved cylindrical shape is estimated as follows:

lC = lM − θrS cosφI (6)

where φI is the angle between the manipulator’s bending
direction and the location of the coil attachment, and rS is
the radius of the coil spring, which is equal to 10.8 mm. By
knowing the rotational angle (φa) of the introducer actuator,
the introducer length (lI ) can be calculated as follows:

lI =
φa

360

lC
lM

.pitch (7)

where pitch is equal to 12 mm in the straight configuration.
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The distance between the manipulator tip and target site lI
can be acquired by the surgical navigator estimation in the
Z-direction (14). Therefore, (7) can be solved to find φa and
transferred to the controller for introducer actuation.

3) System Mechanics: External, Body, and Tendon Force
Effect: PVW is employed to account for the change in the system
states q as a result of actions associated with body load (here
manipulator wCM

and introducer wCI
weight), external load

(point wF and distributed wσ type), tendon tension wP , and
beam bending stiffness wK . As a result, the robot maintains a
CC shape with modified states to accommodate the effect of
such loads. In the rest of this article, we use X,q = ∂X/∂q to
represent partial derivatives, where X is a dummy variable.

The action for an external point load at any location can be
derived as wF,q

= fF · ρF,q
, where fF = [fFx

, fFy
, fFz

] is the
exerted point force and ρF is the exertion point location vector,
both expressed in the global frame. ρF is calculated based on (1)
and by substituting θF into θ for forces exerted at a location with
bending angle θF along the robot manipulator or by substituting
lF into lI for forces exerted at a location on the introducer with
distance lF from the manipulator tip [see Fig. 2(d)].

The action for uniformly distributed external load vector σ on
the manipulator can be modeled as wσ,q

= fσ · ρσ,q
based on

an equivalent point external load vector fσ = σΔθσ/κ applying
at the geometric center of the arc range Δ θσ = θσ1

− θσ0
on

which the force is exerted [see Fig. 2(d) and Appendix A]

ρσ =

⎛
⎜⎜⎝Tφ · Tθσ0

· 3

2πκ

⎡
⎢⎢⎣

− sin (Δθσ)
0

cos (Δθσ)− 1
1

⎤
⎥⎥⎦
⎞
⎟⎟⎠

1 ... 3

. (8)

Frictional forces are the most common type of external forces
for catheters and flexible robots. Assuming a uniform external
force σ radial to the manipulator curve, the equivalent load
becomes

fσ =
σΔθσ
κ

·

⎛
⎜⎜⎝Tφ · T(θσ0

+Δθσ
2 ) ·

⎡
⎢⎢⎣

1
0
mu
1

⎤
⎥⎥⎦
⎞
⎟⎟⎠

1 ... 3

(9)

where μ is the coefficient of friction between the robot body and
tissue.

Similarly, the manipulator weight, i.e., distributed body load
due to gravity σM , acts at the entire manipulator arc center of
mass with θσM0

= 0 and Δ θσM
= θ as follows [see Fig. 2(d)]:

ρCM
=

3

2πκ
·
⎡
⎣− sin (θ) cos (φ)
− sin (θ) sin (φ)

cos (θ)− 1

⎤
⎦ (10)

and fσM
= mM g. Then, for the manipulator weight action, we

have wCM,q
= mM g · ρCM,q

, where mM is the manipulator

mass, and g = [0, 0,−9.81]T is the gravity acceleration vector.
The introducer weight is assumed to be exerted at the middle
of these elements as ρCI

= ρT (lI/2) [see Fig. 2(d)]. Then, the
introducer weight virtual work becomes wMI,q

= mI g · ρCI,q
,

where mI is the introducer mass.

The effects of the tendons’ tension can be modeled based
on 1) tendon tension, i.e., the tendon pairs’ pulling force pi,
or 2) equivalent curved beam, i.e., the resultant change in the
manipulator’s resting curvature κx|y0

due to the tendon active
lengths lPi

and the increase in the manipulator structural bending
stiffness kx|y due to the tensioned tendons’ cross section.

The bending virtual work wP of the resultant momentum
τP = [τx, τy, 0]

T from the tendon tensions pi in the tangent
frame is given as follows:

wP,q
=
(
τxκx,q

+ τyκy,q

)
lM (11)

where τx = (p3 − p2 − pμx
)rP is the moment of tendons

placed along the y-axis (tendons 2 and 3). Similarly, τy =
(p1 − p4 − pμy

)rP is the moment of tendons placed along the
x-axis (tendons 1 and 4). rP is the tendon route offset from
the manipulator center, and pμx|y is the tendon tension due to
internal friction forces that causes a moment around the local
x|y axes.

Alternatively, the bending virtual work of the equivalent
curved beam wK,q

, as a result of changing the tendon active
lengths, can be found as follows:

wK,q
=
(
kxκx,q

(κx0
− κx) + kyκy,q

(κy0
− κy)

)
lM (12)

where [kx, ky, kz] = [E4 ,
E
4 ,

G
2 ] π(r

4
M2

− r4M1
) is the equivalent

beam bending and torsional stiffness, rM1|2 is the manipulator
inner–outer radius, and κx|y and κx0|y0

are found as in (4)
(tendon CC relation).

The method in (11) relies on the measurement of the tendons’
tension, which is prone to noise and poses technical challenges in
implementing tension sensors. On the other hand, the method in
(12) is a function of the tendon geometry (i.e., cross-section area
and offset from the manipulator axis) and active lengths, which
can be easily measured based on the encoder readings from the
pulling mechanism motors. We use the latter method due to its
robustness and ease of measurement for our forward models.
However, the virtual work from both methods is theoretically
equal, i.e.

wK,q
= wP,q

. (13)

We use this equality to identify external forces, unmodeled in-
ternal frictional forces, and for our hybrid force/position control
frameworks.

4) System Forward and Inverse Mechanics: The system total
virtual work is reported as follows:

w̄,q = wCM,q
+ wCI,q

+ wF,q
+ wσ,q

+ wK,q
(14)

where, in theory, we can substitute wK with wP . The FM and
IM maps of the manipulator are based on the system balance of
virtual works as w̄,q = 0. The abovementioned relation results
in a system of nonlinear equations (three relations for the inverse
and two for the forward case) with the following set of variables
[κx, κy, lI , κx0, κy0, fFx

, fFy
, fFz

, fσx
, fσy

, fσz
]. Note that we

assumed that the location of the point external load (θF or lF ) and
the range on which the distributed external load is applied (Δθσ)
are known. These are known based on observing the contact
location in the robot cameras and estimating the distributed load



4506 IEEE TRANSACTIONS ON ROBOTICS, VOL. 39, NO. 6, DECEMBER 2023

range based on the inserted length of the robot, i.e., slider motion
feedback, into the patient body.

In an FM framework based on (14), lI is part of the inputs
and is fixed (already set). Hence, the system balance of vir-
tual works should be derived w.r.t. qFM = [κx, κy], instead of
q = [κx, κy, lI ], as w̄,κxy

= 0. A convex optimization problem
can be formulated for any set of the abovementioned variables
(three for the inverse and two for forward maps) to satisfy the
relation for w̄,q (w̄,κxy

) and formulate forward/inverse maps for
our continuum robot.

The FM for shape observation and a hybrid shape control
and force observer framework are discussed in Appendix B.
The remainder of this section discusses our newly developed
theoretical frameworks for 1) hybrid force/shape observation
by combining the information about tendon displacement and
tension, and 2) hybrid force/position control based on ten-
don kinematics (displacement) instead of forces for robustness
against tension sensing noises.

5) Hybrid Force/Shape Observation: Force and shape ob-
servers (FSO) can be formulated similarly to force and trajectory
controllers. In an IM formulation based on w,q for force obser-
vation, the three [fFx

, fFy
, fFz

] or [fσx
, fσy

, fσz
] variables are

unknown, whereas [κx, κy, lI ] are known based on the known
robot’s tip trajectory ρT , as in (2) and (3), and [κx0, κy0] from
the known system inputs lPi

, as in (4). The nonlinear solution
can be sought based on w̄,κxy

and initial guesses of [0, 0, 0] for
the force values.

The extra information from the tendon tension sensors can be
used to formulate a hybrid FSO. In other words, another set of
two relations can be found based on the following equality:

wKP,qFM
= wK,qFM

− wP,qFM
= 0. (15)

By combining the abovementioned relation with w,q in (14)
we can formulate a convex optimization problem for five un-
known variables, including [κx, κy]. The other three unknown
variables can be any of the following sets:

1) [pμx
, pμy

], forming a redundant optimization problem, for
internal frictional force estimation when no external force is
being applied (by default),

2) [fσx
, fσy

, fσz
] for distributed frictional and contact load

estimation (during the robot’s automated insertion), or
3) [fFx

, fFy
, fFz

] for point load estimation, e.g., tip load dur-
ing heart valve placement (when a contact is detected via observ-
ing a sudden jump in the tendon tension measurement values).

The optimization problem is solved numerically based on
initial guesses [κxCC , κyCC ] and [0, 0] or [0, 0, 0] for the unknown
tendon or external forces.

The controller switches between these force observation
modes. Upon switching to distributed or point external load
observation, the values for [pμx

, pμy
] are set based on the most

recent observed values.

D. Contact Aware Planning and Navigation

Safe navigation of the robot involves the following [see
Fig. 2(a) and (d)]:

1) following a trajectory that converges to a target location
ρT (i.e., the heart valve),

2) passing always through the safe radius of δE and a prede-
fined insertion point ρE on the patient body,

3) preventing excessive contact forces via real-time tendon
tension observation,

4) stopping the insertion in the case of observing large contact
force.

The proposed method benefits from minimal initial position-
ing requirements for the robot manipulator base ρB and informa-
tion about the precise location of the patient’s heart valve ρT . As
a result, the operator has only to roughly align the robot base with
the insertion and heart valve locations only. Then, the control
method automatically performs safe insertion via the robot base
sliding displacement lS and manipulator bending inputs lPi

or
[κx0, κy0]. The bending is commanded by the surgeon guiding
the manipulator with a haptic interface (Novint Falcon, USA)
while keeping a button on its handle. Its directional input is
used by the controller to identify the cables to be shortened or
released. The controller keeps the releasing cables’ tension at
a set value by using the PID closed-loop control (settling time
around 2 s). This set value is small enough (0.3 N) to prevent
them from becoming loose or reversing the manipulator. This
strategy keeps the manipulator dexterous enough to reverse in
every position with a minimum delay. The motion continues
until the manipulator tip ρM aligns with the heart valve target
location ρT from where the introducer is utilized for reaching
the target.

The robot is suspended on a 6-DOF robotic arm with the ma-
nipulator axis initially toward the −ẑ0-axis (i.e., perpendicular
to the patient bed surface). The operator may manually move
the robotic arm to position it with the introducer tip slightly
lifted away from the patient body and roughly in the same plane
that contains the manipulator axis, the insertion, and heart valve
commissure points. In a realistic scenario, this motion plane
(xyz)R is angled φ ≈ tan−1( 7090 ) ≈ 37.9◦ around the ẑ0-axis of
the system global frame (xyz)0 with x̂0-axis along the patient
body height [see Fig. 2(a) and (e)].

During the insertion, we assume that the robot is initially posi-
tioned with the introducer tip just touching the patient’s body and
the insertion point remains on the manipulator backbone. There-
fore, to find the desired manipulator curvature κ that guarantees
the robot’s passage through the insertion point, the insertion
point position vector during the insertion ρBE = [xBE , 0, zBE ]
w.r.t. the manipulator base frame (xyz)B should maintain a
distance equal to the curvature radius κ∗−1

from the curve center
at [κ∗−1

, 0, 0] w.r.t. the manipulator base fame (xyz)B , as shown
in the following equation [see the side view in Fig. 2(a)]:

κ∗−2

=
(
κ∗−1−xBE

)2
+ z2BE → κ∗=2xBE/

(
x2
BE+z2BE

)
(16)

where xBE is found based on the initial position of the robot set
by the operator and zBE = lM + lI − lS .

The robot’s inverse hybrid shape control and force observation
are employed during the insertion task, i.e., lPi

= FSO(κ∗)
as described in Section II-C4 and Appendix B-B. When an
excessive force value fσmax is observed, the tension pimax in the
closest tendons to the force contact location, with indices iσ ,
is recorded and considered as a threshold to limit their tension
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piσ = pimax . This limits the exerted force by the robot toward
tendons iσ . The closest tendons are the ones that satisfy the
following relation:(

− (Tφ · Tθσ )
T
1...3×1...3 · fσmax/ ||fσmax ||

)
· [cos (φPi

) , sin (φPi
) , 0]T > 0 (17)

where φPi
∈ {0, π/2, π, 3π/2} is the placement polar angle for

the ith tendon, ||x|| is the 2nd norm (i.e., vector length) operator,
and θσ = κ(lM − lS/2) is the bending angle of the location
along the manipulator backbone on which the equivalent dis-
tributed external load is exerted.

Such a strategy prevents excessive force, but it may result in a
small deviation in the robot insertion point ρBE . We may use the
capped tension values along with (11), (13), and (14) to estimate
the robot insertion point ρBEε

via the robot FK. The deviated
insertion point should remain at a safe distance ε from the initial
insertion point, i.e. ‖ρBE − ρBEε

‖ < ε, unless the procedure is
terminated for safety concerns, i.e., when maintaining both the
insertion point and tissue force safety is not possible.

The presented automation framework is robust against the
manipulator and limited patient movements during the proce-
dure, as long as the manipulator base remains perpendicular to
the patient’s bed and the relative position vector of the insertion
point w.r.t. the manipulator base ρBE is known.

The alignment of the introducer tip with the heart valve loca-
tion ρT marks the end of the robot’s safe navigation stage. This
alignment can be detected either by the operator via observing
the heart valve in the introducer tip or when the value of κ found
from both (2) (based on the patient’s heart valve position, κT )
and (16) (during the automated insertion, κ∗) becomes equal to
κ∗ = κT . The latter requires the aortic root pose in the global
frame as measured by a digitizer probe, as shown in controller
Fig. 5.

Then, the control law during the automated insertion, i.e.,
while κ∗ < κT , maintains a safe insertion route and keeps safe
interaction force values based on the following tendon tension
regulation rule:⎧⎨
⎩

lPi
= FSO (κ∗) fσ < fσmax

lPi
and piσ = pimax fσ > fσmax and ‖ρBE − ρBEε‖<ε

Terminate! otherwise
.

(18)

E. Surgical Navigator

The camera images were captured and processed using a
navigation software developed in C++, which integrated the
FISBA camera API and the OpenCV libraries. One camera was
taken as a reference, whereas the other two were rotated +60°
and−60° with respect to the reference camera. Each camera was
calibrated to obtain intrinsic parameters that model the image
formation process, as well as extrinsic parameters that provided
the relative poses between the three cameras. The calibration
process and the key functionalities of the surgical navigator were
extensively presented in [28] and [33]. Specifically, the software
was able to realign the horizon between the cameras, stitch the
three views together, and simulate an augmented reality view

Fig. 4. Surgical navigator developed thanks to the integrated tip cameras.
(a) Calibration tool with the reference points marked with different colors
to facilitate their identification in the camera views. (b) Simplified problem
associated with the triangulation of the 3-D U point, based on the knowledge of
its projection on the camera image planes, ui and ui+1.

of the valve positioning [33]. Additionally, the software could
compute and show the 3-D coordinates of the user-selected
points if they were visible in at least two camera views. For
instance, by selecting one point on the anatomy and one point
on the valve, the surgeons were able to find the error in depth
and manually move the valve [28].

This 3-D point computation was further utilized to be inte-
grated as feedback into robot control algorithms for autonomous
alignment based on anatomical landmarks. Given that, the land-
marks are determined in the camera reference system, whereas
the control algorithms need them in the robot reference system.
Thereafter, an additional calibration procedure was required to
get the transformation matrix.

This calibration has been determined by attaching a calibra-
tion tool that was attached to the distal end of the manipulator
[see Fig. 4(a)]. The calibration tool allows for relating the camera
reference systems {CV} to the reference system of the surgical
robot, {M}, through the identification of its reference points,
known in {M} and named PM. The reference points can also be
identified in {CV}, as detailed in Fig. 4(b), providing PCV .

The 3-D position of the points [Ux Uy Uz]T was com-
puted through stereo-triangulation between couples of images,
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according to (19)–(21), starting from their 2-D projections (uXi
,

uYi
) and (uXi+1

, uYi+1
). The triangulation equations were sim-

plified by considering the image pair after rectification, which
aligned corresponding points on the same line in both images

UZ =
b ∗ fx

uXi+1
− uXi

(19)

UX =
uXi+1

∗ UZ

fx
(20)

UY =
uYi+1

∗ UZ

fy
(21)

where b is the stereo camera baseline in mm and f corresponds
to the focal length of the cameras.

All the pairs of corresponding 3-D points PCV and PM were
used to estimate the calibration transformation relating the refer-
ence systems,TM

CV
(RM

CV
, tMCV

)with a closed-form least-squares
method that minimizes the following:

1

N

N∑
n = 1

∣∣RM
CV

PCV
n tMCV

− PM
n

∣∣2. (22)

We adopted N = 13 matching points and computed TM
C =

{RM
CV

|tMCV
} from singular value decomposition (23)

(PCV PM )′
SVD⇔ USV ′,

RM
CV

= V U ′,

tMCV
=

RM
CV

N

N∑
k = 1

PCV

k +
1

N

N∑
n = 1

PM
n . (23)

Once the calibration matrix TM
C is known, the software can

provide the 3-D coordinates of generic user-selected points in
the robot reference system as long as they are detectable in at
least two camera views and vice versa.

During the operation, the surgeon can use the 3-D coordinates
on the aortic commissures to determine the optimal valve pose
in terms of position and orientation. When all three commis-
sure points are selected, the software derives the circle passing
through them and outputs the 3-D location of the circle center.
This information is passed to the controller to center the manip-
ulator and achieve the introducer’s autonomous positioning.

The theoretical tracking error of a 3-D point can be calculated
as follows [34], [35]:

ΔX =
2 ∗ UZ ∗ tan FOVH

2

CH
Δd,

ΔY =
2 ∗ UZ ∗ tan FOVV

2

CV
Δd,

ΔZ =
U2
Z

b ∗ f Δd (24)

where FOVH and FOVV are the horizontal and vertical fields
of view, respectively. f is the reference camera focal length in
pixels, and Δd is the matching error in pixels that depends on
the user’s precision in selecting corresponding points in the two
camera images. In our system, this accuracy value ranges from

0.25 mm to a maximum of some millimeters, when the Δd error
becomes relevant.

F. Control and Automation Architecture

The controller is planted on the graphic user interface (GUI)
of LabVIEW (NI, USA) running on a personal computer (In-
tel Core i7 CPU at 2.6 GHz) to actuate the servomotors by
RS232 communications and enable real-time monitoring of
the cable tensions. The haptic interface unit is connected via
a USB interface to the GUI, providing 3-DoFs to the robot.
The interface can command manual bending when the handle
moves right–left (x-axis) or forward–backward (y-axis) and can
generate force feedback on both axes. This haptic interface has
included complex libraries to turn each motor and generate an
equivalent force in any direction. The software and third-party
haptic visualization packages (Force Dimension, Switzerland)
were utilized for connecting the interface to the GUI. The motors
are updated at 1000 Hz, which gives a smooth sense of touch
based on the force observer described in Section II-C5.

Even though the Falcon Novint is a relatively cheap solution,
the performance of the device can be optimized by implementing
dynamic modeling of the handle [36]. The LabVIEW GUI
continuously transfers and receives data with MATLAB R2021
(Mathworks, USA) over the TCP/IP protocol in which the FK
and IK models are planted. Moreover, the surgical navigator
also sends its output to the GUI to achieve a unified controller
(see Fig. 5). The real-time operation is assured by adjusting
timing functions to precisely control the execution of loops in
the program.

An Aurora (NDI Medical, Canada) electromagnetic tracking
system (ETS) is utilized at the beginning of the surgical proce-
dure to have an estimation of target release pose and robot base
point necessary for motion planning.

III. SIMULATION AND EXPERIMENTAL STUDIES

A. Insertion Motion Planning Performance

We presented a simple yet robust automation framework for
the robot’s motion through an insertion site on the patient’s body
and reaching the heart valve location in Section II-F. Fig. 6(a)
presents the simulation results for the motion planning method
performance versus different values of the manipulator’s base
distance to the insertion site on the patient’s chest. We observed
that a larger value forxBE [see Fig. 2(a)] results in a robot motion
closer to a follow-the-leader case, i.e., a smaller mean error
between the robot final shape and the robot tip insertion path [see
Fig. 6(b)]. Such a motion suggests a smaller undesirable lateral
deflection of the pathway during the insertion. However, this
limits the manipulator penetration length and requires a longer
motion range for the tip introducer [see Fig. 6(c)].

B. Experiment Scenarios and Procedures

Initially, we performed several experiments to validate the
new model that is described in Section II-C1 using a simplified
manipulator without cameras [see Fig. 7(a)]. This change was
motivated by the need to keep the delicate camera wires safe
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Fig. 5. Control and automation system architecture. Blue boxes represent the
software part of the system, and green boxes are the hardware part.

Fig. 6. (a) Comparison of the final manipulator shape (solid line) and its tip
motion path (dashed line) for different horizontal distances xBE of the manipu-
lator base from the insertion pointE. The motion stops when the manipulator tip
aligns with the target position T . (b) Required introducer length lI to reach the
target point and the mean and maximum follow-the-leader error values versus
xBE . (c) Larger the distance xBE , the lower the follow-the-leader error but
larger required introducer length. The manipulator z-axis positive direction is
upward.

during the model adjustments. The introducer and its stiffness
and weight on the manipulator were considered in the model.

Positioning performance was quantitatively assessed by track-
ing the introducer tip through the Aurora ETS. To synchronize
the tracking system and the robot, both the aurora and the robot
controller were implemented in LabVIEW.

Fig. 7. Experiments with simplified prototypes to validate the system. (a) FK
and IK validation setup (inset: weights added to the introducer body). (b) Setup
for validating the introducer translational model while the tube mock-up can
rotate and provide various coil attachment lengths.

1) FM and IM Validation: Three experiment sets were car-
ried out to verify the numerical performance of the 1) FK, 2)
IK, and 3) hybrid FSO observation frameworks [see Figs. 7(a)
and 8(a)]. Initially, 3-point moving average blocks filtered the
cables’ tension measurements to eliminate the fluctuations on
the sensors’ readout. In experiment set 1, the manipulator was
laterally actuated to approach the workspace boundaries to verify
our FK framework. The result is presented in Fig. 9. In case 2, the
manipulator and introducer were actuated in four instances while
carrying two weights (9.5 and 13.5 g) added to the introducer
body to verify the presented IM and FSO frameworks in the
presence of known external loads. The result is presented in
Figs. 10 and 11. In case 3, the manipulator was bent to reach an
arbitrary pose and then kept stationary. Different sets of weights
(36.6, 77.2, 112.5, and 201.6 g) were added and removed from
the system in different bent and extended configurations to inves-
tigate the presented IK and FSO performance in the presence of
instantaneous external load disturbances. This experiment was
repeated five times for a total of 20 measurements after releasing
the residual cables’ tension. The result is presented in Figs.12
and 13. In the latter case, an instance of an external force dis-
turbance could be identified based on a sudden jump observable
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Fig. 8. Experiments to validate the system. (a) FK, IK, and FSO validation setup; inset: force observer validation by four weights hanging from the manipulator
tip. (b) Setup for validating forces on the body of the manipulator during insertion. (c) Setup for measuring the accuracy of the 3-D center estimation while the
target board was repositioned by the red arrows. (d) Setup for validating the controller’s accuracy in reaching a target point. (e) Experimental setup for performing
artificial valve delivery in a silicony mock-up. (f) Points in Sorin Perceval and commissure points in the aortic root that should match for an ideal positioning.

in the tendon tension values (see Part II of the Supplementary
Material). The manipulator tendon tension measurements during
the unloaded configurations were used to estimate the effects of
the system internal friction (pμ). Then, the identified frictional
effects and the tendon tension measurements during the loaded
cases were used to estimate the added weight to the robot tip.
The result is presented in Fig. 14. The tip displacements during
these experiments were recorded to assess the shape and force
observation approaches.

The accuracy of the model was verified in 515, 408, and 1500
sampled points across the experimental cases 1–3, respectively.
The error was calculated based on the Euclidian distance be-
tween the simulation and experimental results for the robot tip
in mm (absolute error) and the relative error with respect to the
manipulator length reported in percentage (see Table I). As a
measure of the potential real-time performance of the proposed
framework, the calculation frequency is reported in hertz as the
number of unique experimental datapoints that are simulated in
a second.

2) Introducer Sliding Model Validation: The introducer
translation model was checked using two curved 3-D-printed
tubes. The tube curvatures have been acquired by the CAD
software (SOLIDWORKS, Dassault Systems, France) by con-
sidering θ = 39° and 78°. We prototyped a simple introducer
mechanism, and these tubes were positioned instead of the

cable-driven manipulator. The tubes guarantee a constant natural
line length (lM ) and bending angles (θ) while by rotating the
tube around the normal base plane axis (φ), the coil attachment
line (lC) can vary accordingly [see Fig. 7(b)]. The translation
of the introducer (lI ) was considered by actuating the motors at
known angles (e.g., 360° and to 0° to simplify the procedure)
and varying φ from 0° to 360° in steps of 60°. At each step,
lI was measured using a digital caliper and compared with the
values acquired by (7).

3) Distributed External Force Estimation Due to Friction:
The performance of the automatic insertion framework in the
presence of distributed frictional forces on the body was eval-
uated in a set of in vitro experiments based on a custom-
made aortic phantom. The phantom is mounted on a 6-DoF
force/torque sensor (Nano17, ATI Industrial Automation, USA).
The phantom consisted of a plastic shell with an artificial aortic
tissue (Thoracic Aorta, LifeLike BioTissue, Canada) covering
its internal layer.

The coefficient of frictionμbetween the manipulator material,
i.e., polished stainless steel, and the aortic tissue phantom was
evaluated by pulling the force sensor surface on the tissue
multiple times and recording the observed normal and tangent
forces to the tissue surface.

The robot was held straight on top of the phantom, and the
manipulator was inserted through the phantom top opening
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while touching the convex side of the lumen [see Fig. 8(b)].
The distributed force range in (9) can be estimated based on the
inserted length of the robot in the phantomΔ θσ = κ(lM − lE).
This experiment was repeated five times. The observed dis-
tributed lateral force values fσxy

based on the presented FSO
framework were compared with the force sensor data in the
xy-plane (i.e., normal to the phantom surface) and presented in
Fig. 15.

4) Automatic Insertion Validation: The insertion planning
was evaluated by a custom-made aortic phantom described
in Section III-B3. The robot was held straight on top of the
phantom [see Fig. 8(b)]. Four experimental cases were evaluated
based on automated and manual insertion with force feedback
safety criteria (via safety tendon tension threshold, pimax ) being
activated or deactivated as described in Section II-D. In the
cases of automated insertion, the manipulator curvature and
corresponding cable shortening were calculated based on the
phantom curvature. In the cases of safety force feedback, pimax

was equal to 1 N and haptic device was activated.
5) Visual Center Point Evaluation: The accuracy of the

3-D center estimating method was verified by a target board in
which three points at 120° shifted angles on the circles of 23 mm
(representing a common annulus size) have been printed [see
Fig. 8(c) and Part III of the Supplementary Material]. Initially,
one circle on the printed board was positioned at the origin of
the imaging system, 3 cm distance from the camera plane. Then,
three points were selected by the user in the camera videos,
and the circle passing through these points was calculated. The
calculated center point and diameter were compared with the
printed ones (i.e., 23 mm in diameter). Furthermore, the target
board was repositioned by 3 mm in the X- and Y-direction (i.e.,
from −3 to 3 mm by steps of 1 mm). The estimated centers were
compared with the movements to calculate the errors and finally
divided by the distance to the origin. The same experiment was
repeated with the board positioned at 4 and 5 cm distance from
the camera plane, and UZ [see Fig. 8(c)] was verified too.

6) Motion Tracking Evaluation: The presented control
framework was experimentally evaluated in tracking 3-D paths
in the shape of a planar circle and a curved square by means
of only the manipulator bending. The controller was also eval-
uated in tracking a planar square by means of both manipulator
and introducer motions. To produce a planar circle, 360 points
representing a circle of 80 mm in diameter were fed to the IK
controller. To produce a curved square with 90 mm side lengths,
72 points dividing the square at equal distances of 5 mm were
considered. In a more complex motion, a planar square with
120 mm side lengths was produced in a plane 20 mm lower in the
Z-direction than the planar circle. The error was calculated based
on the Euclidian distance between the experimental Aurora ETS
points and the ideal targets. The average absolute error (mm) and
relative error (%) with respect to the manipulator length have
been reported in the first row of Table II.

Moreover, the aforementioned paths were repeated with the
help of the surgical navigator feedback in a closed-loop control.
The points representing the planar paths were scaled and printed
on a target board in front of the surgical navigator. On the other
hand, for the curved square path, the manipulator’s workspace

was acquired in CAD software. The umbrella-like workspace
was sliced into eight pieces and unfolded in a 2-D plane. The
points representing the square were scaled and printed on a 250
grams per square metre (gsm) orange paper. The workspace
was prepared by carefully gluing the boundaries of these eight
pieces. The user had to select each point in at least two views to
provide feedback to the controller. The tip trajectory is presented
in Fig. 15, and the error is reported in the second row of Table II.
The system in closed-loop IK control was further checked while
a 13.5 g mass (equal to the Sorin valve cartridge mass) was added
to the tip. The system repeated the same paths, and the error is
reported in the third row of Table II.

7) Automated Positioning in the Robot Workspace: The
system controller was further evaluated in the manipulator’s
workspace mock-up, where several concentric circles (with
decreasing diameters of 23, 16, 8, and 2 mm) and commissure
points at 120° shifted angles were printed on the unfolded orange
paper [see Fig. 8(d) and Part IV of the Supplementary Material].
The commissure points will be utilized by the navigator to
position the robot appropriately. The straight manipulator was
held in the center of the workspace, and it bent toward one of the
circles. The positioning task was interrupted when commissure
points became recognizable by the user in the camera views.
The user had to select each commissure point in two views, and
the circle passing these points was calculated. The center point
was fed to the IK model to reposition the manipulator toward the
center. The average UZ was converted to a rotational angle of
the introducer to actuate it outward. Meanwhile, the manipulator
could autonomously compensate for small deviations caused
by the introducer motion. The valve cartridge on the tip of
the introducer was also modified to keep a graphite stick and
consequently leave a point when it touches the group of circles
on the umbrella workspace. In this experiment, the accuracy
of the system to reach a point was evaluated by measuring the
distance between the graphite point and the circles’ center [i.e.,
r in Fig. 8(d)] by means of a digital caliber. This experiment was
repeated for ten different circle groups in the whole workspace.

8) In Vitro Experimental Investigations and User Study: Fi-
nally, the robot’s performance in an in vitro simulated surgi-
cal scenario was evaluated. To this purpose, a patient-specific
physical simulator, including rib cage, aortic arch, ascending
aorta, and aortic root, was prototyped in ABS and silicone
[28] [see Fig. 8(e)]. The simulator was prototyped from the
tomography dataset of a patient’s anatomy as a reference for
guiding the robot’s introducer and valve deployment by the
surgical navigator [37]. The valve delivery procedure discussed
in Section II-A was performed to deliver the Sorin Perceval S into
the silicone replica of the aorta (see Part V of the Supplementary
Material).

The coordinates of the ascending aorta and the aortic root were
acquired by the Aurora ETS 6-DoF probe and registered in the
motion planning algorithms (see Fig. 5). The manipulator was
localized on the top of the simulator by a robotic arm (Mitsubishi
Melfa, RV-3SB, Japan) to reach the valve expansion point as
described in Section III-A.

In this experiment, the arm pose was inserted into the kine-
matic model as the initial reference point (S). The user must
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choose the control scenario as insertion planning and force/shape
observation. The user commanded the manipulator linearly in-
side the simulator from the second and third costal cartilage
(pointE) by exploiting the bending ability by the haptic interface
[see Fig. 16(a)]. The commands for linear insertion were given
by two buttons on the handle of haptic interface. The linear
insertion (lS) was also counted by the motor encoder, and its
translation transformation was multiplied in the FK model. Force
feedback to the haptic interface helped the user avoid contacts
with the surrounding simulator. A direct view of the anatomy
to find the cutting entry in the beginning and the feedback
of cameras while the manipulator was completely inside the
simulator were helping to find the descending aorta and finally
reaching the intervention site [see Fig. 16(b)]. The manipulator
was stopped 3−4 cm behind the annulus while the tip was
oriented to the aortic plane. By opening the flaps, the manipulator
was anchored and the action of pushing the surrounding aorta
avoided blocking cameras’ line of sight.

The user must select each commissure point in two views [see
schematic illustration in Fig. 1(b) and real view in Fig. 16(c)];
then, the center point was fed to the IK and introducer model
to drive the introducer to the aortic annulus autonomously [see
Fig. 16(d)]. The user may update the commissure point selection
during the introducer motion or in the later stage while the
valve is placed in the aortic annulus. The user can manually
rotate the valve to finely adjust the outflow frame. When all the
requirements seem satisfied, the expansion stage can start with
user commands in two stages to completely release the valve.
The introducer will be retrieved inside the manipulator passing
through the valve. After closing the flaps, the manipulator will
be retracted from the simulator by combined bending and linear
motions [see Fig. 16(e)].

The valve deployment accuracy was evaluated quantitatively
after each release by measuring the misalignment between the
Sorin Perceval S and the aortic root. To this purpose, after each
delivery trial, the silicone aorta was carefully detached from
the simulator, and the 3-D coordinates of commissure points
on aorta and valves’ struts [see Fig. 8(f)] were acquired by
the Aurora ETS and a digitizing probe (similar to the meth-
ods presented in [28]). The ideal position was acquired from
surgeons’ indications and Sorin official instruction for use. The
procedure was repeated ten times by the same user, starting with
repositioning the robotic arm to recharge the valve cartridge
and perform a new valve release. All points were processed to
create the commissure and valve strut triangles [see Fig. 8(f)] to
calculate delivery errors. The distance between two centroids (d)
and intersecting angle of two planes (α) are reported in Table III.
For calculating the rotational error, first, the valve triangle was
projected onto the commissure plane, and then the average angle
between each pair of three vertices (β) was considered. The
results are reported in Table III.

IV. RESULTS

The robotic system has been utilized in various experiments
to check the controller performance individually and the valve
delivery procedure at the end. The employed methodologies

Fig. 9. Results of the FM framework for the robot workspace (experimental
cases 1).

Fig. 10. Results of the IM framework for experimental case 2. The accu-
mulated error due to CC kinematics results in a large error in predicting the
introducer linear motion.

are described in Section III, with the theoretical modeling and
control background illustrated in Section II.

A. FM and IM and Force/Shape Observer

Figs. 9–13 present the comparison between the simulation
and the experimental results of FM, IM, and FSO in three exper-
imental cases, as explained in Section III-B1. The results show
the good accuracy of the FM and FSO simulations in predicting
the experimental results. Moreover, the IM results show good
numerical stability of the inverse problem and good accuracy of
simulations in predicting tendon displacement inputs. The error
analysis for the FM, IM, and FSO cases are reported in Table I.

The results in Fig. 9 show an average 6.3% (10 mm) error for
FM, thus highlighting the reliability of the presented modeling
framework based on CC assumptions. As briefly mentioned



TAMADON et al.: SEMIAUTONOMOUS ROBOTIC MANIPULATOR FOR MIAVR 4513

Fig. 11. Results of the hybrid FSO framework for experimental case 2 with
robot motion when external forces were applied. The force estimation results
are relatively accurate in the z-axis direction. The accumulated error due to CC
kinematics and the high stiffness of the system result in predicting unrealistically
large lateral forces in the x− and y-axis directions.

Fig. 12. Results of the IM framework for experimental case 3.

before, a more accurate model of the system based on vari-
able curvature kinematics is developed by using the TMTDyn
package [38], resulting in almost the same error values for
the same set of experiments. This highlights the fact that the
observed errors are due to manufacturing imperfections in the
system rather than the kinematic assumption in the presented
modeling framework. Hence, we proceeded with integrating a
vision-based closed-loop controller to compensate for the errors
instead of increasing the complexity of our theoretical modeling
framework.

Fig. 13. Results of the FSO framework for experimental cases 3 with robot
stationery when external forces were applied.

TABLE I
SHAPE ESTIMATION ERROR ANALYSIS (IN MM) AND CALCULATION

FREQUENCY (IN HZ) FOR FM, IM, AND FSO FRAMEWORKS IN COMPARISON

TO EXPERIMENTAL SCENARIO 1–3 (SEE FIGS. 9–13)

The robot tip trajectory was fed to the IM framework to calcu-
late the required actuation inputs. These inputs were then used
with the FM to calculate the resulting tip trajectory, which is used
to calculate the numerical performance of the IM framework (see
Figs. 10 and 11). The 0.2% (0.3 mm) error for the IM shows high
numerical accuracy and stability of the proposed framework in
solving the system inverse map. However, this is not necessarily
equivalent to the feedforward control performance of the system
due to the observed error in the FM case. This discrepancy can
be seen based on the resulted values for the tendon lpiIM and
introducer lI IM displacement compared to the actual experi-
mental values (lpiexp and lI exp). Hence, a closed-loop control
architecture with a PID error compensation term is used and
tested as explained below.
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Fig. 14. Force observer estimation after tendon tension release. Four different
weights were applied to the robot tip.

We observed a similar 11.9% (18.9 mm) error in shape
observation in the cases of IM and FSO despite the presence of
instantaneous external force disturbances at the robot tip, which
were unknown in the case of FSO (see Figs. 12 and 13).

The load estimation results were relatively accurate in pre-
dicting the force value in the exerted direction (i.e., global frame
z-axis). However, the prediction of the overall force vector value
and direction was not optimal by predicting large lateral force
values (i.e., global frame x, y-axis), regardless of whether the
robot was in motion (see Fig. 12) or in a stationary (see Fig. 13)
state during the external force disturbance.

The FSO accuracy in the Z-axis was examined using four
different weights {36.6, 77.2, 112.5, and 201.6 g} hanging
on the tip. Then, the presented algorithm resulted in average
values of {34.8±6.0, 79.9±8.2, 108.8±7.5, and 205.0±7.0 g}
with respect to the mentioned weights, as shown in Fig. 14.
The average pose deviation when applying a load was equal to
0.0072 mm/g.

This highlights the need for a careful tension release upon ob-
serving a sudden change in the tendon tension values (signaling
the exertion of an external force) and before the load observation
task, as detailed in Section II-C5. Furthermore, this shows the
fact that it is tricky to rely on tendon tension measurements for
control and observation tasks due to the highly noisy sensor data
and influence of hard-to-model frictional effects in the system.
On the other hand, a modeling framework that relies on tendon
length measurement is not prone to such issues.

B. Introducer Sliding Performance

The introducer model has been validated in 12 configurations
by 2 tube mock-ups and a 360° rotation of its actuator. This
experiment has resulted in a 0.8±0.5 mm error in forward motion
and a 1.3±0.7 mm error in backward motion.

C. Coefficient of Friction Estimation

Fig. 15(a) presents the comparison between the experimen-
tal and observed values for the distributed forces normal to a
phantom surface during the insertion experiments, as explained
in Section III-B3. The results show good agreement between the

Fig. 15. Insertion performance. (a) Manual insertion without safety feature.
(b) Manual insertion with activated safety and force feedback. (c) Automated
insertion without safety feature. (d) Automated insertion with activated safety
and force feedback.

observed values and the real results, with an average 0.10± 0.10
N error.

In our experiments, the frictional force tangent to the phantom
surface, i.e., along the z-axis, is directed toward the manipula-
tor’s straight incompressible backbone and hence unobservable
by the proposed method. In theory, this value can be estimated
based on the identified coefficient of friction as fσz

= μfσxy
. We

measured the coefficient of the friction between the manipulator
surface and the aortic tissue phantom to be 0.25 ± 0.05.

However, our results suggested that the manipulator’s sliding
motion against the tissue consists of stick and sleep instances due
to the irregularity of the robot and tissue surfaces. This results in
force values larger than the predictions based on the lateral forces
and the coefficient of friction. To overcome this, the robot should
be operated in a slightly bent configuration. Alternatively, such
axial forces in the robot’s straight configuration can be measured
directly by mounting a force sensor on the manipulator base.

D. Insertion Performance

Fig. 15 presents the comparison between the experimental and
observed values for the distributed forces normal to a phantom
surface during the different automated insertion experiments, as
explained in Section III-B4.

The results show good agreement between the observed val-
ues and the real results in all the cases, with an average 0.09
± 0.08 N error. However, in cases with activated safety force
feedback (i.e., b and d), the maximum real forces measured
on the tissues are relatively lower (0.65 w.r.t. 1.20 N). In this
experiment, we did not evaluate the positioning accuracy.

E. Visual Center Point Estimation

The navigator software was evaluated by a moving target
board at various distances. Circles with a 23 mm diameter and
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Fig. 16. Trajectory tracking performance for three shapes: a planar circle, a
curved square, and a planar square, based on closed-loop control frameworks.
The manipulator z-axis positive direction is downward.

TABLE II
ERROR ANALYSIS (IN MM AND %) FOR TRAJECTORY TRACKING BASED ON THE

PROPOSED OPEN-LOOP (OL) CONTROLLER WITH THE SYSTEM IM, THE

CLOSED-LOOP (CL) CONTROLLER WITH A PID TERM (SEE FIG. 15), AND THE

CL CONTROLLER WITH A LOAD (CL+L)

three points instead of commissures were printed on the target
board. The calculated circles had a 0.5 mm average distance
error between the centers and 22.6±0.2 mm in diameter. The
navigator was also examined in 36 points by moving the board
6 mm in both the X- and Y-directions. It resulted in an average
4.8±0.4% error. Also, this method resulted in a 2.3±0.2% error
while the board was moved in the z-direction.

F. Motion Tracking Performance

Fig. 16 and Table II present the closed-loop control per-
formance, as discussed in Section III-B6, for tracking three
trajectories: a planar circle, a curved square, and a planar square.
The controller’s trajectory tracking results were compared with
those of an open-loop controller based on the presented IM
framework. We observed a 54% decrease in the overall trajectory
tracking mean error across the three paths, which highlights the
need for a closed-loop control scheme.

G. Automated Positioning in the Workspace

The controller and navigator were evaluated in the manip-
ulator’s workspace through ten trails. The average distance
between the graphite point and the circles’ center was equal
to 2.6±0.8 mm and 1.7% of the robot length.

H. In Vitro Investigation

In simulator valve delivery experiments, the procedure took
about 14 min (on average) from valve cartridge preparation to
manipulator retraction (see Fig. 17).

Fig. 17. Sorin Perceval S delivery in the simulator following the minithoraco-
tomy approach. (a) and (b) Haptically controlled manipulator while approaching
the ascending aorta (Phase I). (c) Camera views and manual anatomical point
selection in the surgical navigator (Phase II). (d) Automatic centering of the
tip and the introducer translation to the aortic root (Phase III). (e) Introducer
retraction from the middle of the expanded valve, ready for the haptically
controlled withdrawal.

Table III presents the misalignment errors in all cases intro-
duced by the three factors described in the last paragraph of
Section III-B8.

V. DISCUSSION

The ValveTech robot was designed for Sorin Perceval di-
mensions in collaboration with two cardiac surgeons, and its
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TABLE III
VALVE RELEASE MISALIGNMENT RESULTS

functionality was positively validated by surgeons in a previous
work in a complete teleoperated framework [28].

The current version of the ValveTech robot underwent major
upgrades in its design to facilitate the cameras’ wire movements
due to bending. The joysticks were substituted with a haptic
interface to guide the manipulator bending more effectively
by adding a sense of touch to the system. The controller and
the surgical navigator were also linked to autonomously orient
the manipulator tip and perform the valve translation. This
autonomous control will help surgeons accurately position the
valve in a confined space, resulting in less release mismatches.

The system’s FM and IM were developed based on modified
CC assumptions and PVW, with the result of predicting the
manipulator tip in the presence of body, external, and tendon
frictional forces with low computational cost real-time control
performance. The model’s accuracy was comparable to that
of a more complex dynamic model based on a reduced-order
differential dynamics method using the TMTDyn package [38].
This is due to the noncollapsible and highly stiff nature of the
robot design. Thus, we employed a modified CC model because
of the theoretical simplicity, computational performance (2.1
and 3.5 times faster for FM and IM, respectively), and simple
formulation of the system IM for hybrid force/position control
and observation tasks. Furthermore, a detailed kinematic model
was presented to account for the effects of the internal introducer
mechanism during the tip-extending motion.

A PID error compensation term was utilized alongside the
developed IM model to form a closed-loop control framework
for positioning the manipulator based on the surgical navigation
data. The controller performance was showcased for tracking
trajectories with various planar and 3-D shapes, highlighting
the need for the closed-loop control architecture to achieve
the desired performance. The presented IM frameworks can be
utilized for hybrid force/shape control of the robot tip, as well
as safe insertion navigation of the robot regardless of the robot
base distance from the surgery site on the patient body.

A novel hybrid FSO algorithm was successfully implemented
by utilizing information about the tendon displacement and
tension values. The observer algorithm predicted the loads on
the manipulator tip with a 3.3% accuracy. This method offers
the advantage of estimating the system’s internal and external
frictional effects within a short response time, making it suitable
for a real-time system. Even though only the force observation
accuracy in the global frame z-axis direction was evaluated (see
Fig. 14), the same principle can be applied for forces in the x-
and y-axis directions.

The distributed force estimation technique successfully esti-
mated the forces between the manipulator body and the phantom
during insertion, with an average error of 0.09 N. Moreover,
by implementing the safety feature and haptic force feedback,
the damages due to insertion were reduced. However, the cases
involving automated insertion were similar to manual ones
because the phantom curvature was simple to navigate.

The surgical navigator showed very good performance in cal-
culating the landmark coordinates: The annulus center resulted
in an average error of 0.5 mm. However, the difficulties involved
in manually selecting the commissures in a real operation can
increase this error. In fact, the setup for measuring the accuracy
of the 3-D center features highly visible markers that uniquely
represent the commissures by color difference. In a real sur-
gical scenario, the anatomical landmarks are not significantly
different in color from the aortic walls, and only the surgeon’s
experience can ensure a reliable selection. Furthermore, the
experimental setup consists of a rigid plane, whereas the anatom-
ical commissures reside in a deformable plane, and the aorta
motion can contribute to inaccuracies in the estimations. All
these additional difficulties are taken into account in the tests for
performing artificial valve delivery within the silicon mock-up.

The introducer mechanism can successfully translate the
valve by the proposed model. The looseness in the coil attach-
ment and friction in the mechanism imposed different errors
in forward–backward motion. The introducer assumes the ma-
nipulator bending as an arc, which can be achieved from FK,
but sometimes in a surgical scenario, this assumption might
not be very accurate, leading to extra error. This error can
be compensated by utilizing even a simple PID controller to
match the valve and annulus with the help of surgical navigator
feedback.

The robotic system was validated in its workspace, incorporat-
ing IK and a navigator to touch a center point. The experiment re-
sulted in acceptable errors while all the systems were gathered in
a unified controller. The navigator was able to follow the selected
points while the target was repositioning slowly, as demonstrated
in the experiment. However, the introducer might mislead the
selected points during its motion, which need reselection by the
surgeon.

Furthermore, the effectiveness of the proposed robot was
experimentally confirmed. Positioning accuracy was examined
quantitatively in comparison with the ideal valve position. The
average distance between centroids was around 2±0.2 mm (first
column of Table III), which directly shows our introducer and
navigator performance. The average angle between two planes
was around 3.4±0.9° (second column of Table III), which can be
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correlated with the tip angle reaching the surgical site. Moreover,
the average rotational error in the aorta normal axis was around
9.8±2.2° (third column of Table III). These errors are mostly
related to our ability to precisely recognize the anatomical
commissure points from camera images.

The systems reported in the state of the art are not fully
characterized to reveal their delivery errors or their valida-
tion does not match the real soft aorta anatomy. The straight
pneumatic robot presented by Ming et al. showed a 1.14 ±
0.33 mm error in matching centroids based on MRI feedback in a
simple tube [16]. robotically-actuated delivery sheath (RADS),
presented by Vrooijink et al., showed a mean positioning error of
approximately 2 mm along the x- and y-axes based on ultrasound
tracking in a free water container [17].

VI. CONCLUSION

Robotic-assisted aortic valve replacement has been performed
rarely using the da Vinci system [10]. This surgery would be
more compatible with da Vinci if dedicated instrumentations
(e.g., for holding and releasing the valves) were proposed for the
system. Generally, task-specific robotic systems are more cost-
efficient and less dependent on learning curves in specialized
hospitals. Up to now, only one rigid robot has been designed
in previous studies to partially position the heart valve with the
help of MRI feedback [16].

In this study, the authors enhanced the ValveTech robot with
hybrid FSO, and image-based closed-loop control was intro-
duced to increase the valve positioning accuracy. Its suitability
in MIAVR has been proven [28], and new features have been
validated here separately in specific experiments. Also, this robot
has been validated in terms of positioning accuracy in an artificial
chest phantom. In comparison with previous evaluations [28],
the new controller resulted in more than a 47% decrease in the
average distance between centroids, a 61% decrease in the angle
between two planes, and a 39% decrease in rotational error.

The authors utilized surgical navigation based on embedded
vision on the tip of manipulator that—in comparison to other
visualization means, such as MRI or fluoroscopy—is safer and
less bulky. On the other hand, sophisticated flexible endoscopic
cameras and image processors might bring higher quality and
accuracy to the surgical navigator and valve positioning.

This field of surgery demands very precise alignment of the
heart valve with the aortic annulus, as the occurrence of patient
prosthesis mismatch results in early and long-term leakages [18].
In addition, a rotational mismatch between the prosthesis and
aortic root might result in the blockage of side coronary arteries
[39]. Possibly, other equipment or dedicated sensors could be
necessary for even more accurate positioning.

In future developments, the manipulator can be covered with
a force-sensitive sleeve to achieve more accurate shape obser-
vation accuracy and to provide richer haptic feedback. Further
validations will include autonomous landmark detection in the
surgical navigator, learning curves for valve delivery, and more
trials with anatomies closer to humans, such as human cadavers
or animals’ aortic root with adequate diameter (e.g., around
23 mm).

APPENDIX A
CC FORWARD AND INVERSE MECHANICS

A. FK Based on CC Assumptions

Assuming the bending axis is the y-axis in the bending plane,
the transformation for the manipulator tipTM fixed frame can be
found based on a series of four consecutive transformation for

1) a rotation of φ around the reference frame z-axis to align
the local frame y-axis with the bending axis, Tφ,

2) a translation from the bending plane origin to the manip-
ulator tip location, Tρ,

3) a rotation of θ = κlM around the bending axis (i.e., local
frame y-axis), Tθ,

4) a correction rotation around the local z-axis of−φ to align
the local frame with the manipulator tip material frame,
T−φ = TT

φ .
The introducer tip frame is derived by considering a transfor-

mation of lI along the manipulator tip local frame z-axis, TI .
The overall transformation to points on the robot manipulator
TM and introducer TT is derived based on the postmultiplication
rule as follows:

TM = Tφ · Tρ · Tθ · T−φ,

TT = Tφ · Tρ · TI · Tθ · T−φ, (25)

where

Tφ =

⎡
⎢⎢⎣
cos (φ) − sin (φ) 0 0
sin (φ) cos (φ) 0 0

0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ ,

Tρ =

⎡
⎢⎢⎣
1 0 0 (1− cos (θ)) /κ
0 1 0 0
0 0 1 sin (θ) /κ
0 0 0 1

⎤
⎥⎥⎦ ,

Tθ =

⎡
⎢⎢⎣

cos (θ) 0 sin (θ) 0
0 1 0 0

− sin (θ) 0 cos (θ) 0
0 0 0 1

⎤
⎥⎥⎦ ,

TI =

⎡
⎢⎢⎣
1 0 0 lI cos (π/2− θ)
0 1 0 0
0 0 1 lI sin (π/2− θ)
0 0 0 1

⎤
⎥⎥⎦ . (26)

APPENDIX B

The FM for shape observation and a hypothetical hybrid
shape control and force observer framework are discussed in
this Appendix.

A. Forward Mechanics for Shape Observation

In an FM framework, [κx, κy] are unknown in the w̄,κxy

relation. A numerical solution can be sought for the system states
given the tendon lengths lPi

[as in (12)] and based on the CC
IK solution [κxCC , κyCC ] as a close enough initial guess for faster
convergence of the numerical solver.
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B. Hybrid Shape Control and Force Observer

Similar to a hybrid FSO, we can formulate a hybrid shape
control and force observer to control the robot tip position while
estimating the external forces at the introducer or manipulator
tip. To this end, we used a combination of the relations for
wKP,q = wK,q

− wP,q
and w,q while considering [κx, κy] as

known variables [based on the desired robot curvature and
bending direction [κ∗, φ∗] or tip trajectory ρ∗T and the IK map in
(2) and (3)] and [κx0, κy0, lI ], as well as one of the following sets
[fFx

, fFy
, fFz

], [fσx
, fσy

, fσz
], or [pμx

, pμy
], as the unknowns.

The results for the different discussed mechanics maps are
presented in Section IV.
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