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NUFFT-Based Interpolation in
Backprojection Algorithms
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Abstract— We consider the interpolation problem associated
with the back-projection (BP), fast BP (FBP), and fast factorized
BP (FFBP) algorithms exploited in synthetic aperture radar
(SAR). The 2-D interpolation required by FBP and FFBP must be
properly performed to mitigate the effect of the truncation error
and to achieve accurate results, and can be effectively performed
by adopting 2-D nonuniform fast Fourier transform (NUFFT)
routines.

Index Terms— Synthetic aperture radar (SAR), computational
complexity, interpolation.

I. INTRODUCTION

THE back-projection (BP) algorithm is often used in
synthetic aperture radar (SAR) since it does not involve

approximations of the Green’s function and is not limited
to rectilinear trajectories [1]–[5]. However, BP is computa-
tionally demanding. Its burden is P(N) + O(N2 log N) for
an N × N image, where O(N2 log N) accounts for the fast
Fourier transform (FFT) step and P(N) is a polynomial term
associated with the interpolation between uniform and nonuni-
form grids [3]–[5]. Typical behaviors of P(N) are O(N4) or
O(N3) [6], [7].

Alternatives have been proposed to reduce its computational
burden by sacrificing image quality in favor of computa-
tional complexity. They are based on a partitioning [8] or
on a hierarchical partitioning of the aperture [9] according
to the divide et impera strategy. So, the fast BP (FBP) [8]
reduces the complexity of BP to O(N5/2), while the fast
factorized BP (FFBP) scheme [9] achieves an O(N2 log N)
complexity. However, domain decompositions or hierarchical
domain decompositions are unavoidably associated with losses
of accuracy due to the need of applying interpolations a larger
number of times than BP. Accordingly, interpolation errors can
cumulate, especially at the edges of the interpolation domains.
Nevertheless, the total number of operations decrease, so a
gain in computational complexity is achieved overall. The
tradeoff between computational complexity and image quality
has been faced by different authors, as, for example, Basu and
Bresler [10].

BP has been recently improved to reduce its complexity
while preserving accuracy [4], [5]. In fact, depending on the
interpolation scheme, P(N) or O(N2 log N) can be dominant
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Fig. 1. Considered SAR geometry.

and so the interpolator is crucial to favorably trading off
accuracy and processing speed. To be effective, an interpo-
lator should require information on the class of functions to
interpolate as in the case of bandwidth information [11], [12].
In [4] and [5], 1-D nonuniform FFTs (NUFFTs) achieves
a O(N2 log N) complexity and a very convenient tradeoff
between complexity and accuracy. Furthermore, in FBP and
FFBP, the aperture partitionings lead to the calculation of
partial images which can be performed as in the BP. Finally,
such partial images require 2-D interpolation stages [13] to
combine them into common computational grids. Accordingly,
effective interpolation is a fundamental step for either BP,
or FBP or even FFBP.

The aim of this letter is twofold: 1) underline that the
computation of the partial images in FBP and FFBP can be
performed using 1-D NUFFT routines as in BP [4], [5] and
2) show that the 2-D interpolations requested by FBP and
FFBP can be accurately and quickly (reduced computational
complexity) computed by 2-D NUFFTs. In other words,
we substitute all the interpolation steps required by FBP and
FFBP with NUFFT-based interpolations.

In Section II, we recall the 1-D NUFFT-based BP approach
already developed in [4] and [5] since it is the building block
for the computation of partial images in FBP and FFBP.

II. BP AND ITS NUFFT-BASED COMPUTATION

The geometry is illustrated in Fig. 1. Here, a rectilinear
flight trajectory is assumed for the sake of clarity, while,
in Section V, this hypothesis will be removed. We use the fol-
lowing symbols: t—slow time; τ—fast time; c—light speed;
ra(t) = (xa(t), ya(t), za(t))—flight trajectory; (x, y)—ground
coordinates.

BP consists of approximating the ground reflectivity γ (x, y)
by h(x, y) as [4], [5]

h(x, y) =
�

n

�
S(tn, f )e j2π f 2�R(x,y,tn )

c d f (1)
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where tn is the slow-time instant at which the nth pulse
illuminating the scene is sent, S(tn, f ) is the nth signal
after range compression of the raw data, f is the fre-
quency, Ra(tn) = ||ra(tn)||, R(x, y, tn) = ||r − ra(tn)||,
�R(x, y, tn) = R(x, y, tn) − Ra(tn), and r = (x, y, 0).
Equation (1) holds under the start-and-hop approximation and
when neglecting the antenna range-spreading loss is possible.
In addition, the phase in (1) has been referred to Ra(tn) to
ease the application of the NUFFT algorithm (see below).

On denoting by s(tn, τ ) the inverse Fourier transform of
S(tn, f ), then BP consists of computing (1) as

h(x, y) =
�

n

s

�
tn,

2�R(x, y, tn)

c

�
. (2)

Let us suppose the image grid to be the Cartesian grid
(xi , yk) = (i�x, k�y), �x and �y being the image sampling
steps. For each value of n, the quantity

s

�
tn,

2�R((xi , yk), tn)

c

�
(3)

is of interest. Assuming uniform sampling of s(tn, τ ) in τ
leading to s(tn, τp), where τp = p�τ , �τ = α/(2BW )
is the sampling step in time domain, BW is the bandwidth
of the illuminating pulse, and α ≤ 1 is an oversampling
factor, the term (3) can be computed by an Inverse Fast
Fourier Transform (IFFT) of S(tn, fq ) to obtain s(tn, τp) and a
1-D interpolation of s(tn, τp) from the uniform grid τp to the
nonuniform grid defined by 2�R((xi , yk), tn)/c. It is noted
that the above-mentioned sampling step �τ accounts for a
real-valued signal s, while twice the step would be needed
when using a complex representation and when exploiting
signal symmetries is possible.

In [4] and [5], it has been recognized that the integral in (1)
amounts at calculating the quantity s in (3) as�

q

S(tn, fq )e j2π fq
2�R((xi ,yk ),tn )

c � f. (4)

Expression (4) can be efficiently and effectively computed
by using a 1-D NUFFT of nonequispaced results (NER) type
[14]–[16], being the input sampling fq regular, but the output
sampling defined by 2�R((xi , yk), tn)/c irregular. Indeed,
a 1-D NER-NUFFT fastly computes the following NER-type
nonuniform discrete Fourier transform (NUDFT) relationship
between {zq}q=Q/2−1

q=−Q/2 and {ẑ p}P
p=1 [14]:

ẑ p =
Q/2−1�

q=−Q/2

zqe− j2π q
Q x p . (5)

In (5), the output sampling locations x p must belong to
[−P/2, P/2], so referencing the phase to Ra(tn) simplifies
meeting this condition. In the case when Q ∼ P ∼ Ns ,
1-D NUFFT scales as O(Ns log Ns ), so that it does not further
burden BP. The above approach overcomes the computational
burden of the exact inversion algorithm in [17]. A detailed
analysis on the advantages of using NUFFTs against other
schemes involving the use of FFTs + interpolation has been
presented in [5]. The optimized NUFFT in [16] is capable to
almost reach double precision accuracy with a computational
speed practically equal to that of a standard FFT.

Fig. 2. Relevant geometry for the FBP algorithm.

Fig. 3. FBP: Mapping between the image pixels and the generic PG.

III. FBP AND 2-D NUFFT-BASED INTERPOLATIONS

FBP [8] divides the aperture into smaller subapertures of
length l (Fig. 2), each associated with a partial image hm(x, y)
[8]. The final image is obtained as a coherent superposition
of the hm(x, y)’s and each hm(x, y) can be efficiently and
effectively computed according to the above BP scheme.

In FBP, the partial images can be computed in a fast
way with a controllable degree of approximation. Indeed, on
introducing a polar coordinate system (ρm(x, y), αm(x, y))
defined as in Fig. 2 [8] for the mth subaperture, the hm ’s
can be regarded as function of the polar coordinate systems,
that is hm = hm(ρm , αm). A uniform polar sampling grid
(ρmh , αmr ) = (h�ρm , r�αm) can be chosen with �ρm ≤
c/(2BW ) and �αm ≤ c/(2 fbl) [8], where fb is the maximum
frequency of the illuminating pulse. The angular resolution is
inversely proportional to the subaperture length which means
that keeping l small enables weakening the angular sampling
requirements.

FBP requires a 2-D polar-to-Cartesian (P2C) interpola-
tion from the uniform polar grid (PG) (h�ρm , r�αm) onto
the common Cartesian grid defined by the full aperture
(i�x, k�y) capable of avoiding the error accumulation [8].
The mapping between the generic PG and the final Cartesian
grid is illustrated in Fig. 3. It is noted that the uniform
Cartesian grid (i�x, k�y) appears as a nonuniform grid in
polar coordinates. Here, we exploit the a priori information
on the bandlimitedness of the relevant functions to calculate
and interpolate in one shot using a 2-D NER-NUFFT-based
algorithm. Exploiting bandlimitedness enables, indeed, effec-
tive interpolation schemes with a very convenient tradeoff
between accuracy and efficiency. The approach first transforms
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hm(ρm, αm) from the polar (ρm , αm) domain to the spectral
(kρm , kαm ) domain

Hm(kρm , kαm ) =
��

hm(ρm , αm)e− j (kρm ρm+kαm αm )dρmdαm

(6)

and then transforms back to the (x, y) domain

hm(ρm(x, y), αm(x, y))

= 1

4π2 ×
��

Hm(kρm , kαm )e j (kρm ρm (x,y)+kαm αm (x,y))

× dkρm dkαm . (7)

(See Fig. 4). The first step can be performed by standard
FFT after having discretized (6) as

Hm(p�kρm , q�kαm )

=
�
h,r

hmhr e− j ph�kρm �ρm e− j qr�kαm �αm �ρm�αm (8)

where the hmhr ’s are the samples of hm(ρm , αm)

�kρm �ρm = 2π

Nρm

�kαm �αm = 2π

Nθm

(9)

and Nρm and Nαm are the number of samples of the hmhr ’s in
the variables ρm and αm , respectively.

After having discretized (7) as

hm(ρm(x j , y j ), αm(x j , y j ))

= 1

4π2 �kρm �kαm

�
p,q

Hm(p�kρ, q�kα)e j p�kρm ρm(x j ,y j )

× e jq�kαm α(x j ,y j ) (10)

the second step can be implemented by a 2-D NER-NUFFT.
It is noted that, in (10), the Cartesian sampling points have
been reorganized with a unique index j . It is also noted that,
depending on the particular implementation, different kinds of
spectral filtering (e.g., ramp filtering [9], [17]) can be needed.

IV. FFBP AND 2-D NUFFT-BASED INTERPOLATIONS

FFBP [9] reduces the complexity over FBP trading off
the complexity with accuracy. It recursively subdivides the
subapertures into sub-subapertures through the organization of
the subapertures in a tree-like structure. Subapertures of level
b − 1 are subdivided into sub-subapertures of level b. The
hierarchical aperture partitioning terminates when a certain
minimum aperture size is reached.

At first, FFBP requires the calculation of partial images
associated with the lowest-level (smallest) subapertures which
can be obtained by a BP scheme on a PG.

Afterward, climbing up the tree from level b to level
b − 1 requires a 2-D polar-to-polar (P2P) interpolation on
grids that become closer and closer to the final polar one
[9]. The mapping between the generic PG associated with
subapertures of level b to the corresponding PG associated
with subapertures of level b − 1 is illustrated in Fig. 5. Notice
that, since the origin of the involved PGs change, a uniform
PG of level b appears to be nonuniform with respect to a
uniform PG of level b − 1 and vice versa.

Fig. 4. FBP and FFBP: P2C interpolation.

Fig. 5. FFBP: Mapping between the PGs associated with subapertures of
level q and PGs associated with subapertures of level q − 1.

At the last stage of the tree climbing, FFBP requires,
just as FBP, 2-D P2C interpolation when resampling the
partial images calculated in the uniform local polar coordinates
associated with the subapertures of level 1 into the uniform
Cartesian grid associated with the final image.

The P2P interpolation can be performed by a 2-D
NUFFT-based two-step procedure which is again capable to
avoid error accumulation. Let us denote by (ρ

(b−1)
m , α

(b−1)
m )

the polar coordinates of the mth subaperture of level b − 1
and by (ρ

(b)
j , α

(b)
j ) the j th subaperture of level b contributing

to the mth subaperture of level b − 1. The problem at hand
is interpolating the partial image h(b)

j from the uniform PG

(h��ρ
(b)
j , r ��α

(b)
j ) to the uniform PG (h�ρ

(b−1)
m , r�α

(b−1)
m )

to obtain h(b−1)
m . Therefore, h(b)

j (h��ρ
(b)
j , r ��α

(b)
j ) is first

transformed into the (kρ j , kα j ) domain by a standard FFT and
then transformed back to the (ρm , αm) domain by a 2-D NER
NUFFT as

h(b−1)
mj

�
ρ j

�
ρ(b)

m , α(b)
m

�
, α j

�
ρ(b)

m , α(b)
m

���
= 1

4π2

�kρ j �kα j

Nρ j Nα j

�
pq

Hm(kρ j p , kα j q)e
j p�kρ j ρ j

�
ρ

(b)
m ,α

(b)
m

�

× e jq�kα j α j

�
ρ

(b)
m ,α

(b)
m

�
(11)

where hmj is the contribution of the j th subaperture of level b
to the mth subaperture of level b−1 and ρ j (ρ

(b)
m , α

(b)
m ) are the

polar coordinates of the lower level as seen from the higher
level.

Finally, the P2C interpolation can be performed as for FBP.

A. Spectral Windowing to Improve Accuracy

For the above 2-D NUFFT-based interpolations, the error
arising from the truncation due to the finiteness of the 2-D
spectral grid can be relevant. Accordingly, such interpolations
must be properly improved by the use of a window function
to control the truncation error and achieve accurate results.
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Indeed, focusing the attention on the P2C interpolation,
the result of the 2-D NUFFT-based scheme can be written
as

hm(ρm(x j , y j ), αm (x j , y j ))

� �ρm�αm
Kρmmax

Kαmmax

π2

×
�
h,r

hmhr sinc(π Kρmmax
(ρm(x j , y j ) − h�ρm))

× sinc(π Kαmmax
(αm(x j , y j ) − r�αm)) (12)

where Kρmmax
and Kαmmax

provide the extent of the spectral
region as defined by the FFT. Such series shows slow conver-
gence related to the slow decrease of the sinc tails [18], [19].
A simple way to improve convergence is using appropriate
windowing [18]–[20]. To illustrate this in a simple 1-D abstract
case, consider a signal a(t) bandlimited to B . The accelerated
sampling series can be written as follows:

a(t) =
N−1�
p=0

a(pT )g(t − pT )sinc

�
t − pT

T

�
(13)

where N is the number of samples of a, BT < 1, and g(t)
is a window introduced to mitigate the truncation problem
[18]–[20]. It can be shown [20] that (13) can be calculated as

a(t) � 1

N

kg�
k=−kg

A

�
k

NT

�
Gw

�
k

NT

�
e j2π kt

NT (14)

where A is the Fourier transform of a, kg = Int(N Bg T/2),
Int(x) is the closest integer to x , Bg ≤ 2/T − B , and Gw( f )
is the spectrum of g(t)sinc(t/T ). According to (10), (11),
and (14), to reduce the truncation error, a window should
be applied to the signal spectral samples before performing
the 2-D NUFFT. In this letter, the approximate prolate (AP)
spheroidal wave function is chosen [18]–[20] as window g(t).

V. NUMERICAL RESULTS

We assess the performance of our interpolation approach
against other interpolators typically employed in this frame-
work, namely, nearest-neighbor, linear, cubic, and spline.

We have considered a 10.24 m × 10.24 m scene with
5 point scatterers located at (0, 0), (3, 0) m, (−3, 0) m,
(0, 3) m, and (0,−3) m. The range distance at the scene
center is R0 = 10 km, the depression angle is θd = π/4,
and the number of pulses [azimuth bins, or the number of
n-samples in (4)] is 1024 for an overall integration angle
of 2.9◦. Center frequency and bandwidth are 9.6 GHz and
800 MHz, respectively, for an overall number of 256 frequency
points (the number of q-samples in (4), that is the number
of range bins of the original raw data). When computing
the IFFT of S(tn, fq ), a zero padding of 8 is applied to
improve the performance of the compared interpolators only
and 2048 samples are used. The scene has been discretized into
77 × 64 pixels. A nonrectilinear flight trajectory has been
accounted for with⎧⎪⎨

⎪⎩
x(σ ) = R0 cos(θd)(1 + 0.001 ∗ cos(2πσ/L))

y(σ ) = σ

z(σ ) = R0 sin(θd)(1 + 0.002 ∗ cos(2πσ/L))

(15)

where σ is the representation parameter and L = 360 m is
the length of the synthetic aperture. The trajectory in (15)
enables 10 m of deviation from a straight trajectory along
the x-axis and 20 m along the z-axis. These deviations are
assumed typical in airborne systems [21].

The reference image to compare with has been obtained
by the BP approach when the 1-D NUDFT is computed by
a ‘brute-force’ approach [5]. For the FBP case, the data have
been partitioned into 32 subapertures. In the FFBP case, a 5
level hierarchy has been dealt with. The minimum subaperture
size, namely, that referring to the deepest level 5 has been
again 32. In both FBP and FFBP, a 2kg + 1 = 29 samples
Knab window has been considered.

A notice is now in order concerning the number of oper-
ations involved in BP, FBP, and FFBP, and the number of
approximations involved in the whole interpolation process.
To this end, floating point operations are considered numeri-
cally exact so that the approximations in BP, FBP, and FFBP
are due to the interpolations only.

Concerning the operations count, when passing from BP to
FBP and finally to FFBP, the number of operations decreases.
This has been already pointed out in [8] and [9].

Opposite to that, the number of approximations due to
interpolation needed for the computations at (x, y) increases
from BP to FBP and to FFBP and so interpolation errors
can cumulate. To point this out, consider the case of Npulse
azimuth bins. In BP, we need Npulse 1-D NUFFTs to form
the image at (x, y): the number of interpolation approxima-
tions is thus Npulse. In FBP, assume that the subapertures
comprise Npulsesub pulses, so that the number of subapertures
is Npulse/Npulsesub. To form the image at (x, y), for each
subaperture, we need Npulsesub 1-D NUFFTs (in one shot,
transform + interpolation) to compute the partial image in
the PG. Furthermore, we need one 2-D NUFFT (interpolation
only) to interpolate from the PG to the final Cartesian grid.
For each subaperture, the number of interpolations is thus
Npulsesub + 1. Considering all the subapertures, the number
of requested interpolations is Npulse/Npulsesub(Npulsesub +1) >
Npulse. Trivially, the number of approximations increases from
FBP to FFBP.

In Fig. 6, the cut along the x-axis of the normalized
differences between the reconstructions achieved by the con-
sidered interpolators and the reference image are depicted.
Furthermore, in Table I, the percentage root mean square (rms)
error between the reconstructions h(x j , y j ) and the reference
image hREF(x j , y j ) are reported, namely

pRMS = 100 ∗
�


j |h(x j , y j ) − hREF(x j , y j )|2

j |hREF(x j , y j )|2 . (16)

The dramatic improvement of the considered interpolation
scheme can be appreciated. Preserving the accuracy becomes
more and more relevant when passing from BP, through FBP to
FFBP since the number of requested interpolations increases.
From Table I, the accuracy of FFBP using the proposed,
NUFFT-based interpolation is comparable to that achieved by
splines for the BP scheme.
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Fig. 6. Error with the reference image. (a) BP. (b) FBP. (c) FFBP.

TABLE I

RMS VALUES FOR THE DIFFERENT INTERPOLATION ALGORITHMS

VI. CONCLUSIONS AND FUTURE DEVELOPMENTS

We have shown how proper 2-D interpolations in FBP and
FFBP can be effectively performed by adopting 2-D NUFFT
routines, mitigating also the effect of the truncation error.

Notice that standard FFT is numerically exact, namely,
exact within the limitations of floating point arithmetics. This
notwithstanding, FFT is routinely employed in practical SAR
applications. All the arising inaccuracies can be then ascribed
to error sources different from FFT. The results show that
with NUFFT things are similar. First, NUFFT is essentially
numerically exact. Second, it has the same computational
complexity of FFT. Furthermore, FFBP is not intrinsically poor
in accuracy. Finally, the inaccuracies arising in practical appli-
cations are due to error sources different from interpolation.
There is thus no point into skipping NUFFT.

An optimized NUFFT approach has been recently pre-
sented in [16], outperforming [14]. We now plan to extend
the approach to parallel processing on graphics processing
units [22].
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