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Abstract—Improving adverse drug event (ADE) prediction is highly critical in pharmacovigilance research. We propose a novel

information component guided pharmacological network model (IC-PNM) to predict drug-ADE signals. This new method combines

the pharmacological network model and information component, a Bayes statistics method. We use 33,947 drug-ADE pairs from the

FDA Adverse Event Reporting System (FAERS) 2010 data as the training data, and the new 21,065 drug-ADE pairs from FAERS

2011-2015 as the validations samples. The IC-PNM data analysis suggests that both large and small sample size drug-ADE pairs are

needed in training the predictive model for its prediction performance to reach an area under the receiver operating characteristic curve

ðAUROCÞ ¼ 0:82. On the other hand, the IC-PNM prediction performance improved to AUROC ¼ 0:91 if we removed the small sample

size drug-ADE pairs from the prediction model during validation.

Index Terms—Adverse drug event, information component, pharmacological network model, pharmacovigilance

Ç

1 INTRODUCTION

IMPROVING adverse drug event (ADE) prediction has always
been a primary focus of pharmacovigilance research. In the

US ADE’s account for about 3.5 million outpatient visits per
year, with a third of these resulting in hospitalizations [1].
However, many ADEs cannot be detected during the pre-
approval stages of a clinical trial. Clinical trials are also expen-
sive and time consuming. Therefore, spontaneous reporting
systems (SRS) are highly efficient approaches for collecting
ADE cases during post-approval surveillance. The U.S Food
and Drug Administration’s (FDA) Adverse Event Reporting
System (FAERS) [2] is one of the prominent SRS databases,
which contains information on adverse drug events. This
database was designed to support FDA’s posting-marketing
safety surveillance program for drug and biologic products.
Drug-ADE signals can nowbe detected using the FAERSdata-
base by employing computational methods. However, not all
drug-ADE signals detected through these methods are true

positives. Some of theADEsmay be accidental or due to drugs
other than those in the drug-ADE pairs. Therefore, it is critical
to differentiate the true positive signals from the false positive
ones [3].

Several computational approaches have been devel-
oped so far to detect drug-ADE signals from FAERS or
similar SRS databases [4], [5], [6], [7], [8], [9], [10], [11],
[12], [13]. Disproportionality analysis (DPA) is one of the
notable computational methods, which compares the
reported frequency to the baseline frequency under
the assumption of no statistical association between a drug
and an ADE, and is further designed to estimate the mea-
sure of drug-ADE association in the SRS. Proportional
reporting ratio (PRR) [4], reporting odds ratio (ROR) [5]
are frequentist DPA methods whereas Information compo-
nent (IC) [6] and Empirical Bayesian Geometric Mean
(EBGM) [7] belong to Bayesian DPA methods. Harpaz et al
presented the performance of DPA, where PRR, ROR, and
EBGM have similar performances, the AUROC being 0.71,
0.72, and 0.75, respectively [9]. In addition to ranking the
drug-ADE signals, the DPA approach can also identify the
true positive signals from the database based on the
strength of their association. However, each DPA method
is unique in ranking the drug-ADE associations, and the
differences between them in ranking signals are well stud-
ied [10]. IC was proposed by Bate et al., and is also known
as the Bayesian Confidence Propagation Neural Network
(BCPNN) method. It measures the disproportional drug-
ADE signals using a two-by-two table. Details of IC are
further reviewed in section 2 below. The advantage of the
IC approach is that it penalizes the drug-ADE signals
when their sample sizes are small, because these small
sample drug-ADE signals are prone to accidental findings.
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Currently, systems pharmacology-based methods are
being developed to predict drug-related adverse events, to
identify ADEs early on and reduce the drug-related morbid-
ity and mortality [14]. Many systems pharmacology models
have been proposed in predicting unknown ADEs [15], [16],
[17], [18], [19], [20]. These systems pharmacology approaches
use drug pharmacology features derived from chemical biol-
ogy, biochemistry and structural biology data, obtained
from various databases, and construct drug response predic-
tive models using the network pharmacology framework
[21], [22], [23]. Cheng et al developed a phenotypic network
inference model for the prediction of ADEs using a database
named MetaADEDB which includes 1,330 drugs, 13,200
ADEs, and more than 520,000 drug-ADE associations [24],
and also developed a drug side effect similarity inference
method (DSESI) for prediction of drug-target interaction
using the same database [25]. These models were trained
over known drug-ADE associations. For example, a pharma-
cological network model (PNM) integrated the network
structure using three types of data, including safety data, tax-
onomic data and biological data, to predict the unknown
ADEs using the Lexicomp database [23]. Details of PNMwill
also be reviewed in Section 2. However, all the existing sys-
tems pharmacology models treat the observed drug-ADE
pairs as true signals and do not consider the frequency
information reported in the current dataset. Moreover,
none of these systems pharmacology models have investi-
gated whether the sample size of the drug-ADE associations
plays an important role in predicting true drug-ADEs
associations.

In this paper, we propose a new approach, an informa-
tion component guided pharmacology network model (IC-
PNM) to determine drug-ADE associations. Our model is
different from some of the previous one in that 1) it consid-
ers the frequency information between the drug and ADE
from the FAERS data based on the PNM, 2) it combines the

strengths of both the IC and PNM methods to optimize the
drug-ADE prediction.

2 METHODS

2.1 FAERS Data Processing

The FAERS database contains ADE reports submitted by
either physicians, patients, or pharmaceutical companies to
FDA. FAERS is updated quarterly. ADEs in FAERS are anno-
tated using the Medical Dictionary for Regulatory Activities
(MedDRA) [26]. In this paper, we investigated 238 cancer
drugs. After integrating their Anatomical Therapeutic Chemi-
cal Classification System (ATC) codes and biochemical and
biophysical drug properties from PubChem [27], 152 drugs
had the full information, and were further investigated. On
the other hand, 633 high level terms (HLTs) inMedDRAwere
chosen as ADEs. The FAERS data from 2010 to 2015 was used
for data analysis. If the reports shared the same case identi-
fiers (isr and primaryid), the latest reports were included in
our dataset. The drug names were normalized using their
Drug Bank IDs [28], and the preferred ADE terms (PTs) were
mapped to their high-level terms (HLTs). FAERS 2010 data
was selected as the training set, and had 33,947 distinctive
drug-ADE combinations among 152 drugs and 633 ADEs.
The validation set, i.e., FAERS data from 2011 to 2015, had
21,065 new drug-ADE combinations that were not part of the
training set. In total, 55,012 drug-ADE combinations were
used in building the predictive model. The ATC codes of 152
drugs from DrugBank, and 633 ADE terms from MedDRA
are listed in Supplementary Table S1 and Table S2, respec-
tively. The 17 biochemical features include molecular weight,
XLogP3, hydrogen bond donor count, hydrogen bond accep-
tor count, rotatable bond count, exact mass, monoisotopic
mass, topological polar surface area, heavy atom count, for-
mal charge, complexity, isotope atom count, defined atom
stereocenter count, undefined atom stereocenter count,

Fig. 1. Drug-ADE network produced with the software package Cytoscape (http://www.cytoscape.org). The nodes of drugs are on the left in yellow,
and ADEs on the right in blue. The size of each node is proportional to its degree in the 2010 network. The edges of the 2010 network are shown in
gray. The edges generated between 2011 and 2015 are shown in purple. Some drugs and ADEs have been labeled for illustration.

1114 IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, VOL. 18, NO. 3, MAY/JUNE 2021

http://www.cytoscape.org


defined bond stereocenter count, undefined bond stereocen-
ter count, and covalently-bonded unit count.

2.2 Model Speculation

2.2.1 Pharmacological Network Model (PNM)

A pharmacological network model (PNM) [23] is designed
to predict new and unknown ADEs based on known drug-
ADE signals. Using the training data, the network is con-
structed as follows: the nodes are drugs or ADEs, and edges
are the known drug-ADE associations. The drug-ADE

associations network is shown in Fig. 1. Using this network,
eight network features are generated: degree-prod, degree-
sum, degree-ratio, degree-absdiff, jaccard-ADE-max, jaccard-
ADE-Kullback-Leiber(KL), jaccard-drug-max, and jaccard-
drug-KL. In addition, there are four taxonomic features: atc-
min, atc-KL, meddra-min, and meddra-KL; and two intrinsic
features: Euclid-min and Euclid-KL. The definition of these
three types of features are described in Tables 1a, 1b, and 1c
respectively. Index i denotes the drug, and j denotes the
ADE. NðiÞ denotes the set of neighbors of node i, and NðjÞ

TABLE 1a
Definition of the Network Features

TABLE 1b
Definition of the Taxonomic Features

TABLE 1c
Definition of the Intrinsic Features
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denotes the set of neighbors of node j. dATC denotes the length
of the shortest path between two drugs in the ATC taxonomy;
dMedDRA denotes the length of the shortest path between two
ADEs in the MedDRA taxonomy, and dBIC denotes the
Euclidean distance between two drugs in the 17-dimensional
biochemical feature space, subscript BIC is an abbreviation
for the biochemical features.

Using these 14 network features, drug-ADE pairs are
predicted using logistic regression. Denote Y as the outcome
variable. In the training data, if a drug-ADE pair exist, then
Y ¼ 1, otherwise Y ¼ 0. Let Yij be the outcome of drug i and
ADE j, where i ¼ 1; . . . number of drugs, and j ¼ 1; . . . num-
ber of ADEs. In a logistic regression model, the probability
of a drug-ADE pair being true is defined as in (1)

E Yij

� � ¼ pij ¼

exp
X
s

qsxs i; jð Þ
 !,

1þ exp
X
S

qsxs i; jð Þ
 !" #

:
(1)

Here, qsqS denotes the regression parameter and xsXS

denotes the features. The model fit for the training data set
is determined using the Akaike information criterion (AIC),
where the optimal model has the lowest AIC.

Once we have the fully trained model, the probability of
each drug-ADEpair in the validation set is predicted as in (2):

predictij ¼ 1

,
1þ exp �

X
s

qsxs i; jð Þ
 !" #

(2)

When predictij is greater than a specified threshold, the
drug-ADE pair is predicted to be positive, otherwise, it is
predicted to be negative. The prediction performance is
evaluated using the new drug-ADE pairs reported in the
validation data set. Using different prediction thresholds,
an area under the receiver operating characteristic curve
(AUROC) is calculated to evaluate the prediction perfor-
mance. An overview of the PNM is illustrated in Fig. 2.

2.2.2 Information Component (IC)

Information component was proposed by Bate et al. [6],
which measures the strength of association between a drug
i and an ADE j. Let us define Cij as the number of reports
that contain a drug-ADE pair; let Ciþ and Cþj be the number
of reports containing drug i and ADE j respectively; and
Cþþ be the total number of reports. IC is a Bayesian
approach that assumes that Cij, Ciþ and Cþj follow binomial
distributions [12], with the prior distributions of the param-
eters chosen to be beta and uniform distributions:

Cij � BinðCþþ; pijÞ and pij � Beta½1; ðpiþ � pþjÞ�1�
Ciþ � BinðCþþ; piþÞ and piþ � Uniformð0; 1Þ
Cþj � BinðCþþ; pþjÞ and pþj � Uniformð0; 1Þ:

Fig. 2. Overview of the pharmacological network model (PNM). First, three types of data were integrated, including FAERS data, taxonomic data
(ATC code and MedDRA code), and intrinsic data (biochemical features of the drugs). Second, the drug-ADE network was constructed based on the
drug-ADE combinations from the 2010 data. Third, the network features, taxonomic features, and intrinsic features were generated based on the
drug-ADE network built upon the training data. Next, a logistic regression (LR) model was trained using the training set (FAERS 2010 data). Finally,
its prediction performance was evaluated using the new drug-ADEs reported in the validation data set, using 2011-2015 FAERS data.

Fig. 3. Overview of an information component guided pharmacology network model (IC-PNM) during validation. The work flows can be referred to in
the algorithm flow chart ii.
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The IC of drug i and ADE j is defined as IC � log2
pij

piþ�pþj
.

Its posterior expectation [8] is:

E ICij

� � ¼ log 2

cij þ 1
� �

cþþ þ 2ð Þ2
cþþ þ 2ð Þ2 þ cþþ ciþ þ 1ð Þ cþj þ 1

� �
" #

: (3)

The variance of EðICijÞ is obtained via the delta method:

V ICij

� � ¼
cþþ�cijþg�1

cijþ1ð Þ 1þcþþþgð Þ þ
cþþ�ciþþ1

ciþþ1ð Þ 3þcþþð Þ þ
cþþ�cþjþ1

cþjþ1ð Þ 3þcþþð Þ

log 2ð Þ2

g ¼ Cþþ þ 2ð Þ2
Ciþ þ 1ð Þ Cþj þ 1

� � ;
(4)

Finally, we use the approximated lower bound of IC’s
95 percent confidence interval (5), denoted as ICLij, to rank
drug-ADE combinations.

ICLij ¼ E ICij

� �� 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V ICij

� �q
(5)

2.2.3 Information Component Guided Pharmacological

Network Model (IC-PNM) for Drug-ADE

Prediction Using the FAERS Data

PNMand IC are two strikingly different approaches in detect-
ing drug-ADE associations. PNM utilize the existing drug-
ADE association data to predict the future drug-ADE associa-
tions. PNMdoes not consider how frequently drug-ADEpairs
are reported in the current data set, nor the effect size of the
drug-ADE associations. On the other hand, the IC approach is
designed to identify highly significant drug-ADE pairs. IC
itself estimates the effect size of a drug-ADE association, and
the standard deviation in the ICL is driven by the frequency
of a drug-ADE association. Therefore, in the IC statistics, both
the frequency and effect size of a drug-ADE associationmakes
an enormous impact in determining the statistical significance
of the drug-ADE associations. In this paper,wewill determine
whether using the IC and PNM together optimizes the predic-
tive performance of the model. We have two situations in
which the ICmay improve the PNMprediction performance.

i. In the training dataset where, if we remove the low
frequency or non-significant drug-ADE pairs deter-
mined by the IC, will IC-PNM has improved predic-
tion performance?

ii. In the validation dataset where, if we remove the low
frequency or non-significant drug-ADE pairs deter-
mined by the IC, will IC-PNM has improved predic-
tion performance?

In order to answer these two different questions, two
new IC-PNM algorithms are presented in the following
flow charts i and ii. Moreover, the overview of IC-PNM is
presented in Fig. 3 simultaneously, the descriptions of
which are refered to in the algorithm flow chart ii.

3 RESULTS

3.1 Training Data and Validation Data

A total of 152 drugs and 633ADEswere used to determine the
drug-ADE combinations in the training and validation data-
sets. The FAERS 2010 data was used as the training set and

included 33,947 drug-ADE combinations. The frequency of
drug-ADE combinations that were reported one, two, and
three times was 5780, 3723, and 2608, respectively. These low
frequencydrug-ADE combinations accounted for 35.6 percent
of all the combinations. The FAERS 2011-2015 data was used
as the validation set and included a total of 21,065 new drug-
ADE combinations, which were not part of the 2010 FAERS
data. Among these 21,065 new drug-ADE combinations, the
frequency of drug-ADE combinations reported one, two, and
three times was 6547, 3430, and 2200, respectively. These low-
frequencydrug-ADE combinations accounted for 57.8 percent
of all combinations in the validation data set.

Algorithm flow chart i. IC-PNM in training data

Input: a bipartite network G, nodes denote drugs or ADEs,
edges denote known drug-ADE signals
Output: AUROC
Parameters: AIC, ICLij, threshold T, the number of cycles n
1 Construct a bipartite network G based on the known drug-

ADE pairs which constitute the training set;
2 Calculate the covariates of each drug-ADE pair according

to the definitions in the training data;
3 Calculate the ICLij of each drug-ADEpair in the training set;
4 Construct the validation set from the database, and calcu-

late the ICLij of each drug-ADE pair in the validation set;
5 The logistic regression models of all possible combinations

of covariates are fitted based on the training data;
6 Calculate the Akaike Information Criterion (AIC) for all pos-

sible models, select the model with the minimumAIC as the
optimalmodel, heremodel parameters are obtained;

7 Calculate the AUROC of the validation set (AUROC of
PNM) using the optimal model selected in the sixth step;

8 The drug-ADE pairs in the training set are ranked by the
ICLij; using a threshold T, some drug-ADE pairs are
removed from the training set, and a new training set is
formed, sample size of which is smaller than before;

9 Construct a new bipartite network based on the new train-
ing data;

10 Repeat steps from 2 to 6, calculate the AUROC of the vali-
dation set (AUROC of IC-PNM) based on the new bipar-
tite network Gi;

11 IF AUROC of IC-PNM > AUROC of PNM:
12 AUROC ¼ AUROC of IC-PNM;
13 End;
14 IF AUROC of IC-PNM <¼ AUROC of PNM:
15 WHILE AUROC of IC-PNM <1:
16 i ¼ 1;
17 Re-select the threshold T, repeat steps 9 and 10, and

re-calculate the AUROC of IC-PNM;
18 IF AUROC of IC-PNM > AUROC of PNM:
19 AUROC ¼ AUROC of IC-PNM;
20 BREAK;
21 End;
22 IF i ¼ n && AUROC of IC-PNM <¼ AUROC of PNM:
23 AUROC ¼ AUROC of PNM;
24 BREAK;
25 End;
26 IF AUROC of IC-PNM <¼ AUROC of PNM:
27 i ¼ iþ 1;
28 End;
29 End;
30 RETURN AUROC;

JI ET AL.: IMPROVED ADVERSE DRUG EVENT PREDICTION THROUGH INFORMATION COMPONENT GUIDED PHARMACOLOGICAL... 1117



Function AICðk; LÞ
Input: the number of estimated parameters k, the likelihood of
the LG model L̂
Output: AIC score
1 AICscore ¼ 2k� 2 ln L̂;
2 RETURN AIC score;
Where:
k is the number of estimated parameters;
L is the likelihood of LG model;
L̂ ¼ log ðQn

i¼1 huðxÞyðiÞÞ ð1� huðxÞ1�yðiÞÞ
L̂ ¼ log ðQn

i ¼ 1 huðxÞyðiÞð1� huðxÞÞ1�yðiÞÞ;; yðiÞ is the outcome var-

iable of the LG model; hu ðxÞ ¼ 1
1þe�uTx , u ; u is the estimated

parameters;

Algorithm flow chart ii. IC-PNM in validation data

Input: a bipartite network G, nodes denote drugs or ADEs,
edges denote known drug-ADE signals
Output: AUROC
Parameters: AIC, ICLij, threshold T, the number of cycles n
1 Construct a bipartite network G based on the known drug-

ADE pairs which constitute the training set;
2 Calculate the covariates of each drug-ADE pair according

to the definitions;
3 Calculate the ICLij of each drug-ADEpair in the training set;
4 Construct the validation set from the database, and calcu-

late the ICLij of drug-ADE pair in the validation set;
5 The logistic regression models of all possible combinations

of covariates are fitted based on the training data;
6 Calculate the Akaike Information Criterion (AIC) for all

possible models, select the model with the minimum AIC
as the optimal model, here parameters of the model qs are
obtained;

7 Calculate the AUROC of the validation set (AUROC of
PNM) using the optimal model selected in the sixth step;

8 The drug-ADE pairs in the validation set are ranked by the
ICLij; using a threshold T, some drug-ADE pairs are
removed from the validation set, and then a new validation
set is formed, sample size of which is small than before;

9 Calculate the AUROC of the new validation set (AUROC of
IC-PNM) using the optimal model;

10 IF AUROC of IC-PNM > AUROC of PNM:
11 AUROC ¼ AUROC of IC-PNM;
12 End
13 IF AUROC of IC-PNM <¼ AUROC of PNM:
14 WHILE AUROC of IC-PNM <1:
15 i ¼ 1;
16 Re-select the threshold T, re-calculate the AUROC of

IC-PNM;
17 IF AUROC of IC-PNM > AUROC of PNM:
18 AUROC ¼ AUROC of IC-PNM;
19 BREAK;
20 End;
21 IF i ¼ n && AUROC of IC-PNM <¼ AUROC of PNM:
22 AUROC ¼ AUROC of PNM;
23 BREAK;
24 End;
25 IF AUROC of IC-PNM <¼ AUROC of PNM:
26 i ¼ iþ 1;
27 End;
28 End;
29 RETURN AUROC;

3.2 The Statistical Significance of Pharmacology
Features in the PNM Training Model

Fourteen pharmacology and topological drug features were
fitted into the multivariate logistic regression model. Their
statistics are shown in Table 2. All but three features (i.e.,
degree-sum, meddra-min and euclid-min) were significant in
predicting drug-ADE associations. In particular, features
such as degree-prod, degree ratio, degree-absdiff, jaccard-
ADE-max, and jaccard-drug-max, showed positive correla-
tions. The other features, such as jaccard-ADE-KL, jaccard-
drug-KL, atc-min, atc-KL,meddra-KL, and euclid-KL showed
negative correlations.

3.3 IC-PNM Does Not Improve the Drug-ADE
Prediction after Removing Non-Significant
Drug-ADE Combinations in the Training Data

After applying IC to the training data, the 33,947 drug-ADE
combinations were ranked using ICLij. We then investi-
gated whether filtering out non-significant drug-ADE com-
binations through thresholding ICLij can improve PNM’s
prediction performance.

Table 3 shows the prediction performance of our model
under various conditions. If we include all the training data,
i.e., no ICL filtering, in building up the PNM, its prediction
performance for the drug-ADE combinations is AUROC ¼
0:82, which is the performance of the existing PNM. If we set
the ICL threshold at 0, 25,139 non-significant drug-ADE com-
binations are removed, and 8,808 drug-ADE combinations
are left in the training data, the detailed description of which
can be found in supplementary table S3. Using this reduced
training data to build up the PNM, its prediction performance
decreases to 0.64. Table 3 clearly illustrates that when ICL
threshold increases, the more non-significant drug-ADE com-
binations are filtered out, and the less accurate the prediction
performance of PNMmodel becomes.

3.4 IC-PNM Shows Higher Prediction Performance
for Drug-ADE Combinations that Have Higher
Statistical Significance Ranked by ICL

There were 21,065 new drug-ADE combinations in the vali-
dation set using the FAERS 2011-2015 data. IC was applied
to the validation data, and 21,065 drug-ADE combinations
were ranked based on their ICLs. Then we investigated

TABLE 2
Results of Features of the Multi-Variates Model

Feature Name Regression Coefficients Standard Bror P-value

degree-prod 8.903e-05 6.850e-06 < 2e-16
degree-sum �1.280e-03 1.032e-03 0.21513
degree-ratio 2.581 e-03 1.013e-03 0.01083
degree- absdiff 1.942e-03 6.382e-04 0.00234
jaccard-ADE-max 1.048eþ01 2.094e-01 < 2e-16
jaccard-ADE-KL �1.984e-01 1.615e-02 < 2e-16
jaccard-drug-max 8.073eþ00 3.466e-01 < 2e-16
jaccard-drug-KL �3.522e-01 3.095e-02 < 2e-16
atc-min �8.341 e-02 1.654e-02 4.56e-07
atc-KL �1.892e-01 2.839e-02 2.69e-11
meddra-min �1.625e-02 1.714e-02 0.34322
meddra-KL �5.152e-02 1.780e-02 0.00379
euclid-min 8.889e-05 6.949e-05 0.20082
euclid-KL �1.308e-02 3.504e-03 0.00019
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whether drug-ADE pairs with higher statistical significance
can be predicted better by PNM than the other drug-ADE
pairs. Table 4 presents our IC-PNM analysis results.

Table 4 shows that the prediction performance of the exist-
ing PNM isAUROC ¼ 0:82, when none of the newdrug-ADE
combinations are filtered. In comparison, when the ICL
threshold changes from small to critical value 0, the AUROC
of IC-PNM increases gradually. Specifically, when the filter-
ing threshold of the ICL is set at 0.00, 19,329 out of 21,065
drug-ADE combinations are not statistically significant and
filtered out, and the prediction performance of IC-PNM for
the remaining 1,736 drug-ADE combinations becomes
AUROC ¼ 0:91. The detailed description of the 1,736 new
drug-ADE associations can be found in the supplementary
table S4.

Table 4 demonstrates that as the ICL threshold increases,
more non-significant drug-ADE combinations get filtered
from the validation set, leading to an increase in the predic-
tion performance of the IC-PNM.

4 CONCLUSION AND DISCUSSION

In this study, we propose a new method, named IC-PNM,
that combines the strengths of network pharmacology and
Bayesian statistics to determine drug-ADE associations. IC-
PNM not only takes advantage of the network pharmacol-
ogy features in predicting drug-ADE associations, but also
penalizes small sample size drug-ADE pairs, removing false
positive signals.

While building the training model, our IC-PNM analysis
showed that the prediction performance of the model, with
an AUROC ¼ 0:82, is highest when the low frequency and
non-significant drug-ADE pairs are not removed from the
training data set. We believe this is because the training

model needs both positive and negative data. While the
small sample size drug-ADE pairs have more negative data
than large sample size drug-ADE pairs, they also contain
positive data. Therefore, in training the PNM model, the
training model should include both large and small sample
size drug-ADE pairs when selecting the training data.

On the other hand, when validating the predictive per-
formance of PNM, including small sample size drug-ADE
pairs hurts the validation. This result clearly demonstrates
that small sample size drug-ADE pairs contain more nega-
tive signals than the large sample size drug-ADE pairs. If
we exclude drug-ADE pairs with ICL < 0, the IC-PNM pre-
diction performance improves to AUROC ¼ 0:91. This
improves upon the performance of the existing PNM, with
an AUROC ¼ 0:82, where none of the drug-ADE combina-
tions are excluded from the validation data.

In predicting the drug-ADE associations, we found
that certain pharmacology andnetwork features showed pos-
itive correlations, including degree-prod, degree ratio,
degree-absdiff, jaccard-ADE-max, and jaccard-drug-max.
Whereas, some other features, including jaccard-ADE-KL,
jaccard-drug-KL, atc-min, atc-KL, meddra-KL, and euclid-
KL showed negative correlations. The features in the PNM
developed by Cami et al. [23] showed similar correlations,
with degree-prod, degree-absdiff, jaccard-ADE-max, and
jaccard-drug-max being positively correlated while degree-
ratio, jaccard-ADE-KL, jaccard-drug-KL, atc-min, atc-KL,
meddra-min, meddra-KL, Euclid-min and euclid-KL being
negatively correlatedwith the outcome. The network feature,
degree-ratio, was the only feature to have correlations that
were opposite to each other in our PNM model and the one
proposed by Cami et al.

In order to further investigate the connections between
IC and PNM, significant amount of research needs to be

TABLE 3
The Prediction Performance of IC-PNM Algorithm I

ICL Threshold in
training data

The number of non-
significant drug-ADE

combinations filtered by
ICL

The number of drug-ADE
combinations to construct
the PNM in training data

The number of drug-ADE
combinations in validation

data

All ROC of the IC-PNM

Null 0 33,947 21,065 0.82
�4.79 3,395 30,552 21,065 0.75
�4.02 6,789 27,158 21,065 0.75
0.00 25,139 8,808 21,065 0.64

TABLE 4
The Prediction Performance of IC-PNM Algorithm ii

The number of drug-ADE
combinations to construct
the PNM in training data

ICL Threshold in the
validation data

The number of new drug-
ADE combinations filtered
by ICL in validation data

The number of new drug-
ADE combinations

remained in validation
data

AUROC of the IO
PNM ii

33,947 null 0 21,065 0.82
33,947 �4.79 4,392 16,673 0.82
33,947 �4.02 8,214 12,851 0.83
33,947 �3.14 11,442 9,623 0.85
33,947 �2.78 12,640 8,425 0.85
33,947 �2,14 14,470 6,325 0.86
33,947 �1.33 16,960 4,105 0.86
33,947 0.00 19,329 1,736 0.91
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conducted to determine how PNM can be used as a proper
prior for IC. PNM can generate probabilities for any drug-
ADE pair, but these probabilities have different interpreta-
tions from the population drug-ADE frequencieis estimated
using SRS databases. To address this challenging issue, new
integrated methods need to be developed in the future.
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