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Abstract—High dimensional biomedical datasets contain thousands of features which can be used in molecular diagnosis of disease,

however, such datasets contain many irrelevant or weak correlation features which influence the predictive accuracy of diagnosis.

Without a feature selection algorithm, it is difficult for the existing classification techniques to accurately identify patterns in the features.

The purpose of feature selection is to not only identify a feature subset from an original set of features [without reducing the predictive

accuracy of classification algorithm] but also reduce the computation overhead in data mining. In this paper, we present our improved

shuffled frog leaping algorithm which introduces a chaos memory weight factor, an absolute balance group strategy, and an adaptive

transfer factor. Our proposed approach explores the space of possible subsets to obtain the set of features that maximizes the

predictive accuracy and minimizes irrelevant features in high-dimensional biomedical data. To evaluate the effectiveness of our

proposed method, we have employed the K-nearest neighbor method with a comparative analysis in which we compare our proposed

approach with genetic algorithms, particle swarm optimization, and the shuffled frog leaping algorithm. Experimental results show that

our improved algorithm achieves improvements in the identification of relevant subsets and in classification accuracy.

Index Terms—Shuffled frog leaping algorithm, feature selection, k-nearest neighbor, classification accuracy, biomedical data

Ç

1 INTRODUCTION

THE analysis of disease data is a very important in bio-
medicine and bioinformatics, however, while treatment

of diseases such as cancer has achieved impressive results
there remain conditions for which effective treatment has yet
to be achieved. Early diagnosis plays an important role for
clinicians and patients in the control andmanagement of dis-
ease [1] and high dimensional biomedical data sets have
been used in diagnosis. However such datasets contain a
large number of irrelevant or weak correlation features [2]
and for existing classification techniques it is difficult to
accurately identify the patterns from these features [3].

Feature selection may be viewed in terms of the identifica-
tion and selection of a subset of features from an original set
of features forming patterns in a given dataset. The subset
should be ‘necessary and sufficient’ to describe target con-
cepts while retaining suitably high accuracy in the representa-
tion of the original features. The selection of relevant features
[with the elimination of irrelevant features] can: (1) improve
classification accuracy, and (2) reduce the learning period.

In ’real-world’ applications, high-dimensional biomedi-
cal data sets are generally very large and contain tens of
thousands of features where there are in total 2 competing
candidate subsets for any (F) number of features. There may
be many features in biomedical data sets that ere either irrel-
evant or exhibit a weak correlation, the identification of the
optimal feature subset may not only eliminate redundant
information but also reduce the computational cost required
in data mining while improving classification accuracy. The
effective identification and selection of relevant candidate
subsets requires an efficient and effective search method
and learning algorithm; however, the development of such
methods and learning algorithms designed to identify opti-
mal subsets remains an open research question. In this
paper we present an approach to enable feature selection
from high-dimensional biomedical data based on the Shuf-
fled Frog Leaping Algorithm (SFLA).

The SFLA is one of a number of nature inspired algo-
rithms based on the swarm intelligence [4]. Because of its
characteristics, which include: (1) a simple concept, (2)
reduced parameters, (3) powerful optimal performance, (4)
fast calculation speed, and (5) easy realization, it has been
applied in many fields including model identification Prob-
lems [5], [6], scheduling problems [7], [8], parameter optimi-
zation problems [9], the traveling salesman problem [10],
the unit commitment problem [11], the distribution problem
[12] and the controller problem [13]. However, our literature
search has failed to identify documented research related to
feature selection using the SFLA.

In this paper, we propose an approach which introduces
an extension to the SLFA to develop the Improved Shuffled
Frog Leaping Algorithm (ISFLA); the ISFLA introduces [to the
updating strategy] a chaos memory weight factor (CMWF), an
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absolute balance group strategy (ABGS) and an adaptive transfer
factor (ATF). The ISFLA is discussed in detail in subsequent
sections of this paper. We have employed the K-nearest
neighbor method with high-dimensional biomedical data to
evaluate the ISFLA including carrying out a comparative
analysis with an improvement Genetic Algorithm (IGA),
improvement Particle Swarm Optimization (IPSO) and the
SFLA. Experimental results show that our ISFLA demon-
strates improved performance in respect of the identifica-
tion of relevant subsets with greater classification accuracy
as compared to the alternative methods.

This paper is structured as follows: related research is con-
sidered in Section 2 with the SFLA introduced in Section 3.
The extended ISFLA is presented in Section 4with the evalua-
tion function discussed in Section 5. In Section 6 we set out
our experimental results with a discussion. The paper closes
with Section 7wherewe provide concluding observations.

2 RELATED RESEARCH

There are a number of feature selection algorithms docu-
mented in the literature [14]. Feature selection, a combinato-
rial optimization problem and an intelligent optimization
algorithm [15], has been proposed as an effective solution to
the feature selection problem. To address the challenges in
computer supported diagnosis of skin tumors [in dermatol-
ogy], an approach using GA has been proposed in [15] to
enable feature selection including the capability to identify
feature subsets for the recognition process with improve-
ments in classification performance.

A GA has also been employed in [16] where a GA is com-
bined with the nearest neighbor method for the discrimina-
tion of seeds by artificial vision. The value to be maximized
was the percentage of correct classification by the ‘leave-one-
out nearest neighbour’ method. The best results were
obtainedwith an initialisation probability of 0.1, at generation
400, leading to a 3.00 percent omisclassification between the
four seed species.

Zhang et al in [17] present a binary “feature selection algo-
rithm based on bare bones particle swarm optimization”
which has been successfully applied to solve feature selection
problems. Quantitative results demonstrate that the approach
proposed achieves the best average classification accuracies
for seven out of eight data sets used in the evaluation.

Yang et al [18] propose an approach to feature Selection
using Memetic Algorithms (MA). Yang et al claim that their
proposed approach is capable of producing high classi-
fication accuracy with a small number of features and is
superior to GA and PSO methods in terms of accuracy,
particularly for large-sized problems. The reported experi-
mental results show that this method enables increased
efficiency in search and is capable of producing high classi-
fication accuracy with a small number of features.

Kabir et al [19] present a new hybrid Ant Colony Optimi-
zation Algorithm for Feature Selection (ACOFS). It is claimed
that this approach not only provides an effective balance
between exploration and exploitation of ants in the search,
but also intensifies the global search capability of ant colony
optimization in the realization of high quality solutions in
feature selection problems. Reported results in experimental
testing show that ACOFS provides the remarkable ability to
generate reduced-size subsets [of salient features] while
yielding significant classification accuracy.

Huang et al in [20] also approach the problem of feature
selection using a nature inspired solution, the proposed
approach employs a new hybrid approach based on Particle
Swarm Optimization and Support Vector Machines (PSO-SVM)
with feature selection and parameter optimization to solve
feature subset selection with the setting of kernel parameters.
A data mining system, implemented via a distributed archi-
tecture using web service technology, is used to reduce the
computational time. The experimental results show that the
proposed approach can correctly select the discriminating
input featureswhile achieving high classification accuracy.

Wang et al in [21] introduce a novel Ant Colony Optimiza-
tion (ACO) method to enable feature selection based on rough
sets and PSO to classifyHand Motion Surface Electromyography
(SEMG) signals. In a comparative analysis using principal com-
ponent analysis (PCA), experimental results demonstrate that
the proposed method [based feature selection] can achieve
high classification rates in SEMGmotion classification task.

An Improved Binary Particle Swarm Optimization (IBPSO)
approach is proposed in [22] to implement feature selection,
a K-nearest neighbor (K-NN) serving as an evaluator of
IBPSO for gene expression data classification problems.
Experimental results show the method effectively simplified
gene (feature) selection and reduced the total number of
genes (features) required.

The related research considered has demonstrated that
nature inspired systems represent an effective basis upon
which feature selection may be achieved. In this paper we
have applied a nature inspired approach using our novel
extended SFLA [the ISFLA] for high-dimensional biomedi-
cal data feature selection.

3 SHUFFLED FROG LEAPING ALGORITHM

In the SFLA, according to the fitness [from big/small to
small/big], the individuals are assigned to several groups in
turn where the worst individual (Pt

w) has learned from the

best individual (Pt
b ) in a subgroup. If there is no progress, (Pt

w)

will learn from the global best individual (Pt
g). If there is still

no progress, (Pt
w) will be replaced by a random individual.

The number of iterations in the algorithm is given by (t).

Dist ¼ R� ðPt
b
� Pt

wÞ (1)

Ptþ1
w ¼ Pt

w þDist ðDism � Dis � �DismÞ; (2)

where: (1) Ptþ1
w ¼ ðPtþ1

w1 ; P tþ1
w2 ; :::; P tþ1

wn Þ is a new individual
generated by the updating strategy, (2) Dist is each moving
step length. (3) R is a random number with a change range
of [0. . .1], and (4) [-Dism, Dism] is the values range of the
leaping step.

Following updating, if the newly generated (Ptþ1
w ) is an

improvement over the old (Pt
w), (Pt

w) will be replace by

(Ptþ1
w ); otherwise, (Pt

b ) will be replace by (Pt
g). If (Pt

w) still

shows no progress, it will be replaced randomly by a new
individual. This is an iterative process with the number of
iterations being equal to the number of subgroup individu-
als.When the subgroupprocessing is complete all subgroups
will be randomly sorted and re-divided into new subgroups,
the process being repeated until the pre-determined termina-
tion criteria is satisfied.
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In considering the SFLA the literature documents a num-
ber of methods designed improve the performance of the
algorithm, the performance improvements being generally
addressing updating strategies. Luo et al in [23] propose a
“power law extremal optimization neighborhood” search method
designed to improve the speed of search. Wang and Fang in
[24] introduce a method in which virtual frogs are encoded
as the extended multi-mode activity list and decoded by the
multi-mode serial schedule generation scheme; the ISFLA
(see Section 4) is proposed as an effective approach to solve
the multi mode resource constrained project scheduling
problem.

Li et al in [25] propose a modified SFLA which improves
the leaping rule by extending the leaping step size and
adding a leaping inertia component to account for social
behavior, this approach is designed to further improve the
local search ability and speed up convergence. An adaptive
SFLA [26] has been proposed and applied to economic dis-
patch problems.

The reported results of the research identified demon-
strate the efficacy of the SFLA approach.

4 IMPROVED SHUFFLED FROG LEAPING
ALGORITHM

In this paper we propose the ISFLA which is an extension to
the SFLA. The ISFLA implements a new strategy to improve
the performance. In the following sections we introduce our
approach, the evaluation function is discussed in Section 5
with the experimental results and discussion being pre-
sented in Section 6.

4.1 Improvement Strategy

The proposed strategy implements three components: (1)
CMWF, (2) ABGS, and (3) ATF. These components are dis-
cussed in the following sections.

1) CMWF: The balance between the global exploration
and local search ability was controlled by the chaos memory
weight. Using a large memory weight, the global search
ability was improved, while using a small memory weight
the local search ability was improved. Proper modulation of
the memory weight value is important.

The memory weight (w) is the key factor influencing the
convergence and thus will greatly affect the algorithm
search process and classification accuracy. The algorithm
process often suffers from the potential to identify an indi-
vidual in a local optimum resulting in premature conver-
gence. To address the potential for early convergence and
achieve improved classification results we have employed a
chaos memory weight.

Chaos is a deterministic dynamic system that is very sen-
sitive to initial conditions and parameters. The nature of
chaos is apparently random and unpredictable, however, it
also possesses an element of regularity as discussed in [27].
A chaotic map is used to determine the memory weight value
in the iteration process. Logistic Maps (LM) are generally rec-
ognized as the most frequently used chaotic behavior maps
and LM provide an expressive representation of unstable
dynamic behavior.

Chaotic sequences have been shown to provide the capa-
bility to implement fast generation and storage as there is

no requirement to store long sequences [27]. In this paper,
chaotic sequences are introduced in the algorithm with LM
determining the memory weight values. The number of iter-
ations in the algorithm is given by (t) and the memory
weight value is modified by a LM according to

Distþ1 ¼ Wðtþ 1Þ �Dist þR� ðPt
b � Pt

wÞ
wðtþ 1Þ ¼ 4:0� wðtÞ � ð1� wðtÞÞðDism � Dis � �DismÞ:

(3)

Fig. 1 shows the chaotic memory weight value using a
LM for the total number of iterations with the chaotic mem-
ory weight value wð0Þ set to 0.56. When the memory weight
value approaches [1] the algorithm strengthens the global
search ability. For memory weight values approaches [0],
the algorithm enhances the local search capability.

2) ABGS: In considering the basic SFLA, individuals are
sorted and assigned to each group iteratively according to the
fitness (fitness value from big/small to small/big). The fittest
individuals are assigned to the first groupwith theworst indi-
viduals assigned to the final group. For example consider:

� 100 individuals are assigned to 10 groups, for each
group of 10 individuals the 1st, 11th, . . . 91st are
assigned to the first group with the 2nd, 12th . . .
92nd assigned to the second group.

� This process is repeated until the 10th, 20th, . . . 100th
are assigned to the final group. We call this grouping
strategy the Classic Grouping Strategy (CGS).

� In each layer, the fittest individuals are concentrated
in the first group; in such a situation the number
individuals in the first group update (Pg) will be
greater than other groups.

Once the individuals in the first group are limited to a
local optimum, the algorithm may find it difficult to escape
from the local optimum and thus avoid premature conver-
gence. In such situation, for the SFLA, there may be a detri-
mental effect on the classification performance. To reduce
the dependency on the first group [and escape from the
premature convergence] we must balance the fitness of indi-
viduals in each group along with the balancing of the num-
ber of each group in updating (Pgg). As shown in Equations
(1) and (2) we have developed a two-group strategy as dis-
cussed in this paper with subsequent sections presenting the
experimental design and implementation.

The ABGS is designed as follows: initially, the 1st, 2nd, . . .
10th individual are assigned randomly to the groups (each

Fig. 1. Chaotic memory weight using logistic map.
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group having 1 member at this stage). The 11th, 12th . . . 20th
individuals are then assigned randomly to the groups (each
group having 2 members at this stage). This iterative process
is repeated until all individuals are assigned to groups. This
grouping strategy effectively balances the individual fitness
quality for each group thus balancing the number in each
group updating (PP g).

Validation uses CGS and ABGS to test four standard test
functions (the parameters for the four benchmark functions
is shown in Table 1). The four benchmark functions are
used to verify the performance of the algorithm with the
experimental results being an average value obtained from
20 independent runs of three strategies. The experiment
results are shown in Fig. 2.

In Fig. 2, abscisca [in a system of coordinates, the distance
from a point to the vertical or y-axis, measured parallel to
the horizontal or x-axis; the x–coordinate] expresses the
serial number for each group, ordinates express the average
update rate each group update (PP g).

An analysis identifies that the number [of individuals] in
the first subgroup updating (PP g) is much higher than other
groups with CGS, however, with the introduction of ABGS,
the balance for each group update (PP g) was effectively
retained thus avoiding premature convergence to local
optima while achieving improved in the performance of the
algorithm.

3) ATF: In order to represent the feature subset, the SFLA
should be converted into a binary SFLA. The conversion for-
mula as discussed in [22] is shown as (4), (5), new (Pw) is
transformed into a vector in the binary range [0, 1] by:

sigðDisÞ ¼ 1

1þ e�A�Dis

A ¼ g

G
ðfactor1� factor2Þ þ factor2

(4)

newPw ¼ 1 ifðsigðDisÞ > RÞ
0 ifðsigðDisÞ � RÞ

�
: (5)

The new position of an individual is updated as follows:

� The adaptive transition factor (A) is introduced into
conversion formula where: factor1 is 0.95, factor2 is
1.05, (g) is the current number of iterations, (G) is the
total number of iterations, in the early stage of the
algorithm.

� This (1) enhances the transition uncertainty of the
conversioning linear solution to a discrete solution,
(2) strengthens the ability to traverse the solution
space, and (3) in the later stages of the algorithm
implementation enhances the transition to improve

fine grained searching when converging on the opti-
mal value.

Thus the optimization performance of the algorithm is
improved.

4.2. The Process of Feature Selection

In this paper, we apply a randomized ABGS grouping strat-
egy with a cross operation and an adaptive transition factor
to the basic SFLA. Two improvements to the SFLA are imple-
mented in the proposed ISFLA. The details of the processes
used to enable Feature Selectionwith ISFLA are as follows.

� Step 1: Randomly generate a population of F ¼ m�n
individuals. Where (m) represents the number of
subgroups, (n) represents the number of individual
in each subgroup, and each individual is converted
to a binary number set by Equations (4) and (5).

� Step 2: Use the evaluation function [see Section 5] to
calculate the value for each individual and identify
the global best individual (Pw).

� Step 3: Using ABGS, sort (F) individuals into
descending order and assign them to (m) subgroups
where each subgroup contains (n) individuals.

� Step 4: Find the best (most fit) individual (Pb) and the
worst (least fit) individual (Pw) in each subgroup.
Up date (Pw) in each subgroup by Equations (2), (3).
By cross operation the new (Pw) is converted to
binary (Pw) by Equations (4), (5).

� Step 5: Calculate the evaluation function value for each
individual and find the globally fittest individual (Pg).

� Step 6: Where the hybrid iteration number reaches (n),
repeat the sorting and grouping of all individuals.

� Step 7: Test if the stopping criterion is met. Where the
stopping criterion is met terminate the program run
and output the optimum (Pg). Where the stopping
criterion is not met, return to step 3.

The process of feature selection with ISFLA is presented
in flow chart shown in Fig. 3 where (S) is equal to the num-
ber of algorithms executed in each experiment, its value is
set in Table 3.

5 EVALUATION FUNCTION

In our proposed method, classification accuracy and the
number of selected features are the two indicators used to
design the evaluation function as defined in [22]:

fitness ¼ w1 � accðKnnÞ þ w2 �
�
1� n

N

�
: (6)

TABLE 1
Parameter of Four Standard Test Functions

Function Expression Dimension

Sphere f1 ¼
Pd

i¼1 x
2
i

30

Rosenbrock f2 ¼
Pd

i¼1 100ðxiþ1 � x2i Þ2 þ ðxi � 1Þ2
h i

30

Griewank
f3 ¼ 1

4000

Pd
i¼1 x

2
i �

Qd
i¼1 cos

�
xi
i1=2

�
þ 1

30

Rastrigin f4 ¼
Pd

i¼1 ½x2
i � 10 cos ð2pxiÞ þ 10� 30

Fig. 2. The average update rate of each group updating PP g.
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As defined by Equation (6) the fitness functon has two
predefined weights: (w11) (the classification accuracy) and
(w2) (the selected feature). The accuracy [of the weight] can
be adjusted to a high value if accuracy is the most important
factor, in this paper, the values for (w1) and (w2) are [1] and
[0.001] respectively. Given that an individual with a high fit-
ness value has a high probability of effecting other individu-
als’ positions in the next iteration, the weights (w1) and (w2)
must be appropriately defined. (acc) is the classification
accuracy where (n) is the number of select features and (N)
is the total number of features.

For the fitness definition, (acc) [or hit rate] denotes the per-
centage of correctly classified examples as evaluated by Equa-
tion (7). The numbers of correctly and incorrectly classified
examples are indicated by (numc) and (numi) respectively.

acc ¼ numc

numc þ numi
� 100%: (7)

6 RESULTS AND DISCUSSION

In this section we present an evaluation of the performance
of our proposed approach. The evaluation uses a number of
well known and recognized biomedical datasets [28]. The
datasets include: ColonTumor, DLBCL-Harvard, and Nervous-
System etc and provide data relating to gene expression,
protein profiling, and genomic sequence for classification
and disease diagnosis. All the datasets are high-dimensional
and include less instance and irrelevant or weak correlation
features, the dimensiona scope is from 2,000 to 12,600. These
data sets are taken from the Kent Ridge Bio-medical Dataset
(http://datam.i2r.a-tar.edu.sg/datasets/krbd/index.html),
the format of datasets are showed in Table 2.

6.1 Parameter Setting

To evaluate of our proposed ISFLA algorithm we have con-
ducted a comparative analysis using a SFLA, improved GA
in [18] and the improved PSO in [22] methods selected for
feature selection performance comparison. In our experi-
ments, the consistent conditions and parameters are used in
the comparative analysis where: the population size is 20,

the number of iterations is 50, and the 1-nearest neighbor
method is used to evaluate feature subsets. In ISFLA and
SFLA the values for (m) and (n) are 4 and 5 respectively.

To demonstrate the generalization capability, the training
and the test samples should be independent. In our experi-
mentation we use 10-fold cross validation to estimate the
classification rate on each dataset. The data are stratified
into 10 folds. For the 10 folds, 9 folds constitute the training
set with the remaining fold being used as the test set.

To avoid bias, all results are the average value for the
algorithm independently executed 20 times; the objectives
are to reduce the number of dataset feature subsets to less
than 100 and improve the classification accuracy of the data-
set(s). Nine typical high-dimensional biomedical data sets
were selected (see Table 2), the column headed 1-nn in
Table 2 shows the classification accuracy of original data set
and the data in brackets expresses the mean absolute error.

6.2. Results Analysis and Discussion

In Table 3 we list each dataset and the algorithms applied in
the comparative analysis. Against each algorithm there are
six attributes tabulated which are: (1) the average fitness
(Avg%), (2) the highest fitness (Max), (3) the lowest fitness
(Min%), (4) the standard deviation (std), (5) the average
number of feature subsets (AvgN), and (6) the number of
algorithm executions in each experiment (S).

It can be seen from Table 3 that the results produced by
ISFLA achieved the best Avg among all the four algorithms
for seven out of nine data sets. The Avg for ColonTumor,
DLBCL-Harvard, Nervous-System, LungCancer-Ontario,
DLBCL-Stanford, DLBCL-Stanford and DLBCL-NIH
obtained by the ISFLA are 93.02, 73.33, 81.67, 75.06, 82.67,
55.63 and 98.89 percent, respectively. For the data sets:
LungCancer-Harvard1 and ALL-AML-Leukemia, while the
PSO obtained the best Avg at 91.90, and 99.01 percent,
respectively, the AvgN for the two datasets with PSO are
44.20, 113.5, respectively which is much larger then is the
case for the ISFLA.

In terms of the number of feature subsets and the AvgN
metrics, the ISFLA obtained the smallest AvgN for all Data-
sets as compared to the SFLA, IGA and IPSO algorithms.
We may also observe that The Std metric among all the
four algorithms for seven out of nine data sets [as obtained
by the ISFLA] is smaller than is the case for the other
three algorithms evaluated. The best attributes values are
highlighted and bold in Table 3.

Table 4 shows three average attribute values (avg(Avg),
avg(Std), and avg(AvgN)) for nine datasets using the four

Fig. 3. The feature selection flow chart.

TABLE 2
The Format of Datasets

Dataset Instances Attributes Classes 1-nn

ColonTumor 62 2000 2 75.80(0.25)
DLBCL-Harvard 58 7129 2 46.55(0.53)
Nervous-System 60 7129 2 56.67(0.43)
LungCancer-Harvard1 203 12600 5 89.66(0.05)
ALL-AML-Leukemia 106 7130 2 89.47(0.12)
LungCancer-Ontario 39 2880 2 56.41(0.44)
DLBCL-Stanford 47 4026 2 76.60(0.25)
DLBCL-NIH 160 7400 2 48.13(0.52)
LungCancer-Harvard2 181 12534 2 95.58(0.05)
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algorithms evaluated. In a comparative analysis comparing
ISFLA with SFLA, IGA and IPSO we find that ISFLA dem-
onstrates greater improvement in performance with better
classification accuracy and stability while using fewer rele-
vant feature subsets.

It can also be observed that due to the introduction of the
CMWF, The ABGS and the ATF, the ISFLA explores the
space of possible subsets to obtain the set of features that
maximizes the predictive accuracy and minimizes irrelevant
features in high-dimensional biomedical data.

The process of averaging the reducing value for feature
subsets is shown in Figs. 4, 5, 6, 7, 8, 9, 10, 11, 12. In each
figure, abscissa represents the number of feature subsets,
and ordinate represents the average classification accuracy
for each algorithm independently executed 20 times. Figs. 6,

8, 9, 12, present a performance comparision between the
ISFLA and the SFLA, improved GA and improved PSO
methods. Figs. 4, 5, 7, 10, 11, show that, while there is not a
clear advantage in the early-middle stages, the ISFLA algo-
rithm identified fewer feature subsets with a higher classifi-
cation effect and better performance in the later stages.

Considering Tables 3 and 4 with Figs. 4, 5, 6, 7, 8, 9, 10,
11, 12, we find that the three improvement strategies: (1) the
ABGS, (2) the CMWF, and (3) the ATF (see Section 4.1) play
an important role in the feature selection performance of
ISFLA.

TABLE 3
The Result of Four Algorithm

Dataset Algorithm Avg(%) Max(%) Min(%) Std AvgN S

ColonTumor ISFLA 93.02 96.67 90.11 2.74 35.22 6
SFLA 89.03 91.67 85.02 2.11 36.16 6
IGA 86.67 88.33 83.33 2.36 38.24 6
IPSO 87.67 91.67 85.01 3.65 49.40 6

DLBCL-Harvard ISFLA 73.33 76.67 68.33 3.54 27.42 8
SFLA 69.21 75.20 65.33 3.84 51.43 8
IGA 64.33 70.06 60.00 5.21 27.62 8
IPSO 71.11 76.67 63.33 5.34 51.24 8

Nervous-System ISFLA 81.67 85.06 78.33 3.33 32.33 8
SFLA 76.08 80.05 71.67 3.24 57.86 8
IGA 71.67 81.67 61.67 7.16 30.25 8
IPSO 72.67 78.33 63.33 6.07 45.03 8

LungCancer-Harvard1 ISFLA 90.30 91.21 88.50 1.09 28.28 9
SFLA 91.20 92.23 89.21 1.25 54.69 9
IGA 85.90 87.50 84.09 1.29 31.81 9
IPSO 91.90 94.14 90.04 1.51 44.20 9

ALL-AML-Leukemia ISFLA 98.91 100.00 98.18 0.76 30.44 8
SFLA 97.27 99.09 94.55 1.93 45.65 8
IGA 95.09 97.27 92.73 1.65 30.63 8
IPSO 99.01 100.00 98.18 1.04 113.5 8

LungCancer-Ontario ISFLA 75.06 80.33 70.23 3.68 14.33 8
SFLA 70.22 85.12 62.54 4.84 18.46 8
IGA 65.50 75.21 57.51 4.18 10.22 8
IPSO 70.00 77.50 57.50 4.89 56.25 8

DLBCL-Stanford ISFLA 82.67 83.30 79.20 2.11 15.24 8
SFLA 80.01 82.01 78.04 2.06 25.67 8
IGA 78.80 84.02 72.02 4.82 18.43 8
IPSO 78.10 80.02 74.31 3.16 49.50 8

DLBCL-NIH ISFLA 55.63 56.88 52.50 2.10 29.25 8
SFLA 54.06 58.13 50.63 3.13 30.75 8
IGA 56.01 61.25 51.87 3.86 32.21 8
IPSO 55.10 65.01 47.50 9.01 35.10 8

LungCancer-Harvard2 ISFLA 98.89 99.44 97.77 0.78 51.50 8
SFLA 98.01 98.79 96.67 1.06 75.25 8
IGA 96.67 98.33 95.56 1.11 52.80 8
IPSO 96.36 99.98 93.33 2.33 98.31 8

TABLE 4
The Average Attributes Value of Nine Datasets Using

Four Algorithms

attributes ISFLA SFLA IGA IPSO

Avg (Avg) 83.26 80.53 77.84 80.19
Avg (Std) 2.23 3.05 3.96 4.11
Avg (AvgN) 29.33 43.95 30.22 60.22

Fig. 4. The dimension reduction curve of ColonTumor.
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It is worth noting that, the purpose of feature selection is
to move unproductive features without reducing the predic-
tive accuracy; otherwise, the performance might be
degraded though that feature subset has small size.

For example, for Figs. 7, 8, 12, the average classification
accuracy degraded gradually with the reduction in the

number of features, therefore, we must balance the relation-
ship between classification accuracy and the number of fea-
ture subsets in ‘real-world’ applications to make biological

Fig. 5. The dimension reduction curve of DLBCL-Harvard.

Fig. 6. The dimension reduction curve of Nervous-System.

Fig. 7. The dimension reduction curve of LungCancer-Harvard1.

Fig. 8. The dimension reduction curve of ALL-AML-Leukemia.

Fig. 9. The dimension reduction curve of LungCancer-Ontario.

Fig. 10. The average dimension reduction curve of DLBCL-Stanford.

Fig. 11. The average dimension reduction curve of DLBCL-NIH.

Fig. 12. The average dimension reduction curve of LungCancer-
Harvard2.
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datasets play a more important role in disease diagnosis,
and improve the effectiveness of disease diagnosis.

7 CONCLUSIONS

Feature subset selection is a fundamental technique in many
application areas [12] and different evolutionary algorithms
have been developed for different feature subset selection
problems. In this paper, the SFLA algorithm is, for the first
time, being used to solve a feature selection problem. By
introducing the CMWF, The ABGS and the ATF, a new
improved SFLA, termed ISFLA, is used to solve feature
selection in high-dimensional biomedical data, and a
1-nearest neighbor (1-NN) serves as an evaluator of our pro-
posed algorithms.

Experimental results show that our method effectively
reduces the number of dataset featureswhilst simultaneously
achieving a higher classification accuracy. The proposed
method can serve as an ideal pre-processing tool to help opti-
mize the feature selection process of high-dimensional bio-
medical data, better mine the function of biological databsets
in fields of disease diagnosis, and improve the efficiency of
disease diagnosis.
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