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Abstract—K-means clustering has been widely used to gain insight into biological systems from large-scale life science data. To

quantify the similarities among biological data sets, Pearson correlation distance and standardized Euclidean distance are used most

frequently; however, optimization methods have been largely unexplored. These two distance measurements are equivalent in the

sense that they yield the same k-means clustering result for identical sets of k initial centroids. Thus, an efficient algorithm used for one

is applicable to the other. Several optimization methods are available for the Euclidean distance and can be used for processing the

standardized Euclidean distance; however, they are not customized for this context. We instead approached the problem by studying

the properties of the Pearson correlation distance, and we invented a simple but powerful heuristic method for markedly pruning

unnecessary computation while retaining the final solution. Tests using real biological data sets with 50-60K vectors of dimensions 10–

2001 (�400 MB in size) demonstrated marked reduction in computation time for k ¼ 10-500 in comparison with other state-of-the-art

pruning methods such as Elkan’s and Hamerly’s algorithms. The BoostKCP software is available at http://mlab.cb.k.u-tokyo.ac.jp/

�ichikawa/boostKCP/.

Index Terms—Bioinformatics, clustering, mining methods and algorithms, optimization
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1 INTRODUCTION

CLUSTERING, an unsupervised learning algorithm to
group data into similar categories, has been widely

used to gain insights into biological systems from large-
scale biological data, such as gene expression data moni-
tored by microarrays [1], [2], [3], [4], histone modifications
[5], [6], [7], [8], [9], [10], [11], [12], [13], and nucleosome
positioning [14], [15], [16], [17], [18], [19], [20], [21], [22],
[23], [24]. A variety of clustering algorithms, such as hier-
archical clustering, k-means clustering, self-organizing
map (SOM), and principal components analysis (PCA),
have been used (for review, see [25]). Of these, k-means
clustering is the most widely used to process large-scale
data sets, in part because the computational complexity of
hierarchical clustering is quadratic or higher in the num-
ber of data points, while k-means clustering algorithms
have lower computational complexity [26]. Accelerating
k-means clustering algorithms is still necessary to process
the growing volume of biological data due to the recent
progress in data collection by next-generation sequencing.

The basic concept of k-means clustering is simple.

1) It first selects k cluster centroids in some manner.
The behavior of the algorithm is highly sensitive to
the initial selection of k initial centroids, and many
efficient initialization methods have been proposed

to calculate better k centroids [26], [27], [28], [29],
[30], [31], [32], [33]. In this study, we use the initiali-
zation method proposed by Bradley and Fayyad
[31], since it consistently performs better than the
other methods in terms of several criteria according
to the recent report by Celebi et al. [26].

2) Subsequently, k-means clustering repeats the process
of assigning individual points to their nearest cent-
roids and updating each of k centroids as the mean
of points assigned to the centroid until no further
changes occur on the k centroids [34].

Quantifying the same data points is essential. Various
measures are available, such as Euclidean distance, Man-
hattan distance, Pearson correlation distance, and Spell-
man rank correlation. Of these, Euclidean distance and
Pearson correlation distance have been widely used for
large-scale biological data processing [3], [4], [24], [35],
[36]. Euclidean distance is sensitive to scaling, while corre-
lation is unaffected by scaling. Precisely, given two data of
high dimension such that their patterns are quite similar
but their scales are different, Euclidean distance is not suit-
able for measuring the similarity. To avoid this problem,
standardized Euclidean distance, which is not sensitive to
scaling, is frequently used [3], [36], [37], [38], [39], [40].

Of note, standardized Euclidean and Pearson correla-
tion distances are equivalent in the sense that both yield
the same k-means clustering result for identical sets of k
initial centroids because the standardized Euclidean dis-
tance is proportional to the square root of the Pearson
correlation distance [3], [40], and the two distances
always produce consistent orderings. Thus, optimization
methods designed to calculate one distance are applica-
ble to the other.
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Despite the importance of the Pearson correlation and
standardized Euclidean distances for machine learning,
optimization methods customized for these distances are
largely unexplored. In general, several efficient k-means
clustering algorithms have been proposed for processing
Euclidean distances by utilizing the triangle inequality
[41], [42], [43] or by analyzing the correlation coefficient
between the centroids [44]. Thus, we can use optimization
methods for the Euclidean distance to yield a k-means
clustering result based on the standardized Euclidean dis-
tance that is in agreement with that based on the Pearson
correlation distance [3].

We instead examined the properties of the Pearson cor-
relation distance and devised a simple and novel method
for avoiding unnecessary computation in order to boost
k-means clustering using the Pearson correlation distance.
We demonstrate that our method outperforms pruning
method applications using the Euclidean distance [41],
[42], [43] compared with those that use the standardized
Euclidean distance. Our method has been best optimized
for k-means clustering using the standardized Euclidean
and Pearson correlation distances.

2 METHODS

We first introduce the definition of Pearson’s correlation
coefficient.

Definition. To measure the distance between two d dimensional
vectors xx ¼ ðxx½1�; . . . ; xx½d�Þ; yy ¼ ðyy½1�; . . . ; yy½d�Þ, we define
Pearson’s correlation coefficient:

rðxx; yyÞ ¼ 1

d

Xd
i¼1

xx½i� � xx

sxx

� �
yy½i� � yy

sy

� �
;

where xx denotes the average of xx½1�; . . . ; xx½d�, and sxx is the

standard deviation, defined as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPd

i¼1 ðxx½i� � xxÞ2=d
q

. Let xx denote

the length, defined as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPd

i¼1 xx½i�2
q

.

Note that Pearson’s correlation coefficient ranges from�1 to
1, i.e., �1 � rðxx; yyÞ � 1. The Pearson’s correlation coefficient
rðxx; yyÞ itself does not serve as a distance because when xx
and yy are more similar to each other, rðxx; yyÞ becomes larger
and approaches 1 rather than 0.

Definition. [45] The Pearson correlation distance disðxx; yyÞ is
defined as 1� rðxx; yyÞ.
The Pearson correlation distance approaches 0 when xx

and yy are similar. In contrast, when xx and yy are more
dissimilar, the Pearson’s correlation coefficient decreases
to �1, and the Pearson correlation distance between xx
and yy increases approaching 2. The range of the distance
is 0 � disðxx; yyÞ � 2. The Pearson correlation distance vio-
lates the triangular inequality.

Example.Whenxx1 ¼ ð9; 3; 1Þ; xx2 ¼ ð3; 1; 9Þ, andxx3 ¼ ð1; 3; 9Þ,
we have dis ðxx1; xx2Þ ¼ 1:5; dis ðxx2; xx3Þ ¼ 0:115, and disðxx1;
xx3Þ ¼ 1:846, which do notmeet the triangular inequality:

disðxx1; xx2Þ þ disðxx2; xx3Þ � disðxx1; xx3Þ
We illustrate here two examples that clarify how the Pear-

son correlation distance differs from the Euclidean distance.

Example. When xx1 ¼ ð1; 3; 9Þ; xx2 ¼ ð0:9; 0:3; 0:1Þ; and xx3 ¼
ð0:1; 0:3; 0:9Þ xx1 and xx3 have similar patterns, but their
scales are different, while xx2 and xx3 have dissimilar pat-
terns, yet their Euclidean distance is smaller than the dis-
tance between xx1 and xx3. Indeed, we have:

disðxx1; xx3Þ ¼ 0 < 1:84615 ¼ disðxx2; xx3Þ;
while

jjxx1 � xx3jj ¼ 8:58545 > 1:13137 ¼ jjxx2 � xx3jj:

The next example illustrates the discrepancy between the
Pearson correlation distance and the “normalized” Euclid-
ean distance.

Example.When xx1 ¼ ð0:1; 0:3; 10Þ; xx2 ¼ ð0:1; 1; 10Þ; and xx3 ¼
ð0:1; 0:1; 1Þ, Pearson correlation distances meet

disðxx1; xx3Þ ¼ 0:00016 < 0:00338 ¼ disðxx2; xx3Þ
implying that xx3 is more similar to (correlated with) xx1. In
contrast, the normalized Euclidean distance yields the
opposite ordering:

xx1

jjxx1jj �
xx3

jjxx3jj
����

����
����

���� ¼ 0:11304 > 0:08920 ¼ xx2

jjxx2jj �
xx3

jjxx3jj
����

����
����

����:
We next define the standardized Euclidean distance.

Definition. Let dis SEðxx; yyÞ denote
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd
i¼1

x½i� � xx

sx
� yy½i� � yy

sy

� �2

vuut ;

the standardized Euclidean distance between two dd dimen-
sional vectors xx and yy.

The square root of the Pearson correlation is proportional
to the standardized Euclidean distance.

Proposition. [3], [40]

ffiffiffiffiffi
2d

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
disðxx; yyÞ

p
¼ dis SEðxx; yyÞ:

The Pearson correlation distance and the standardized
Euclidean distance produce consistent orderings; namely, for
any xx11; yy11; xx22; yy22,

disðxx11; yy11Þ � disðxx22; yy22Þ;

if and only if

dis SEðxx1; yy1Þ � dis SEðxx2; yy2Þ:

We note here that the Pearson correlation distance and

its square root are largely different. For example,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
disðxx; yyÞp ¼ 0:4 when disðxx; yyÞ ¼ 0:16, and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
disðxx; yyÞp ¼ 1:3

when disðxx; yyÞ ¼ 1:69. In general, two proximal (distal,

respectively) points of the Pearson correlation distance <1

(>1) become more distant (closer) according to the square

root of the Pearson correlation distance.
Next, we outline Lloyd’s algorithm, which implements

k-means clustering. Given nn points in d dimensional space,
a kk-means algorithm starts with selecting kk initial centroids,
fccpjp ¼ 1; . . . ; kg, in some way. It then repeats the following
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two steps until no further changes occur in any of the kk
centroids:

� Assigning step: Assign each of nn points to its nearest
centroid.

� Updating step: Update each cc of kk centroids as the
mean of points assigned to cc.

Lloyd proposed the basic concept of the above procedure
[34]. Suppose that it takes QðdÞ time to compute the distance
between two d-dimensional points. A na€ıve implementation
of the assigning step is to calculate the distance between
each point and each centroid, which takes a QðdknÞ time in
total, while the updating step needs a QðdnÞ time. Thus,
accelerating the assigning step is crucial. Here, we present a
way of avoiding unnecessary computation in the assigning
step by finding unchanged nearest centroids.

Selecting the distance between points is crucial in
kk-means clustering. The Euclidean and Pearson correla-
tion distances are not always consistent and may produce
different clustering results for an identical set of kk initial
centroids because during the assigning step, the centroid
nearest to each vector can differ according to the distance
selected. In contrast, the standardized Euclidean and
Pearson correlation distances produce consistent order-
ings, and consequently the centroid closest to each vector
is the same regardless of the distance selected. Using this
property, we show that both distances yield the same
clustering result.

Proposition. For an identical set of kk initial centroids, the
kk-means clustering algorithm produces the same clustering
result for the standardized Euclidean distance as the Pearson
correlation distance.

Proof.We prove the inductive hypothesis stating that before
each round of iteration, the set of kk centroids for the stan-
dardized Euclidean distance is identical to that for the
Pearson correlation distance. The hypothesis holds true
before the first iteration simply because the same set of kk
initial centroids is the input for each distance. Assuming
that the hypothesis is true before the iith iteration, after
the assigning step, the centroid nearest to each vector
is identical for each of the two distances because for
any vector xx and any centroids cc1 and cc2; disðxx; cc1Þ �
disðxx; cc2Þ if and only if dis SEðxx; cc1Þ � dis SEðxx; cc2Þ. Thus,
after the updating step, the set of vectors closest to each
centroid cc is identical for the two distances, implying
that the mean of the set, the revised centroid, is also iden-
tical. Consequently, the inductive hypothesis is true
before the ðiþ1) th iteration. tu
This proposition allows us to perform kk-means clustering

with the Pearson correlation distance using optimization
algorithms developed for the (standardized) Euclidean dis-
tance [41], [42], [44]; however, it is unclear whether the
methods for the Euclidean distance are effective for acceler-
ating the performance when using the standardized Euclid-
ean distance. We show relevant experimental results in the
next section.

For the following, we describe our new algorithm cus-
tomized for the Pearson correlation distance. Centroids are
updated frequently and are likely to move long distances in
early stages of the repetitive steps. In contrast, in later steps,

centroids are unlikely to move, and therefore, the assigning
step has a tendency to reassign each point to the previous
centroid as the nearest one, which should be avoided. Thus,
we can accelerate the assigning step if we can test whether
the nearest centroid for a point remains unchanged without
recalculating the distances between the point and all cent-
roids. Suppose that after the updating step, the centroid ccp
nearest to xx moves to cc0p for p ¼ 1; . . . ; k, and any other cen-
troid ccqðq ¼ 1; . . . ; k; q 6¼ pÞ moves to cc0q. We ask if xx is still
closest to cluster cc0p after the updating step:

disðcc0p; xxÞ � disðcc0q; xxÞ;
for q ¼ 1; . . . ; kðq 6¼ pÞ:

To check this test efficiently for any point xxwithout recal-
culating the new distances on both sides of the inequality,
we will develop an efficient method to estimate an upper
bound of the new distance disðcc0p; xxÞ using the existing dis-
tance disðccp; xxÞ:

disðcc0p; xxÞ � disðccp; xxÞ þ an upper bound;

where we will define “an_upper_boundð�0Þ” shortly. Simi-
larly, we will derive a lower bound of disðcc0q; xxÞ using the
previous distance disðccq; xxÞ:

disðccq; xxÞ þ a lower bound � disðcc0q; xxÞ
for q ¼ 1; . . . ; kðq 6¼ pÞ,where a lower bound � 0.

Using these methods, we can implement a pruning
procedure. If

dis ðccp; xxÞ þ an upper bound �
dis ðccq; xxÞ þ a lower bound for q ¼ 1; . . . ; kðq 6¼ pÞ; ð�Þ

we can confirm disðcc0p; xxÞ � disðcc0q; xxÞðq 6¼ pÞ without calcu-
lating the new distances, while retaining the final solution.
In the next round of the assigning step, it might be neces-
sary to calculate the new distances, but we can omit this
step by substituting disðccp; xxÞ þ an upper bound for new dis-
tances disðcc0p; xxÞ and disðcc0q; xxÞ respectively because this
replacement does not violate the validity of the pruning
procedure in the next assigning step. In cases in which the
inequality (�) does not hold, we calculate disðcc0p; xxÞ and
disðcc0q; xxÞ for q ¼ 1; . . . ; kðq 6¼ pÞ, and determine the centroid
nearest to xx.

To facilitate the simple description of formula and deri-
vations, we introduce a method of decomposing the
Pearson’s correlation coefficient rðxx; yyÞ into two vectors
called “correlation coefficient vectors.”

Definition. Correlation coefficient vectors are defined as

1ffiffiffi
d

p xx½1� � xx

sx
;
xx½2� � xx

sx
; 	 	 	xx½d� � xx

sx

� �
;

1ffiffiffi
d

p yy½1� � yy

sy
;
yy½2� � yy

sy
; 	 	 	 yy½d� � yy

sy

� �
;

for xx ¼ ðxx½1�; . . . ; xx½d�Þ and y ¼ ðyy½1�; . . . ; yy½d�Þ; respectively.
Let CCxx and CCyy denote the respective correlation coeffi-
cient vectors.
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Note that the Pearson’s correlation coefficient rðxx; yyÞ is
equal to the inner product of CCxx and CCyy; i.e., rðxx; yyÞ ¼
ðCCxx;CCyyÞ. Any correlation coefficient vector CCxx is of
length 1; namely, k CCxx k¼ 1, and similarly, k CCyy k¼ 1.

To facilitate the discussion of calculating better upper
and lower bounds, we introduce a new definition.

Definition. Let cc and cc0 be respective centroids before and after
the updating step, and let CCcc and CCcc0 be their correlation
coefficient vectors. Let Ddisðcc; cc0; xxÞ denote disðcc0; xxÞ�
disðcc; xxÞ, the distance variation of point xx to cc and cc0.

For example, disðcc0p; xxÞ � disðccp; xxÞ þ an upper bound can
be concisely described by

Ddisðccp; cc0p; xxÞ � an upper bound:

Another merit of this notation is that we are able to trans-
form the distance variation into an inner product of ðCCcc�
CCcc0Þ and CCxx:

Ddisðccp; cc0p; xxÞ ¼ disðcc0p; xxÞ � disðccp; xxÞ
¼ rðccp; xxÞ � rðcc0p; xxÞ;
¼ ðCCccp; CCxxÞ � ðCCcc0p; CCxxÞ;
¼ ðCCccp � CCcc0p; CCxxÞ:

This inner product allows us to estimate an upper bound
and a lower bound of Ddisðccp; cc0p; xxÞ by analyzing the two
vectors independently as well as by considering each
dimension separately.

We can derive an upper bound and a lower bound that
are effective for any point xx for which the nearest centroid
is ccp. A simple approach is to derive two bounds from

����disðccp; cc0p; xxÞ���� ¼ ����ðCCccp � CCcc0p; CCxxÞ����
� ����CCccp � CCcc0p

����jjCCxxjj;

where the inequality holds because of the Cauchy-Schwarz
inequality. Because kCCxxk ¼ 1; we can use kCCccp � CCcc0pk
and �kCCccp � CCcc0pk as the upper and lower bounds,
respectively, and we define them as follows:

Definition.

upperAðccp; cc0pÞ ¼
def jjCCccp � CCcc0pjj

lowerAðccp; cc0pÞ ¼def�jjCCccp � CCcc0pjj

These upper and lower bounds are simple formulas but
effective for eliminating unnecessary computation. It takes
QðdkÞ time to calculate the lower and upper bounds for all kk
centroids, and QðkÞ space to store these bounds. We also
design more complicated bounds by taking the sum of the
differences at individual coordinates.

Definition. Let Scp denote the set of all points for which the near-
est centroid is ccp

upperB ðccp; cc0p; ScpÞ ¼def
Xd
j¼1

maximum
�
CCccp½j� � CCcc0p½j�; Scp

�
;

where

maximumðz; SccpÞ ¼def
z
maxfCCxx½j�jxx 2 Sccpg z � 0
z
minfCCxx½j�jxx 2 Sccpg z < 0

�

For q ¼ 1; . . . ; kðq 6¼ pÞ, define

lowerB ðccq; cc0q; SccpÞ ¼def
Xd
j¼1

minimumðCCccq½j� � Ccc0q½j�; SccpÞ;

where

minimumðz; SccpÞ ¼def
z
minfCCxx½j�jxx 2 Sccpg z � 0
z
maxfCCxx½j�jxx 2 Sccpg z < 0

:

�

Proposition. For any xx 2 Sccp

Ddisðccp; cc0p; xxÞ � upperBðccp; cc0p; SccpÞ and

lowerBðccq; cc0q; ScpÞ � Ddisðccq; cc0q; xxÞðq 6¼ pÞ:

It takes Qðdnþ dk2Þ time and Qðdkþ k2Þ space in order
to calculate upperBðccp; cc0p; SccpÞ and lowerBðccq; cc0q; SccpÞðp ¼
1; . . . ; k; q ¼ 1; . . . ; k; q 6¼ pÞ for every cluster ccp.

Proof.

Ddisðccp; cc0p; xxÞ ¼ ððCCccp � CCcc0pÞ; CCxxÞ

¼
Xd
j¼1

ðCCccp½j��CCcc0p½j�Þ 
 CCxx½j�

�
Xd
j¼1

maximumðCCccp½j� � CCcc0p½j�; SccpÞ

¼ upperBðccp; cc0p; SccpÞ
Ddisðccq; cc0q; xxÞ ¼ ððCCccq � CCcc0qÞ; CCxxÞ

¼
Xd
j¼1

ðCCccq½j��CCcc0q½j�Þ 
 CCxx½j�

�
Xd
j¼1

minimumðCCccq½j� � CCcc0q½j�; SccpÞ

¼ lowerBðccq; cc0q; SccpÞ:

For efficiency, we first compute the maximum and

minimum of fCCxx½j�jxx 2 Sccpg for each dimension j ¼
1; . . . ; d and for each cluster ccpðp ¼ 1; . . . ; kÞ, and store

this information in a table of size QðdkÞ. This tabulation

process takes QðdnÞ time. Looking up the table, it is

possible to calculate upperBðccp; cc0p; SccpÞ for any cluster

ccp in QðdÞ time, and lowerB ðccq; cc0q; SccpÞ for ðk� 1Þ clus-

ters ccqðq ¼ 1; . . . ; k; q 6¼ pÞ in Q dðk� 1Þð Þ time. Repeating

this calculation for each cluster ccp ¼ cc1; . . . ; cck requires

Qðdk2Þ time and Qðk2Þ space for storing upper and

lower bounds. tu
Using the above two calculations for upper and lower

bounds, we devise the pruning procedure that checks

disðccp; xxÞ þ upperAðccp; cc0pÞ � disðccq; xxÞ þ lowerAðccq; cc0qÞ;
or

disðccp; xxÞ þ upperBðccp; cc0p; SccpÞ
� disðccq; xxÞ þ lowerBðccq; cc0q; SccpÞ
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for each xx of nn points (xx 2 Sccp for each p ¼ 1; . . . ; kÞ and for
each q ¼ 1; . . . ; kðq 6¼ pÞ. If xx meets one of the inequalities,
we can confirm disðcc0p; xxÞ � disðcc0q; xxÞðq 6¼ pÞ by skipping the
calculation of the new distances. The total computation time
of checking the above inequality is QðknÞ. Using upperB
and lowerB requires additional computational time
Qðdnþ dk2Þ and space Qðdkþ k2Þ, which is constantly
required to calculate the two bounds in each iteration. In
contrast, computing upperA and lowerA needs QðdkÞ time
and QðkÞ space.

For each xx that violates the above inequality, we compute
new distances disðcc0p; xxÞ and disðcc0q; xxÞ for q ¼ 1; . . . ; kðq 6¼ pÞ
to find the centroid nearest to xx. In the best case, no calcula-
tion is needed. In the worst case, however, it is necessary to
compute new distances disðcc0p; xxÞ for p ¼ 1; . . . ; k and nn
points, and the worst time complexity is OðdknÞ. Recall for
comparison that the assigning step of Lloyd’s algorithm
requires QðdknÞ time.

We have defined two heuristic algorithms: one uses
upperA and lowerA, and the other upperB and lowerB to
prune unnecessary computations when performing kk-means
clustering using the Pearson correlation distance. We call the
former BoostKCP (boundA) and the latter BoostKCP
(boundB), where BoostKCP stands for Boosting K-means
Clustering for Pearson correlation distance.

We compare the performance of Elkan’s and Hamerly’s
methods, BoostKCP(boundA), and BoostKCP(boundB)
with respect to time and space complexity. Although indi-
vidual method accelerates Lloyd’s algorithm using lower
and upper bounds to prune unnecessary computation,
each iteration requires OðdknÞ time in the worst case. Thus,
we summarize the overhead of computing lower and
upper bounds in terms of time and space complexity
(Table 1). The entries of “time/iteration” show the asymp-
totic overhead computation time required to calculate
lower and upper bounds in each iteration by individual
algorithms. The entries for BoostKCP have been described,
while those for Elkan’s and Hamerly’s algorithms are
detailed in [42]. Table 1 shows that the time and space
complexity of BoostKCP(boundA) are smaller than those
of the other methods. In the experimental results, we will
show that BoostKCP(boundA) also outperforms the others
in terms of computational performance using real biologi-
cal data sets, confirming that BoostKCP(boundA) is a sim-
ple and powerful heuristic method for accelerating
kk-means clustering when using Pearson correlation and
standardized Euclidean distances.

3 EXPERIMENTAL RESULTS

3.1 Data Sets

We generated a synthetic data set of vectors whose ele-
ments were randomly selected from 0 to 1 using the Mers-
enne twister [46], a widely used pseudorandom number
generator with an extraordinarily long cycle of 219;937-1.
We generated data sets of 50,000 vectors of dimension dd ¼
10, 20, 50, 101, 201, 501, 1,001, and 2,001. This random data
set was an extreme example from which meaningful clus-
ters were difficult to extract. We used these sets to compare
the effectiveness of BoostKCP (boundA) and BoostKCP
(boundB) for pruning unnecessary computation.

In order to compare BoostKCP with other available
state-of-the-art pruning methods, we used three different
types of high-dimensional real biological data sets rather
than random data sets. The first real data set was a set of
vectors with human nucleosome positioning signals at
genomic positions surrounding transcription start sites
(TSSs). A nucleosome positioning signal at a genomic posi-
tion is a real value and represents the possibility of the pres-
ence of nucleosome centers at that position. From the
GENCODE database (version 7) [47], we obtained human
nucleosome positioning signals using MNase-sequencing
and the TSSs of the human reference genome hg19. We
repeated the process of merging neighboring TSSs within
1,000 bp into a group, and we selected representative TSSs
whose expression levels were maximal in individual
groups. From the representative TSSs, we excluded those
having any other TSSs within 1,000 bp on the reverse strand
to eliminate their effect. Subsequently, from the nucleo-
some positioning signal data, we generated a base set of
56,772 vectors of dimension 2,001 (�400M bytes) such that
their elements were real-valued nucleosome positioning
signals within 1,000 bp around representative TSSs and
more than half of the elements within 50, 100, 250, and
500 bp of the TSSs were nonzero. To monitor how the algo-
rithms behave for data of different dimension, from the
base set, we generated sets of vectors of dimension d ¼ 101,
201, 501, 1,001, and 2,001 by selecting the elements within
50, 100, 250, 500, and 1,000 bp of the TSSs. The last digit “1”
of dimension d indicates the TSS position. Because of
the construction of the base set, more than half of the ele-
ments in each vector are guaranteed to be nonzero. For
smaller dimensions d ¼ 10; 20, and 50, we selected every
ð2000=dÞ-th element from the base set; e.g., elements at
�1;000;�800;�600; . . . ;þ600, and þ800 bp for d ¼ 10. The
second real data set was a typical example of gene expres-
sion data, a set of 54,613 genes from 180 glioma samples
[48]. The third real data set was a set of 60,000 gray-level
images of handwritten letters in the MNIST database [49].
Each image consisted of 28 x 28 pixels, and we set dimen-
sion d ¼ 282 ¼ 784. As letters were categorized into 78
types, we set kk¼ 78.

3.2 Comparison of Computational Performance

We compared the following five methods:

� Lloyd’s algorithm [34].

TABLE 1
Comparison of the Asymptotic Overhead Spent by Calculating
Lower and Upper Bounds in Addition to Lloyd’s Algorithm in

Terms of Time and Space Complexity

time / iteration memory
BoostKCP(boundA) Θ( ) Θ( )
BoostKCP(boundB) Θ( + 2) Θ( + 2)
Elkan Θ( 2) Θ( + 2)
Hamerly Θ( 2) Θ( )
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� BoostKCP (boundA).

� BoostKCP (boundB).

� Elkan’s algorithm [41].

� Hamerley’s algorithm [42], [43].
We used the first three methods to compute kk-means clus-

tering using the Pearson correlation distance. In contrast,
since the latter two algorithms were designed to process the
Euclidean distance, we used these to calculate kk-means clus-
tering using the standardized Euclidean distance, the results
of which are equal to those using Pearson correlation dis-
tance as described in the previous section. For any initial
centroid set, the above five methods give the same final clus-
tering result.

Selecting the initial set of k centroids largely affects the
final result, and for this purpose, we used Bradley and
Fayyad’s method [31] because it performed better than the
other applicable initialization methods for several criteria
[26]. After selecting the initial centroids, we measured the
elapsed time during the application of each method towards
the same initial centroid set derived from different types of
data. We excluded the time required to compute the initial
set of centroids because it was typically much less than the
time used to compute kk-means clustering. We monitored
the computational performance using an Intel Xeon CPU
E5-2670 processor with a clock rate of 2.60 GHz and 66 GB
of main memory.

We first compared the performances of BoostKCP
(boundA) and BoostKCP (boundB) using 50,000 random
vectors of dimension d ¼ 10, 20, 50, 101, 201, 501, 1,001,
and 2,001. We calculated the average elapsed time by exe-
cuting 10 trials for d ¼ 10; 20; 50; 101; 201; 501, and 1,001,
but five trials for d ¼ 2;001, due to the large amount of
computation. We observed that BoostKCP (boundA) out-
performed BoostKCP (boundB). Specifically, we calculated
the performance improvement by BoostKCP(boundA) as
the acceleration rate; i.e., the elapsed time for BoostKCP
(boundB) divided by that for BoostKCP (boundA). Fig. 1
displays the elapsed time and acceleration rate for each
dimension and for k ¼ 10; 20, and 30. In all cases except
where d ¼ 10 and k ¼ 30, BoostKCP (boundA) was faster

than BoostKCP (boundB) partly because computing lower
and upper bounds for BoostKCP(boundA), QðdkÞ, is less
expensive than computing those for BoostKCP(boundB),
Qðdnþ dk2Þ, where d is the dimension, n is the number of
data, and k is the number of clusters (Table 1). We there-
fore used BoostKCP (boundA) for our comparisons with
the other four algorithms using real data sets.

We next compared BoostKCP (boundA) with Lloyd’s,
Elkan’s, and Hamerly’s algorithms using real biological
data sets. For measuring the performance improvement by
BoostKCP(boundA), we again defined the acceleration rate
as the average elapsed time of each algorithm divided by
that of BoostKCP (boundA).

Fig. 2 shows the experimental results obtained by apply-
ing the four algorithms to the nucleosome positioning data
for dimension d¼ 10, 20, 50, 101, 201, 501, 1,001 and 2,001 and
for number of clusters k¼ 10, 20, and 30. We set these values
for k because nucleosome positioning signal vectors can be
categorized into 10–30 groups with biologically meaningful
characteristics [24]. We computed the average elapsed time
by performing 10 trials with the exception of five trials where
d ¼ 2,001. Figs. 2A, 2B, 2C show the BoostKCP (boundA)
acceleration rates compared with those of the Lloyd’s,
Elkan’s, and Hamerly’s algorithms. BoostKCP (bound A)
clearly outperformed Lloyd’s and Hamerly’s algorithms for
all parameter value combinations, and it was also faster than
Elkan’s algorithm inmost cases.

It has been reported that Hamerly’s algorithm is often
faster than Elkan’s algorithm for various low-dimensional
ðd < 50) data using the Euclidean distance [42], [43]; how-
ever, Hamerly’s algorithm did not work as well for nucleo-
some positioning data using the standardized Euclidean
distance (Figs. 2A, 2B, 2C). We remark here that the stan-
dardized Euclidean distance between two points is likely to
be much smaller than the Euclidean distance between the
two points, implying that the points are densely distributed
in standardized Euclidean space. When handling more
densely distributed points, greater care has to be taken for
pruning unnecessary computation. In each iteration, Elkan’s
algorithm carefully maintains the lower and upper bounds

Fig. 1. Comparison between BoostKCP (boundA) and BoostKCP (boundB). Randomly generated 50,000 vectors of dimension d ¼ 10, 20, 50, 101,
201, 501, 1,001, and 2,001 were grouped into k (¼ 10, 20, and 30) clusters. The first y-axis and second y-axis show the elapsed time and accelera-
tion rate, respectively.
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for the distance between each point and each centroid,
while Hamerly’s algorithm considers the closest and second
closest centroids only. For pruning unnecessary computa-
tion, put another way, Elkan’s algorithm requires more time
and space to estimate tighter bounds than does Hamerly’s
algorithm, allowing the former to be more effective in
removing unnecessary computation than the latter.

Figs. 2D, 2E, and 2F display the average elapsed time
when using each combination of d and k values; however,
there is insufficient information as to how these times dif-
fered, since the elapsed time in each trial largely depended
on the selection of the initial k vectors. To understand this
further, we investigated how the elapsed time in each trial
changed depending on the number of iterations when
we applied BoostKCP (boundA), Elkan’s, and Lloyd’s

algorithms to the nucleosome positioning signal data of
dimension d ¼ 501 for k ¼ 10; 20, and 30. We did not con-
sider Hamerly’s algorithm because its performance was
similar to that of Lloyd. Fig. 3A shows that how elapsed
time of individual algorithm changes for ten different ini-
tial sets of centroids. The figure shows that the elapsed
time of each algorithm increased in proportion to the num-
ber of iterations. A major difference between the three
algorithms was that the elapsed time of Elkan’s and
Lloyd’s algorithms increased for larger values of k, but
that of our pruning method was almost independent of k,
which explains why the acceleration rate increased for
larger values of k, as seen in Fig. 2.

To gain a better understanding of this, Fig. 3B presents
an in-depth analysis, showing the elapsed time in each

Fig. 2. Performance improvement by BoostKCP (boundA) using nucleosome positioning data of dimension d ¼ 10, 20, 50, 101, 201, 501, 1,001, and
2,001. (A-C) Acceleration rates by BoostKCP (boundA) for each of Lloyd’s, Hamerly’s, and Elkan’s algorithms. The lines for BoostKCP(boundA)
show the constant rate of 1, the elapsed time for BoostKCP (boundA) divided by itself. Nucleosome positioning data were grouped into k clusters
where k¼ 10 (A), 20 (B), and 30 (C). To make the comparison fair, we supplied all the algorithms with the same set of initial centroids that we gener-
ated using Bradley and Fayyad’s method. (D-F) The average elapsed time of BoostKCP (boundA), Lloyd’s, Hamerly’s, and Elkan’s algorithms.
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iteration of the three algorithms. Each iteration time for
Lloyd’s algorithm is almost constant because the algorithm
does not avoid unnecessary computation, while each itera-
tion time for BoostKCP (boundA) and Elkan’s algorithm
for k ¼ 10; 20, and 30 decreased markedly after the first
few steps. In later steps, the elapsed time of BoostKCP
(boundA) became almost independent of the value of k,
giving the account that its overall elapsed time was almost
proportional to the number of iterations but independent
of k, as shown in Fig. 3A. In contrast, the elapsed time of
Elkan’s algorithm in each iteration increased for larger val-
ues of k. This is because in each iteration, Elkan’s algo-
rithm maintains a large array of lower and upper bounds
for the distance between each �56K points and each k cen-
troid at an expense. In contrast, BoostKCP (boundA) needs
to calculate only the lower and upper bounds for each k
centroid (Table 1).

We then applied the three algorithms to the gene
expression data, a set of 54613 vectors of dimension

d ¼ 180. Because the dimension was fixed, we grouped
the data into k ð¼ 2; 3; 10; 20; 30; ; 70Þ clusters of genes to
determine if BoostKCP (boundA) achieved better perfor-
mance with larger values of k. Fig. 4 shows the average
elapsed time for ten trials and the acceleration rate of
BoostKCP (boundA). The three algorithms used Bradley
and Fayyad’s method to generate the same set of initial
centroids. BoostKCP (boundA) outperformed Elkan’s
and Lloyd’s algorithms for each k except for the case
that the acceleration rate by BoostKCP (boundA) for
Elkan’s algorithm was 0.988 when k ¼ 2. The accelera-
tion rates were 1.02, 1.13, and 1.32 when k ¼ 3, 10, and
20, respectively. The acceleration rate increased for larger
values of k, which was consistent with the performance
improvement that we observed for the nucleosome posi-
tioning data in Fig. 2.

We also applied BoostKCP (boundA) and Elkan’s algo-
rithm to a data set of handwritten letters (d ¼ 784) to
obtain 78 (¼ kÞ groups (different letters). The average

Fig. 3. In-depth performance analysis on k-means clustering of nucleosome positioning data. (A) Analysis of clustering nucleosome positioning data
of dimension d ¼ 501 by BoostKCP (boundA), Elkan’s and Lloyd’s algorithms. Hamerly’s algorithm was not considered because Lloyd’s and
Hamerly’s algorithms performed similarly. A dot represents the number of iterations (x-axis) and the elapsed time (seconds) of each experiment of
10 trials for k ¼ 10, 20 and 30. (B) Elapsed time of each iteration (including the assigning and updating steps) in typical trials.
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acceleration rate of the 10 trials was high (2.18 – 2.46) pre-
sumably because the number of clusters was large. Fig. 5
shows the elapsed time, acceleration rate, and number of
iterations for each of the ten trials. The iteration numbers
are likely to be smaller than those in Fig. 3A because the
images of the handwritten letters are grouped inherently.
In general, the number of iterations depends on individual
data, and it tends to be smaller when the focal data have
inherently discriminating groups of similar vectors that
are relatively easier to categorize. In contrast, randomly
generated data avoid this data skewness; thus, the algo-
rithms spend more time searching for centroids.

We have so far examined situations when the number
of clusters ðkÞ ranges from two to 78 simply because these
numbers of groups are of interest in real biological applica-
tions. We here investigate whether BoostKCP (boundA) out-
performs Elkan’s and Lloyd’s algorithms for larger values
of k, such as k ¼ 100 and 500. Indeed, Fig. 6 illustrates that
BoostKCP (boundA) was the winner when the three algo-
rithms were used to cluster the nucleosome positioning
data of dimension d ¼ 10, 20, 50, 101, and 201 into k ¼ 100
and 500 groups.

4 CONCLUSION

High-dimensional data, such as epigenome data, nucleo-
some positioning, and gene expression patterns, are
quite common in biological research. K-means clustering

Fig. 5. The elapsed time, acceleration rate, and number of iterations of
each of ten attempts to cluster handwritten letter images of dimension
784 (¼d) into 78 (¼k) groups using BoostKCP (boundA) and Elkan’s
algorithm.

Fig. 4. Performance improvement by BoostKCP (boundA) using gene expression data of dimension d ¼ 180 to group the data into k (¼2, 3, 10, 20,
30, . . ., 70) clusters. (A) Acceleration rates by BoostKCP (boundA) for each of Elkan’s and Lloyd’s algorithms. (B) Average elapsed time of 10 trials.
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using the Pearson correlation and standardized Euclidean
distances has proven useful for obtaining novel insight
from such large-scale biological data sets; however, it is
likely to be a computationally intense task, thus demanding
a method for accelerating computational performance for
high-dimensional biological data. We have addressed
the problem of eliminating unnecessary calculations

associated with the kk-means clustering algorithm. In this
paper, we introduced BoostKCP, a simple but powerful
heuristic method that has proved useful for reducing the
computational time. We applied BoostKCP to three types of
real biological data sets of dimension d ¼ 10, 20, 50, 101,
180, 201, 501, 784, 1,001 and 2,001 to perform k-clustering
for kk ¼ 2, 3, 10, 20, 30, 40, 50, 60, 70, 78, 100, and 500.

Fig. 6. Performance improvement by BoostKCP (boundA) using nucleosome positioning data of dimension d ¼ 10, 20, 50, 101, and 201 to group the
data into k¼ 100 and 500 clusters. (A;C) Acceleration rates by BoostKCP (boundA) for each of Elkan’s and Lloyd’s algorithms when k¼ 100 (A) and
k¼ 500 (C). (B;D) Average elapsed time of ten trials for BoostKCP (boundA), Elkan’s, and Lloyd’s algorithms when k¼ 100 (B) and k¼ 500 (D).
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BoostKCP outperformed Elkan’s, Lloyd’s, and Hamerly’s
algorithms in most cases. Our concept is also applicable to
kk-medians clustering, which uses the median of points in a
cluster as the cluster representative, and this method is
applied frequently to generate tight clusters.
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