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NCMD: Node2vec-Based Neural Collaborative

Filtering for Predicting MiRNA-Disease
Association

Jihwan Ha and Sanghyun Park

Abstract—Numerous studies have reported that micro RNAs (miRNAs) play pivotal roles in disease pathogenesis based on the
deregulation of the expressions of target messenger RNAs. Therefore, the identification of disease-related miRNAs is of great
significance in understanding human complex diseases, which can also provide insight into the design of novel prognostic markers and
disease therapies. Considering the time and cost involved in wet experiments, most recent works have focused on the effective and
feasible modeling of computational frameworks to uncover miRNA-disease associations. In this study, we propose a novel framework
called node2vec-based neural collaborative filtering for predicting miRNA-disease association (NCMD) based on deep neural networks.
Initially, NCMD exploits Node2vec to learn low-dimensional vector representations of miRNAs and diseases. Next, it utilizes a deep
learning framework that combines the linear ability of generalized matrix factorization and nonlinear ability of a multilayer perceptron.
Experimental results clearly demonstrate the comparable performance of NCMD relative to the state-of-the-art methods according to
statistical measures. In addition, case studies on breast cancer, lung cancer and pancreatic cancer validate the effectiveness of NCMD.
Extensive experiments demonstrate the benefits of modeling a neural collaborative-filtering-based approach for discovering novel
miRNA-disease associations.

Index Terms—MiRNA-disease association, deep neural network, node2vec, Gaussian interaction profile kernel, collaborative filtering
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Stathminl [15] and miR-122 suppresses the tumorigenesis of

ICRO RNAs (miRNAs) are a class of small, single-
Mstranded, non-coding RNAs (approximately 22 nucleo-
tides) that suppress the expression of target messenger
RNAs at the post-transcriptional level by binding to 3
untranslated regions [1], [2], [3]. Increasing evidence has
shown that miRNAs can also function as positive regulators
affecting the development of diseases [4], [5]. Since the first
discovery of two miRNAs (lin-4 and let-7) in Caenorhabditis
elegans [6], numerous studies have reported the pivotal roles
of miRNAs in multiple biological processes, including aging
[7], apoptosis [8], development [9], differentiation [8], prolif-
eration [10], and viral infection [8]. Additionally, increasing
evidence has suggested that miRNAs are involved in multi-
ple cancer-related processes [11]. For example, miR-335 and
miR-31 have been found to play a crucial role in inhibiting
breast cancer [12]-[14]. Additionally, further experiments
validated that miR-101 inhibits breast cancer by targeting
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breast cancer and cell proliferation by targeting ICFIR [16].
Therefore, the identification of miRINA-disease associations
can shed new light on disease pathogenesis from a genetic
perspective. With the development of high-throughput tech-
niques, numerous miRNAs have been detected. However,
due to the laborious task in clinical identification methods
require significant human and material resources, an
increasing number of computational methods have been
developed to predict potential miRNA-disease associations
[17]. Existing computational models can largely be catego-
rized into two categories: similarity- and machine-learning-
based models.

1.1 Related Works

Similarity-based models have made significant progress in
terms of designing miRNA-disease prediction models based
on the well-known biological assumption that functionally
similar miRNAs tend to associate with phenotypically simi-
lar diseases and vice versa [18], [19], [20]. Jiang et al. pro-
posed a novel computational framework that integrates a
miRNA functional similarity network, disease similarity
network, and phenome-miRNAome network [21]. How-
ever, this method is highly dependent on neighborhood
information, which leaves room for enhancing its perfor-
mance by exploring global networks. Merk et al. developed
a novel framework called miRPD that explicitly takes
advantage of verified miRNA-protein links and text-mined
results regarding protein-miRNA associations [22]. In their
work, a scoring function was calculated by multiplying the
scores of miRNA-protein interactions and protein-disease
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associations to indirectly infer miRNA-disease associations.
In other words, miRINA-disease associations without com-
mon shared protein links are not applicable, which limits
the improvement of this method. Chen et al. proposed a pre-
diction model called RWRMDA, which stands for “random
walk with restart for miRNA-disease association” [23]. This
method implements a random walk of the miRNA-miRNA
functional similarity network. However, despite its impres-
sive accuracy, this method cannot be applied to miRNAs
with no verified disease associations. Shi et al. utilized the
protein-protein interaction (PPI) network, miRNA-target
interactions, and disease-gene associations to implement a
modified random walk algorithm [24]. Xuan et al. developed
a model called HDMP by exploring the k-most-similar
neighbors of each node in a network [25]. However, due to
its strong dependency on neighborhood information, this
model is not suitable for miRNAs with no verified disease
associations. Chen et al. proposed a general framework
called HGIMDA, which stands for “heterogeneous graph
inference for miRNA-disease association prediction” [26].
Various studies have reported that environmental factors
(EFs) play critical roles in miRNAs. Ha et al. proposed a net-
work framework based on the hypothesis that phenotypi-
cally similar miRNAs tend to share a large number of EFs
[27]. By applying a propagation algorithm to a similarity-
based network, their model efficiently predicts potential
miRNA-disease associations. However, this model leaves
significant room for improvement by leveraging the chemi-
cal structures of EFs. In summary, similarity-based models
are biased toward known miRNA-disease associations,
which limits their improvement.

Many machine-learning-based models have successfully
enhanced prediction accuracy by adjusting model parame-
ters and making use of model expandability for diverse bio-
logical data. Chen et al. proposed the model of a restricted
Boltzmann machine for multiple types of miRNA-disease
association prediction (RBMMMDA) [28]. The REMMMDA
achieved success not only in terms of enhancing perfor-
mance, but also in terms of discriminating corresponding
types of miRNA-disease associations. Chen et al. also devel-
oped the “hybrid approach to miRNA-disease association”
model to reveal miRNA-disease associations by combining
disease semantic similarity, miRNA functional similarity,
and GIP kernel similarity [29]. However, this model only
takes advantage of neighboring nodes in the same layer,
rather than using the topological characteristics of sub-
graphs in heterogeneous networks. Chen et al. proposed
matrix decomposition and heterogeneous graph inference
(MDHGI]) to reveal potential miRNA-disease associations
based on a matrix decomposition algorithm [30].

In this era of explosive information growth, recommender
systems have achieved immense success not only in terms of
aiding users in their decision making, but also in terms of
increasing profits for companies that sell products to users.
For modeling the crucial factors of discovering miRNA-dis-
ease associations, the application of additional biological
data is necessary to enhance performance [31], [32]. There-
fore, numerous prediction models have adopted a machine
learning technique that is widely used in recommender sys-
tems. Li et al. proposed a novel model called matrix comple-
tion for miRNA-disease association (MCMDA) that infers
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disease-related miRNAs based on a matrix completion algo-
rithm [33]. MCMDA implements a binary adjacency matrix
based on known miRNA-disease associations and a singular
value threshold algorithm is used to extract novel disease-
related miRNAs. ifying an optimal combination of parame-
ters is a critical iss Xio et al. proposed a novel framework
called graph-regularized nonnegative MF (GRNMF) [34].
GRNMF utilizes a weighted gene network and the semantic
associations among diseases to calculate interaction profiles
for miRNAs and diseases. Ha ef al. proposed an MF-based
model called prediction of microRNA-disease associations
utilizing a matrix completion approach (PMAMCA) to pre-
dict novel miRNA-disease associations [35]. PMAMCA
applies miRNA expression values as implicit feedback for its
objective function to enhance prediction accuracy. Ha et al.
developed an MF-based framework called inferring miRNA-
disease interactions using probabilistic MF (IMIPMF) to
uncover disease-related miRNAs [36]. In the domain of dis-
ease-related miRNA prediction, there are infrequent miR-
NAs with few known associations with diseases. Such
undesirable anomalies are handled by incorporating a con-
strained model. IMIPMF is a probabilistic factor-based model
that performs well on imbalanced datasets while enhancing
prediction accuracy. However, this model still has room for
further improvement by incorporating additional biological
datasets. Chen et al. developed a model called inductive
matrix completion for miRNA-disease association prediction
(IMCMDA) by applying inductive matrix completion with a
heterogeneous graph [37]. The main advantage of IMCMDA
is that it not only predicts known miRNA-disease associa-
tions, but also measures comprehensive similarities among
miRNAs and diseases. Ha et al. proposed a miRNA-disease
prediction model called improved prediction of miRNA-dis-
ease associations based on matrix completion with network
regularization [38]. Their model uses an MF technique with
miRNA similarity network data as regularization terms to
represent miRNA latent vectors more precisely and achieves
significant performance improvements by considering direct
neighbors. Chen ef al. presented a computational model of
ensemble of decision tree-based miRNA-disease association
(EDTMDA), which exploited principal component analysis
(PCA) for dimensionality reduction and applied ensemble
learning to infer miRNA-disease association [39]. Chen ef al.
also developed a computational model of LRSSLMDA, which
integrated two feature profiles based on feature extraction.
This model utilized sparse subspace learning with Laplacian
regularization and L1-norm to improve the prediction accu-
racy [40]. Chen et al. further presented a prediction model of
bipartite network projection for miRNA-disease association
prediction (BNPMDA). Based on bias ratings, BNPMDA
exploited bipartite network recommendation algorithm to
predict potential disease-related miRNAs [41]. Chen et al.
developed another computational model of NCMCMDA
that utilize matrix completion algorithm with neighborhood
constraint. This model utilized miRNA functional similarity,
disease semantic similarity and Gaussian interaction profile
kernel similarity to integrate comprehensive similarity infor-
mation to infer potential miRNA-disease associations [42].
Chen et al. also proposed a computational model of deep-
belief network for miRNA-disease association (DBNMDA).
DBNMDA utilized pre-train restricted Boltzmann machines
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(RBM) to extract the features of all miRNA-disease pairs to
fine-turn deep-belief network to calculate predicted scores
[43]. Chen et al. further presented a novel framework for
detecting miRNA-disease associations called SAEMDA. In
this work, the authors a Stacked Autoencoder (SAE) to pre-
train the model in an unsupervised manner. Then, the same
number of each positive and negative samples were used to
train SAE efficiently, which yielded superior performance
[44]. Liu et al. [45] presented a stacked auto-encoder frame-
work to predict miNRA-disease associations. This model
utilized miRNA functional similarity, disease semantic simi-
larity, miRNA latent feature, and disease latent feature to
obtain miRNA-disease feature vector. Then, they applied
XGBoost to predict novel miRNA-disease associations.

In recent years, matrix factorization (MF), which has
yielded incredible success in recommender systems, has
received significant attention for predicting miRNA-disease
associations [46]. MF-based prediction models use the inner
products of latent feature vectors to predict miRNA-disease
associations. In this regard, MF can be thought of linear
model of latent features that violates the triangle inequality.
The triangle inequality states that given three entities, the
sum of the distances between any two pairwise entities
should be greater than or equal to the remaining pairwise
distance. When the triangle inequality is violated, predic-
tion models fail to capture the precise features of miRNAs
(or diseases), leading to suboptimal prediction performance.

1.2 State-of-the-Art Methods

To evaluate the performance of NCMD, we compared it to
the following state-of-the-art methods: MDHGI [30],
PMAMCA [35], HGIMDA [26], and MCMDA [33]. Chen
et al. proposed matrix decomposition and heterogeneous
graph inference (MDHGI) to reveal potential miRNA-dis-
ease associations based on a matrix decomposition algorithm
[30]. Based on matrix decomposition, they could avoid noise
in an original adjacency matrix to enhance prediction accu-
racy. Ha et al. proposed an MF-based model called prediction
of microRNA-disease associations utilizing a matrix comple-
tion approach (PMAMCA) to predict novel miRNA-disease
associations [35]. PMAMCA applies miRNA expression val-
ues as weights for its objective function to enhance predic-
tion accuracy by considering the biological mechanisms of
miRNAs. PMAMCA exhibits competitive performance,
even though this model only considers known miRNA-dis-
ease associations and miRNA expression data. Chen et al.
proposed a general framework called HGIMDA, which
stands for “heterogeneous graph inference for miRNA-dis-
ease association prediction” [26]. HGIMDA integrates
miRNA functional similarity, disease semantic similarity,
and Gaussian interaction profile (GIP) kernel similarity. It
analyzes three-length paths in a constructed hetero graph to
infer novel disease-related miRNAs. Li et al. proposed a
novel model called matrix completion for miRNA-disease
association (MCMDA) that infers disease-related miRNAs
based on a matrix completion algorithm [33]. MCMDA
implements a binary adjacency matrix based on known
miRNA-disease associations and a singular value threshold
algorithm is used to extract novel disease-related miRNAs.
However, identifying an optimal combination of parameters
is a critical issue.
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1.3 Method Overview

In this work, we strive to address the aforementioned prob-
lems by designing a neural architecture called NCMD, which
stands node2vec-based neural collaborative filtering for pre-
dicting miRNA-disease association. Because neural net-
works have shown excellent capabilities for approximating
continuous functions and deep neural networks (DNNs)
have achieved excellent performance in various areas rang-
ing from speech recognition and computer vision to various
biological domains, it is inevitable to apply DNNSs to the task
of disease-related miRNA detection. The crucial factors for
predicting miRNA associations can be defined as 1) accu-
rately defining miRNA and disease similarities based on
Gaussian profile interaction kernel and modeling, and 2)
developing a DNN-based architecture that combines the lin-
ear functionality of MF with the nonlinear capabilities of a
multilayer perceptron (MLP). NCMD achieves outstanding
performance compared to previous methods with areas
under the receiver operating characteristic (ROC) curve
(AUCs) of 0.924 and 0.845 in the frameworks of global and
local leave-one-out cross validation (LOOCYV), respectively.
Additionally, we conducted various experiments to qualita-
tively ascertain the benefits of combining the linear function
abilities of GMF with the nonlinear abilities of MLP. Experi-
mental results clearly demonstrate the comparable perfor-
mance of NCMD relative to the state-of-the-art methods
according to statistical measures.

2 MATERIALS AND METHODS

2.1 Method Overview

In this section, we first introduce the datasets that we used in
this study and then formalize our novel framework for the
prioritization of disease-related miRNAs, namely NCMD.
First, we construct a miRNA functional similarity network
and disease semantic network based on a public dataset
called “misim.” We also construct a Gaussian profile interac-
tion kernel. Second, we learn low-dimensional network rep-
resentations of miRNAs and diseases by employing the
node2vec method while preserving network structures and
properties. Next, we construct a deep learning framework
that fuses the linear function abilities of GMF with the non-
linear abilities of MLP [47]. Finally, we prioritize potential
candidates based on the scores assigned by NCMD. The
overall workflow for NCMD is illustrated in Fig. 1.

2.2 Human Microrna-Disease Association Data
The data on known human miRNA-disease associations that
were used in this study were obtained from the HMDD V3.2
public database. HMDD V3.2 contains 35547 experimentally
validated human miRNA-disease associations with 1206
miRNAs and 893 diseases [48]. We can construct a miRNA-
disease interaction matrix Y € RV*! from the HMDD dataset
(U = 1206, I = 893), where U and I represent the numbers of
miRNAs and diseases, respectively. We assigned the entry
of the miRNA-disease matrix y,,; as one if there exists known
miRNA-disease association. The miRNA-disease interaction
matrix can be defined as:

o (1,miRNA u and disease i is related) )
Yui = 0, otherwise
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Step I.

Construct functional similarity network S
based on Gaussian profile kernel GS and misim FS.

miRNA network Disease network

Prioritization of disease-related miRNAs
based on scores assigned by NCMD

miRNA Rank  Score ﬁ
miR-20b 1 0.924

0826 Descending
miR-146a 3 0.804 order
miR-224 48 0.738
miR-429 49 0.626
miR-122 50 0.624

1
]
1
1
1
1
1
1
1
1
1
1| mir-155 2
1
1
1
1
1
1
1
1
1
]
1

Fig. 1. Overall workflow for NCMD.

2.3 MicroRNA Expression Data

As vast amounts of biological data have become available
with the explosive growth of high-throughput techniques,
injecting various biological data into models can improve
performance as well as decipher the meaningful biological
functions, such as disease etiology and pathogenesis. Thanks
to high-throughput techniques in biologyical sciences, vari-
ous omics molecular data at different levels have become
readily available, including genomes, transcriptomes, pro-
teomes, and metabolomes. Therefore, integrating data-
driven approaches has become an inevitable option. We con-
clude that various complementary and distinct data should
be considered because each type of data may contain unique
information regarding the target organism. To this end, uti-
lizing additional biological data could be a promising alter-
native for enhancing prediction accuracy while reflecting
biological mechanisms in a model. Aiming at training
NCMD more accurately and precisely, we utilize miRNA
expression data to compensate for lacking miRNA-disease
associations. We downloaded miRNA expression data from
the Cancer Genome Atlas, which provides comprehensive
multimodal genomics and proteomics data [49]. In the case
where y,, is zero, it does not necessarily mean that miRNA u
is unrelated to disease i. There could be a potential associa-
tion that has not been verified yet. In the light of this reason,
we assign miRNA expression values for cases where there
are no verified associations between miRNAs and diseases.
In manner, we aim to train our deep learning model more
precisely by incorporating biological meanings.

2.4 MicroRNA and Disease Network

Networks reflect natural paradigms by representing diverse
relationships or interactions among entities in real-world

Integration of GMF layer and MLP layer
based on latent vectors learned by node2vec

1
1
1
]
1
]
1
1
1
|
1
| GMF Laver | [ [
1
1
1
1
1
1
1
1
1
1
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Step 2.

Network embedding of miRNA and disease
with node2vec algorithm

miRNA Latent Vector Disease Latent Vector

Element-wise product vector !

ML

!l TTTT I T [

Concatenated vector

miRNA Latent Vector Disease Latent Vector

relational datasets, such as social networks, PPI networks,
and citation networks. Therefore, we injected miRNA and
disease network information into a model to expand the
understanding of miRNA /disease functions and their cor-
responding regulatory activities. By utilizing the nature of
miRNAs and diseases in the constructed similarity network,
we can capture precise network embeddings of miRNAs
and diseases. In the miRNA functional similarity network,
nodes represent miRNAs and edges represent the func-
tional similarity values among miRNAs. In the disease func-
tional similarity network, nodes indicate diseases and edges
stand for the functional similarity values among diseases.
Therefore, it has become a vital issue to construct accurate
networks that reflect biological mechanisms accurately.

2.4.1  MicroRNA Functional Similarity

Many important tasks in network analysis involve predic-
tions regarding nodes and edges. To account for network
structures and information propagation, constructing an
accurate network based on precise edge information is cru-
cial. In general, the physical meanings of edges in the
miRNA network can be interpreted as functional similarity
scores among miRNAs. We downloaded a miRNA func-
tional similarity dataset called “misim” from http://www.
lirmed.com/misim/ and assigned the corresponding edge
information to construct a U x U miRNA functional similar-
ity matrix FS [50]. The similarity score between miRNA (i)
and miRNA()) is expressed as FS(i,j).

2.4.2 Disease Semantic Similarity 1

A directed acyclic graph (DAG) is a common format for rep-
resenting the relationships among different diseases. Disease
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D can be defined as DAG(D) = (D, T(D), E(D)). T(D)denotes
the ancestor nodes of D and E(D) indicates all of the direct
edges pointing from parent nodes to child nodes. A disease
mesh descriptor was obtained from the National Library of
Medicine (http:/ /www.nlm.nih.gov) [51]. The semantic dis-
ease similarity D can be expressed as follows:

DV(D) = Ztew) Dp(t) 2
Dp(d) =1 3)
{DD(d) =max{A.Dp(d)|d € children of d} if d # D

Here, A denotes the semantic contribution factor. The
contribution score for disease d decreases as the distance
between D and d increases. It is known that semantically
similar diseases tend to share larger portions of DAGs. We
define SS as the disease semantic similarity matrix. The dis-
ease semantic score between d(i) and d(j) can be expressed
as follows:

_ > ieriiynry) (Di(t) + D;(t))

S81(d(i), d(j)) DV(i) + DV(j)

)

2.4.3 Disease Semantic Similarity 2

To integrate precise and accurate miRNA similarity, we
adopted the methodology of similarity calculation model
[25]. In disease semantic simailrity model 1(SS;), different
diseases in the same layer have same contribution to the
semantic value. However, the contribution of each disease
should be different according to their frequency in the
DAGs. In other words, for the diseases that appear less in
the DAGs should have higher contribution value of disease
t. Therefore, we define new contribution of sematic value of
disease D as follows:

(5)

D2p(t) = —log (M)

num(disease)

here, num(DAGSs(s)) represents the number of DAGs that
contains disease t, and num(disease)stands for the number
of all diseases. The disease sematic similarity 2 can be calcu-
lated in a similar manner to disease sematic similarity 1 as
follows:

DV2(D) =" (o) D20(t) (6)

_ Yaernr) (D2:i(t) + D2;(t))
B DV2(i) + DV2(j)

S8 (d(3), d(5)) (7)

2.4.4 Gaussian Interaction Profile Kernel Similarity for
Mirnas and Diseases

Modeling the interactions among entities is a challenging
task that should be performed in a sophisticated manner
with aid from various computational approaches. The GIP
kernel has attracted significant attention for its effective per-
formance in prediction problems in similar areas. Based on
the well-known biological assumption that phenotypically
similar diseases tend to associate with functionally similar
miRNAs and vice versa [18], [19], [20], we computed the GIP
similarities of miRNAs and diseases according to known
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human miRNA-disease associations. IP(m(i)) denotes the
interaction profile of miRNA m(i) when observing whether
there is a known association between miRNA m(i) and each
disease d(i). The GIP similarity between m(i) and m(j) can be
computed as

GS(m(i),m(7)) = exp(—ru|[IP(m(i)) = IP(m(H))II*) ~ (®)

where GS is the GIP kernel, r,, is the hyper parameter
for the bandwidth of the kernel, and the value of r;n is
set to one based on empirical experimental results [50].
Disease similarity can be calculated using GS in the same
manner.

/
r m

i P (m (D)

m

9)

T'm =

2.4.5 Integrated miRNA Similarity

To integrate comprehensive edge information to construct a
miRNA functional similarity network, we combined the
miRNA functional similarity FS and miRNA Gaussian inter-
action kernel similarity GS. The integrated edge information
in the miRNA similarity network S,, can be expressed as
follows:

S (m(i), m(j))
[ FS(m(i),m(5)), if m(i) and m(j) has functional similarity
T 1 GSn(m(i),m(j), otherwise

(10

Similarly, the integrated disease similarity matrix between
disease d(i) and disease d(j) can be defined as follows:

Sa(d(i), d(j))
i),d(J

- e (]))gssz<d(i)'d<j))7 if d(?) and d(j) has semantic similarity
GSa(d(3),d(j), otherwise

an

2.5 Node2vec Algorithm

Aiming at training deep models more accurately and realis-
tically, we applied an accurate and sophisticated network
embedding method called node2vec to capture the vector
representations of miRNAs and diseases in a low-dimen-
sional space. Node2vec generates a mapping of nodes to
low-dimensional space features while maximizing the likeli-
hood of preserving network properties [53]. In other words,
node2vec is a semi-supervised method for representing fea-
ture embeddings for the nodes in a network. A common
underlying assumption in network embedding is that a
node vector should preserve the neighboring network struc-
tures. This algorithm explores neighborhoods using both
breadth-first sampling and depth-first sampling by tuning
two parameters p and g, as illustrated in Fig. 2. NCMD
applies the node2vec algorithm to learn rich feature repre-
sentations for miRNAs and diseases by exploring a high-
quality similarity network.

Consider a random walk that is currently at node v that
traverses a preceding node t. This walk selects its next step
according to the probabilities r,, of the edges (v, x) leaving
from v. Random walks decides the next node based on the
static edge weights w,,, i.e., 7, = w,, (In case of unweighted
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Fig. 2. lllustration of the random walk procedure in node2vec.

graphs w,,. = 1). We define the un-normalized transition
probability as m,,=0a,,(t, x)-w,,, where the parameter o, is
defined as follows:

Lif dy =0
apgd 1if dip =1 (12)

where d;, represents the shortest path between nodes t and x
is an integer ranging from zero to two. The parameter p
determines the possibility of revisiting the same node in a
random walk. A high value of p indicates a low chance of
revisiting nodes that were already visited. This scheme
allows the random walk to moderate exploration and avoid
two-hop redundancy during sampling. The parameter q
allows the walk to differentiate between local and global
nodes. If q > 1, then the random walk has a high probability
of sampling nodes close to node v. In contrast, the walk
searches farther away from node v to obtain global feature
information when q is small. In this study, by utilizing the
node2vec algorithm, we obtained five-dimensional dense
vectors for each miRNA and disease.

2.6 Generalized Matrix Factorization

We propose NCMD, which takes advantage of the linear
properties of MF and nonlinear properties of an MLP.
Because MF maps miRNAs and diseases to the same latent
space, the relationships between objects can be calculated
by adopting the inner product as a similarity measure. We
demonstrate that MF can be regarded as a specialization of
neural collaborative filtering. First, aiming at recovering the
linear properties of MF, GMF can be expressed as follows

fl(muvdi) =My, ®d7 (13)
my, and d;, represent node2vec-based network embeddings
for miRNAs and diseases with dimensions of k. ® repre-
sents the element-wise product of vectors. We then project
the result into the output layer.

y/ui = a/nu,f,(hT(mu © d7))d7 (14)
where a,,; and h represent the activation function and
weight of the output layer, respectively. If we consider the
activation function as an identity function and let h be a vec-
tor of ones, this is the same as the MF model. In this work,
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we utilize the sigmoid function (x) = 1/(1 + ™) for a,u
and update h according log loss values from the data.

2.7 Multi-Layer Perceptron

In multimodal deep learning studies [54], [55], a design for
concatenating features from two pathways is frequently
adopted. However, simple vector concatenation cannot
fully represent the interactions between miRNAs and dis-
eases. Therefore, we adopted multiple hidden layers using
a standard MLP. We concatenate network embeddings of
miRNAs and diseases and feed them into the MLP. In this
manner, we can not only improve the flexibility of the
model, but also leverage nonlinearity to learn relationships
between m,, and d;. We attribute the improvement in terms
of strong nonlinearities introduced by NCMD to the stack-
ing of multiple nonlinear layers. The MLP under the frame-
work of NCMD is defined as

fr(zr1) = ap (Wl 21 +by),

yldm = O‘(hTfL(ZLfl))v (15)

where, a,, b, , and w, denote the activation function, bias
vector, and weight matrix in the x-th layer’s perceptron,
respectively. For the activation function in each MLP layer,
we adopt a rectified linear unit (ReLU), which has been
proven to be non-saturated. Empirical results demonstrated
that the ReLU performs slightly better than the tanh func-
tion in our model, which in turn performs slightly better
than the sigmoid function. Therefore, we select ReLU for
activation function among the various activation functions
including tanh and sigmoid.

2.8 Combination of Generalized Matrix
Factorization and Multi-Layer Perceptron

Recall that the main objectives of our proposed model are 1)
to compensate for the limitations of MF-based models,
which utilize inner products as scoring functions, thereby
violating the triangle inequality, and 2) to enhance predic-
tion accuracy by designing a hybrid model that captures
both linear and nonlinear latent feature vectors. To this end,
we fuse GMF, which uses a linear kernel to capture latent
feature interactions, and an MLP, which learns interaction
functions from data. We share the same input latent vectors
learned by node2vec for GMF and the MLP. The fused
model is called NCMD and can be formulated as follows:

GMF _ G G
f =my, - di ’

MLP __ T T mqllu
f = CLLWL (aL,l(. .. QZ(WZ d]\[
i

GMF
y,ui = <hT ( i]\ﬂ/p ) > )

where m% and m represent the network embeddings for
GMF and MLP learned by node2vec, respectively. Similarly,

+b9) ...))+0br),

(16)
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Fig. 3. Overall framework of NCMD.

d¢ and d represent the network embeddings learned by
node2vec for GMF and MLP, respectively. A ReLU is used
for the activation function in the MLP layers and a pairwise
loss function is adopted to train the objective function. The
NCMD framework is illustrated in Fig. 3.

3 RESuLTS

In this section, we enumerate the results of various experi-
ments to demonstrate the superiority of NCMD qualitatively.

3.1 Evaluation Metrics

LOOCYV was adopted to evaluate the performance of NCMD.
LOOCYV can be considered as a special type of n-fold cross
validation, where each known disease-related miRINA is
considered as a test data and the remaining samples are
regarded as training data. This procecure was repeated such
that every data sample was used as a test data at least once.
Generally, LOOCV can be divided into two types: global
LOOCYV and local LOOCV. Global LOOCYV considers all dis-
eases simultaneously, whereas local LOOCYV considers only
miRNA candidates for certain diseases. ROC curves were
plotted based on the results of LOOCV. The x axis and y axis
of the ROC curves represent the true positive rate (sensitiv-
ity) and false positive rate (1 — specificity), respectively,
where specificity and sensitivity can be calculated as belows:

TP

TP
ittty = ————— 18
Sensitivity TP+ N (18)

Sensitivity denotes the proportion of disease-related
miRNA candidates that are ranked higher than the given
threshold and specificity stands for the proportion of candi-
dates that are ranked below the threshold. TP and TN refer
to the numbers of true positive and negative samples,
respectively, and FP and EN refer to the numbers of false
positive and negative samples, respectively. AUC values
were calculated to validate the superiority of NCMD. In
general, an AUC value of one represents perfect prediction
and a value of 0.5 is equivalent to the results of random
choices. Therefore, as AUC values are close to one, we can
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Fig. 4. Performance evaluation in the framework of global LOOCV. NCMD
achieves an AUC score of 0.9170, outperforming the previous models.

conclude that our model can accurately predict miRNA-dis-
ease associations.

3.2 Performance Comparisons With Other Methods
To evaluate the performance of NCMD, we compared it to the
following state-of-the-art methods: MDHGI [30], PMAMCA
[35], HGIMDA [26], and MCMDA [33]. In the framework of
global LOOCV, NCMD achieves superior performance com-
pared to the state-of-the-art methods, as shown in Fig. 4.
NCMD obtains an AUC value of 0.9170, which is superior to
the values of MDHGI (0.9015), PMAMCA (0.8699), HGIMDA
(0.8645), and MCMDA (0.8384). Also, based on the various
additional evaluation metrics, NCMD showed best perfor-
mance (Table 1). Next, we performed local LOOCYV to evalu-
ate prediction accuracy. As illustrated in Fig. 5, compared to
the other methods (i.e., PMAMCA (0.8324), MDHGI (0.8246),
HGIMDA (0.7938), and MCMDA (0.7785)) NCMD achieves a
superior AUC value of 0.8724. Also, NCMD demonstrated its
superior performance based on the various additional evalua-
tion metrics (Table 2). Furthermore, we implemented 5-fold
cross validation to clearly demonstrate the performance of
NCMD. As shown in Fig. 6, NCMD achieves a superior AUC
value of 0.8812 compared to MDHGI (0.8713), PMAMCA
(0.8393), MCMDA (0.8362), and HGIMDA (0.8327), which val-
idates its reliable performance. Also, to demonstrate the effec-
tiveness of NCMD, we implemented further experiements
based on the various additional evaluation metrics (Table 3).
To sum up, experimental results on various evaluation met-
rics clearly demonstrated the comparable performance of
NCMD on predicting miRNA-disease associations.

3.3 Fusion of Generalized Matrix Factorization and
Multi-Layer Perceptron

We also performed additional evaluations to determine the
benefits of combining GMF and MLP. The key concept of
NCMD is to fuse the linear functionality of GMF and non-
linear functionality of MLP to reinforce each method while
enhancing overall performance. To this end, we investi-
gated the performance of 1) NCMD, 2) NCMD with GMF
alone, and 3) NCMD with MLP alone. As shown in Fig. 7,
the experimental results demonstrate that the combination
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TABLE 1
Performance Comparison Based on Global LOOCV
Methods AUC AUPR F1 ACC MCC
NCMD 0.9170 0.8627 0.8894 0.8612 71.26
MDHGI 0.9015 0.8417 0.8537 0.8481 66.71
PMAMCA 0.8699 0.8328 0.8641 0.8349 68.93
HGIMDA 0.8645 0.8117 0.8406 0.8194 63.41
MCMDA 0.8384 0.7943 0.8219 0.8276 64.58
Local LOOCV
3
@
2
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[ .
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Fig. 5. Performance evaluation in the framework of local LOOCV. NCMD
achieves an AUC score of 0.8833, outperforming the previous models.

TABLE 2
Performance Comparison Based on Local LOOCV
Methods AUC AUPR F1 ACC MCC
NCMD 0.8833 0.8451 0.8494 0.8309 70.63
PMAMCA 0.8478 0.8302 0.8244 0.8208 68.22
MDHGI 0.8337 0.8042 0.8319 08176  64.65
HGIMDA 0.8303 0.8271 0.8168 0.8085 63.82
MCMDA 0.7949 0.7596 0.7885 0.7933 60.14

of GMF and MLP yields significant performance gains. This
result clearly demonstrates that the ensemble of linear and
nonlinear kernels under the NCMD framework accurately
captures known miRNA-disease associations.

3.4 Analysis of Nonlinearity

Neural networks have shown excellent ability in terms of
approximating continuous functions. Thus far, DNNs
have shown excellent performance in various areas rang-
ing from speech recognition to computer vision and vari-
ous biological domains. With the goal of developing a
more precise prediction model, we endowed our model
with nonlinearities by stacking additional layers in the
MLP. Generally, stacking more layers is not only beneficial
in terms of performance, but also in terms of handling
nonlinearities. However, beyond the certain point, perfor-
mance degrades while the computational cost rises. There-
fore, we analyzed experimental results with different
numbers of hidden layers in the MLP. MLP-0 denotes no
hidden layers and MLP-4 denotes four hidden layers. As
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Fig. 6. Performance evaluation in the framework of 5-fold cross valida-
tion. NCMD achieves an AUC score of 0.8812, outperforming the previ-
ous models.

TABLE 3
Performance Comparison Based on 5-Fold Cross Validation
Methods AUC AUPR F1 ACC MCC
NCMD 0.8812 0.8427 0.8341 0.8265 69.17
MDHGI 0.8713  0.8291 0.8165  0.8194  68.09
PMAMCA 0.8393 0.8247 0.8264 0.8106 64.16
MCMDA 0.8362  0.8169  0.8078 0.8173  64.45
HGIMDA 0.8327 0.8044 0.8145 0.8164 63.72
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Fig. 7. Performance evaluation of GMF and MLP. NCMD with both GMF
and MLP achieves the best performance with a reliable AUC value of
0.9170.

shown in Table 4, our model achieves the best perfor-
mance with MLP-4. Therefore, we adopted MLP-4 for our
other experiments.

3.5 Case Studies (Breast Cancer, Lung Cancer, and
Pancreatic Cancer)

To assess the prediction capabilities of NCMD further, we

performed case studies on three important human cancers.

Validation was implemented based on the two public

miRNA-disease association databases: miR2Disease [56]

and dbDEMC [57].



HA AND PARK: NCMD: NODE2VEC-BASED NEURAL COLLABORATIVE FILTERING FOR PREDICTING MIRNA-DISEASE ASSOCIATION

TABLE 4
Performance of NCF on Multiple Hidden Layers

MLP-0 MLP-1 MLP-2 MLP-3 MLP-4 MLP-5

AUC 0.8834 0.8847 0.8902 0.8936 09170 0.9027

3.5.1 Breast Cancer

Breast cancer is regarded the most common female malig-
nant neoplasms, which takes 22% of all female cancers [58].
Accumultated studies confirmed that various miRNAs asso-
ciate with breast cancer. For example, microarray-based
miRNA profiling on whole blood of early stage breast can-
cer patients verified that two miRNAs (miR-202, miR-718)
were differentially expressed, which could be used as bio-
marker for early stage breast cancer detection [59]. There-
fore, we evaluated the top-50 breast-cancer-related miRNAs
based on the scores assigned by NCMD. As shown in
Table 5, 49 candidates were proven to be true breast-cancer-
related miRNAs according to miR2Disease and dbDEMC.
Additionally, we conducted literature-based analysis to
determine if the remaining miRNA (miR-23b) has any
potential relationship with breast cancer incidence. In [60],
it was reported that miR-23b is upregulated in MCF-7 breast
cancer cells following genistein treatment. Upregulated
expression of miR-23b may be a putative biomarker for use
in breast cancer therapy. Additionally, miR-23b upregula-
tion may be important in terms of the human responses to
genistein. Also, according to [61], miR-23b is found to be a
significant regulatory factor in the progression of multiple
cancer cell types by downregulating CCNG; and the expres-
sion of the relevant genes. For these reasons, we were able to
validate that all of the top-50 candidates are related to breast
cancer.

3.5.2 Lung Cancer

Lung cancer is the most common cause of cancer incidence
in worldwide [62]. According to previous experimental
studies, miRNAs are highly involved in lung cancer inci-
dence. For example, miR-127 is found to play significant
role in lung adeno carcinoma. Also, miR-127 associates with
the formation of aggressive phenotypes of lung cancer [63].
Therefore, we performed a case study on the identification
of lung-cancer-related miRNAs. As shown in Table 6, 50 out
of the top-50 candidates were proven to be true lung-can-
cer-related miRNAs. In summary, we determined that the
top-50 candidates are all lung-cancer-related miRNAs.

3.5.3 Pancreatic Cancer

Pancreatic cancer is one of the leading causes of cancer-asso-
ciated mortality in worldwide which leads to the highest
mortality rates and incidence [64]. According to the previ-
ous experimental results, miRNAs can play as novel bio-
marker for detecting pancreatic ductal adenocarcinoma
[65]. Therefore, we performed a case study on the identifica-
tion of pancreatic-cancer-related miRNAs. As shown in
Table 7, 50 out of the top-50 candidates were proven to be
true pancreatic-cancer-related miRNAs. In other words, we
determined that the top-50 candidates are all pancreatic-
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TABLE 5
Top-50 Breast-Cancer-Related Mirnas Predicted By NCMD
Rank Name Evidence
1 hsa-mir-199 dbDEMC
2 hsa-let-7 miR2Disease, dbDEMC
3 hsa-mir-195 miR2Disease, dAbDEMC
4 hsa-mir-125 miR2Disease, dbDEMC
5 hsa-mir-18 miR2Disease, dAbDEMC
6 hsa-mir-146 miR2Disease, dbDEMC
7 hsa-mir-17 miR2Disease, dAbDEMC
8 hsa-mir-29 miR2Disease, dbDEMC
9 hsa-mir-155 miR2Disease, dAbDEMC
10 hsa-mir-20 miR2Disease, dbDEMC
11 hsa-mir-133 dbDEMC
12 hsa-mir-222 miR2Disease, dbDEMC
13 hsa-mir-106 dbDEMC
14 hsa-mir-221 miR2Disease, dbDEMC
15 hsa-mir-145 miR2Disease, dbDEMC
16 hsa-mir-200 miR2Disease, dbDEMC
17 hsa-mir-210 miR2Disease, dAbDEMC
18 hsa-mir-193 miR2Disease, dbDEMC
19 hsa-mir-122 miR2Disease, dbDEMC
20 hsa-mir-143 miR2Disease, dbDEMC
21 hsa-mir-19 dbDEMC
22 hsa-mir-127 miR2Disease, dbDEMC
23 hsa-mir-26 miR2Disease, dAbDEMC
24 hsa-mir-21 miR2Disease, dbDEMC
25 hsa-mir-16 dbDEMC
26 hsa-mir-22 miR2Disease, dbDEMC
27 hsa-mir-1306 dbDEMC
28 hsa-mir-181 miR2Disease, dbDEMC
29 hsa-mir-101 miR2Disease, dbDEMC
30 hsa-mir-10 miR2Disease, dAbDEMC
31 hsa-mir-126 miR2Disease, dbDEMC
32 hsa-mir-141 miR2Disease, dbDEMC
33 hsa-mir-103 dbDEMC
34 hsa-mir-15 dbDEMC
35 hsa-mir-196 miR2Disease, dbDEMC
36 hsa-mir-183 dbDEMC
37 hsa-mir-182 miR2Disease, dbDEMC
38 hsa-mir-149 miR2Disease, dbDEMC
39 hsa-mir-135 dbDEMC
40 hsa-mir-223 dbDEMC
41 hsa-mir-153 dbDEMC
42 hsa-mir-134 dbDEMC
43 hsa-mir-107 dbDEMC
44 hsa-mir-204 miR2Disease, dAbDEMC
45 hsa-mir-136 miR2Disease, dbDEMC
46 hsa-mir-100 dbDEMC
47 hsa-mir-1244 dbDEMC
48 hsa-mir-23b Literature [60], [61]
49 hsa-mir-150 dbDEMC
50 hsa-mir-214 dbDEMC

Validation was performed using public databases (miR2disease and dAbDEMC)
and literature-based analysis. All 50 miRNAs were found to be associated with
breast cancer.

cancer-related miRNAs. Extensive experimental results on
various human cancers verified that our proposed NCMD
model is not only appropriate for the identification of dis-
ease-related miRNAs, but is also suitable for discovering
potential disease biomarkers.

3.6 Functional Analysis
We further conducted functional enrichment analysis for
the identified miRNA candidates to determine whether the
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TABLE 6 TABLE 7
Top-50 Lung-Cancer-Related Mirnas Predicted by NCMD Top-50 Pancreatic-Cancer-Related Mirnas Predicted by NCMD
Rank Name Evidence Rank Name Evidence
1 hsa-mir-125 miR2Disease, dbDEMC 1 hsa-mir-21 miR2Disease, dAbDEMC
2 hsa-mir-199 miR2Disease, dbDEMC 2 hsa-let-7 miR2Disease, dbDEMC
3 hsa-mir-155 miR2Disease, dbDEMC 3 hsa-mir-146 miR2Disease, dAbDEMC
4 hsa-mir-146 miR2Disease, dbDEMC 4 hsa-mir-29 miR2Disease, dbDEMC
5 hsa-mir-29 miR2Disease, dbDEMC 5 hsa-mir-126 dbDEMC
6 hsa-let-7 miR2Disease, dbDEMC 6 hsa-mir-17 miR2Disease, dbDEMC
7 hsa-mir-18 miR2Disease, dbDEMC 7 hsa-mir-155 miR2Disease, dAbDEMC
8 hsa-mir-106 miR2Disease, dbDEMC 8 hsa-mir-125 miR2Disease, dbDEMC
9 hsa-mir-221 dbDEMC 9 hsa-mir-18 dbDEMC
10 hsa-mir-17 miR2Disease, dbDEMC 10 hsa-mir-200 dbDEMC
11 hsa-mir-195 miR2Disease, dbDEMC 11 hsa-mir-195 dbDEMC
12 hsa-mir-20 miR2Disease, dbDEMC 12 hsa-mir-222 miR2Disease, dbDEMC
13 hsa-mir-145 miR2Disease, dbDEMC 13 hsa-mir-143 miR2Disease, dAbDEMC
14 hsa-mir-21 miR2Disease, dbDEMC 14 hsa-mir-106 miR2Disease, dbDEMC
15 hsa-mir-182 miR2Disease, dbDEMC 15 hsa-mir-20 miR2Disease, dbDEMC
16 hsa-mir-15 dbDEMC 16 hsa-mir-193 dbDEMC
17 hsa-mir-200 miR2Disease, dbDEMC 17 hsa-mir-19 dbDEMC
18 hsa-mir-19 miR2Disease, dbDEMC 18 hsa-mir-22 dbDEMC
19 hsa-mir-16 miR2Disease, dbDEMC 19 hsa-mir-221 miR2Disease, dbDEMC
20 hsa-mir-101 miR2Disease, dbDEMC 20 hsa-mir-133 dbDEMC
21 hsa-mir-126 miR2Disease, dbDEMC 21 hsa-mir-199 miR2Disease, dbDEMC
22 hsa-mir-181 miR2Disease, dbDEMC 22 hsa-mir-15 miR2Disease, dbDEMC
23 hsa-mir-133 miR2Disease, dbDEMC 23 hsa-mir-145 dbDEMC
24 hsa-mir-198 miR2Disease, dbDEMC 24 hsa-mir-182 dbDEMC
25 hsa-mir-26 miR2Disease, dbDEMC 25 hsa-mir-141 dbDEMC
26 hsa-mir-222 dbDEMC 26 hsa-mir-26 dbDEMC
27 hsa-mir-214 miR2Disease, dbDEMC 27 hsa-mir-127 dbDEMC
28 hsa-mir-191 miR2Disease, dbDEMC 28 hsa-mir-210 miR2Disease, dbDEMC
29 hsa-mir-22 miR2Disease, dbDEMC 29 hsa-mir-196 dbDEMC
30 hsa-mir-210 miR2Disease, dbDEMC 30 hsa-mir-181 miR2Disease, dAbDEMC
31 hsa-mir-141 miR2Disease, dbDEMC 31 hsa-mir-122 dbDEMC
32 hsa-mir-134 dbDEMC 32 hsa-mir-101 dbDEMC
33 hsa-mir-143 miR2Disease, dbDEMC 33 hsa-mir-23 miR2Disease, dbDEMC
34 hsa-mir-1 miR2Disease, dbDEMC 34 hsa-mir-27 dbDEMC
35 hsa-mir-27 miR2Disease, dbDEMC 35 hsa-mir-204 dbDEMC
36 hsa-mir-204 miR2Disease, dAbDEMC 36 hsa-mir-10 miR2Disease, dAbDEMC
37 hsa-mir-223 dbDEMC 37 hsa-mir-24 miR2Disease, dbDEMC
38 hsa-mir-135 dbDEMC 38 hsa-mir-136 dbDEMC
39 hsa-mir-100 dbDEMC 39 hsa-mir-139 miR2Disease, dbDEMC
40 hsa-mir-23 dbDEMC 40 hsa-mir-134 dbDEMC
41 hsa-mir-194 dbDEMC 41 hsa-mir-194 dbDEMC
42 hsa-mir-148 dbDEMC 42 hsa-mir-192 dbDEMC
43 hsa-mir-10 dbDEMC 43 hsa-mir-1 dbDEMC
44 hsa-mir-193 dbDEMC 44 hsa-mir-214 miR2Disease, dAbDEMC
45 hsa-mir-130 miR2Disease, dbDEMC 45 hsa-mir-150 dbDEMC
46 hsa-mir-107 dbDEMC 46 hsa-mir-16 miR2Disease, dAbDEMC
47 hsa-mir-206 dbDEMC 47 hsa-mir-183 dbDEMC
48 hsa-mir-183 miR2Disease, dbDEMC 48 hsa-mir-100 miR2Disease, dAbDEMC
49 hsa-mir-122 dbDEMC 49 hsa-mir-223 miR2Disease, dbDEMC
50 hsa-mir-154 dbDEMC 50 hsa-mir-1306 dbDEMC

Validation was performed using public databases (miR2disease and dbDEMC).
All 50 miRN As were found to be associated with lung cancer.

extracted candidates were involved in cancer incidence.
Ingenuity pathway analysis (IPA) [66] suggests that our top
50 candidates were related to cancer with a p-value range of
4.86E-02 to 2.92E-20. Furthermore, most of the candidates
were related to early stage in invasive cervical squamous
cell carcinoma, which affects cancer incidence. We have
also found that most of the top related functions were asso-
ciated with disease disorders that directly and indirectly
affect cancer pathogenesis. The results of functional analysis
of miRNA candidates indicated the excellent prediction

Validation was performed using public databases (miR2disease and dbDEMC).
All 50 miRN As were found to be associated with pancreatic cancer.

performance of NCMD. The related diseases and disorders
are described in Table 8. Detailed analysis results are
described in the Supplementary file 1, which can be found
on the Computer Society Digital Library at http://doi.ieee-
computersociety.org/10.1109/TCBB.2022.3191972.

4 DisScuSsSION AND CONCLUSION

NCMD is a pioneering framework that leverages network
embedding information to represent the precise latent
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TABLE 8
Related Diseases and Disorders Derived by IPA

Name p-value range

4.86E—02-2.92E—-20
2.55E—-03-8.15E—-28
3.01E-02-4.71E-27
4.98E—02-4.71E-27
4.86E—02-2.92E-20

Cancer

Psychological Disorders

Neurological Diseases

Organismal Injuries and Abnormalities
Reproductive System Diseases

features of miRNAs and diseases while maximizing model
performance. The excellent performance of NCMD can be
attributed to several factors. First, we adopted a neural collab-
orative filtering method that circumvents the triangle inequal-
ity, which is a common problem in the area of MF. We
combined the linearity of MF and nonlinearity of MLPs by
applying a DNN architecture to compensate for the draw-
backs of MF and enhance prediction accuracy. Second, we cal-
culated precise similarity scores among miRNAs and diseases
using various computational methods, resulting in reliable
miRNA and disease networks that contain meaningful infor-
mation. Networks are simple data structures in which nodes
represent various components and edges represent paired
biological concepts, allowing meaningful relationships to be
discovered using computational and statistical methods.
Based on the network structures, we learned a mapping of
nodes to a dense low-dimensional space using the node2vec
algorithm to capture the semantics underlying pairwise rela-
tionships. Additionally, we incorporated miRNA expression
data into our model to generate rich input data while preserv-
ing the biological aspects of miRNAs. In summary, our work
represents a simple architectural modification to make use of
the linearity of MF and nonlinearity of MLPs, which yields
excellent performance for discovering potential miRNA-dis-
ease associations. However, NCMD still has room for further
improvement by incorporating additional biological data,
such as target genes and RNA sequence data. Even a simple
deep learning architecture based on node2vec performed
remarkably well, leaving the opportunity to enhance perfor-
mance further by employing more sophisticated machine
learning methods in the future. We anticipate that NCMD
will serve as an essential tool for discovering potential disease
biomarkers and predicting miRNA-disease associations.
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