
694 IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING, VOL. 14, NO. 2, APRIL 2017

A Multi-Timescale and Bilevel Coordination
Approach for Matching Uncertain Wind
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Abstract— The matching between random wind supply and
electric vehicle (EV) charging demand can reduce the require-
ment of traditional power sources and the emission of CO2.
This problem is of great practical interest but involves system
dynamics in multiple timescales. We consider this an important
problem in this paper. In order to capture the randomness in
the wind supply and EV charging demand, we formulate the
problem as a bilevel Markov decision process. At the upper level,
the charging demand of EVs in different locations is aggregated
into multiple aggregators. The system operator dispatches power
among the aggregators in a coarse timescale to maximize the wind
power utilization. At the lower level, the aggregator schedules
the charging process of individual EVs at a finer timescale to
minimize the charging cost. In order to solve this large-scale
problem, a bilevel simulation-based policy improvement (SBPI)
method is developed. It is mathematically proved that the SBPI
can improve from base policies in both levels. The performance
of this multi-timescale and bilevel coordination approach is
demonstrated through case studies in the city of Beijing.

Note to Practitioners—This paper was motivated by the prob-
lem of reducing carbon emission and increasing utilization of
renewable energy in power system. Being clean in terms of CO2
emission, the wind power and EVs are becoming important parts
in the supply and demand side. It is of great practical interest
to schedule the (partially controllable) EV charging demand to
match the random (uncontrollable) wind power generation. A key
challenge to this problem is the coordination between the decision
making at different timescales. In the coarse timescale (for
example, the decision is made every hour), the forecasting of
wind power generation contains a relatively large noise, but the
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prices of electricity from regular power plants are relatively
cheap. In the finer timescale (for example, the decision is
made every 15 min), because of the real-time information, the
forecasting of wind power generation becomes more accurate,
but the prices of electricity are relatively expensive. In this paper,
we propose a multi-timescale scheduling model to address this
issue. After formulating the problem as a Markov decision
process, a bilevel simulation-based policy improvement method is
developed to improve from base policies, which can be obtained
by heuristics or existing policies in practice. Case studies in the
city of Beijing show that the utilization of the wind power can
be increased and the charging cost of the EVs can be reduced.

Index Terms— Discrete event dynamic systems, electric
vehicle (EV), Markov decision process (MDP), simulation-based
policy improvement (SBPI), state aggregation, wind power.

I. INTRODUCTION

THE environmental pollution and the shortage of fossil fuel
have encouraged the development of renewable energy

resources and the reduction of energy consumption. In such
an effort, the wind power and the electric vehicle (EV) are
good examples from the supply side and the demand side,
respectively. For example, on the supply side in China, the
wind energy installation has become the largest among all
renewable energy by 2014. The installed capacity is about
five Three Gorges Dam [1]. On the demand side, there will
be 5 million EVs on the road in China by 2020 [2]. Therefore,
it is of great practical interest to match the uncertain wind
supply with EV charging demand.

This matching problem is usually related to two and
probably more timescales. In the coarse of time scale (for
example, the decision is made every hour), the wind power
forecasting contains relatively large noise. But the electricity
prices from the regular power plants are cheap. In the finer
timescale (for example, the decision is made every 15 min),
due to the availability of more information, the wind power
forecasting becomes more accurate. As the energy procured
in the finer timescale is usually provided by some expensive
generators that have short start-up time, the electricity prices
become more expensive [3]. Therefore, the coordination
between the charging decisions at the two timescales should
consider both the availability of the information and the price
of electricity. We need to schedule the (partially controllable)
EV charging demand to match the random (uncontrollable)
wind power generation. This problem is challenging due to
the following difficulties.
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First, multistage decision making. Regardless of how the
EVs are charged during parking, the car should be ready to
go when the user requires. Therefore, the charging of EV is
coupled in time. The current decision making should also
consider the cost in the future. Second, the uncertainties in the
supply and demand. On the supply side, the accuracy of wind
power forecasting degrades as the length of period increases.
On the demand side, though the charging of an EV within a
parking event may be scheduled (therefore controllable), the
beginning and ending of a parking event are determined by
the driver (and therefore uncontrollable). Third, the curse of
dimensionality. The size of the state space and action space
increases exponentially fast with respect to the number of EVs.
There are usually hundreds of thousands of EVs in a megacity,
such as Beijing. Therefore, a computationally feasible
algorithm to schedule the charging of EVs is in demand.

We consider this important problem in this paper and make
the following major contributions. First, this scheduling prob-
lem is formulated as a bilevel Markov decision process (MDP)
to match the EV charging load with the wind power. At the
upper level, the system operator dispatches power among the
aggregators in a coarse timescale (for example, 1 h) to maxi-
mize the wind power utilization. At the lower level, the aggre-
gator controls the charging process of individual EVs at a finer
timescale (for example 15 min) to reduce the charging cost.
Second, in order to effectively solve this large-scale charging
problem, a bilevel simulation-based policy improvement
(SBPI) method is developed. As each state in the upper level is
an aggregated state from the lower level, this property is used
to prove that the bilevel SBPI method can obtain improved
policies from the given base policies for the lower level and
upper level, respectively. Third, based on the real wind speed
data and vehicle driving data in Beijing, it is numerically
demonstrated that the proposed model and method can reduce
the charging cost and improve the wind power utilization.

The rest of this paper is organized as follows. We review the
literature in Section II, formulate the problem in Section III,
present the solution methodology in Section IV, discuss the
numerical results in Section V, and conclude in Section VI.

II. LITERATURE REVIEW

As the parking time of the EV is usually longer than its
driving time, it can be considered as a large moving battery.
Many works have been done to control the EV charging
load to achieve different objectives, such as charging cost
minimization [4], valley filling [5], and providing frequency
regulation [6]. The existing works usually focus on the
charging scheduling of all the individual EVs, which is a
single-level control architecture. The control policy can be
obtained based on the heuristic methods [7] or optimization
methods [8], [9]. The heuristic method usually utilizes the
state of charge (SOC) and the remaining parking time of EVs
to prioritize EV charging decisions. The optimization method
usually formulates this charging problem as a deterministic
mixed integer programming to obtain the optimal charging
policy. However, it is usually difficult to obtain the driving
plans of EV users before optimization, as the optimization is
usually implemented day-ahead [10]. Therefore, some works

Fig. 1. (a) System architecture of the bilevel and multi-timescale scheduling
problem. (b) Timescales for the upper level and lower level decisions.

also formulate this charging problem as a stochastic program-
ming model to handle the uncertainties in the EV moving [11].

As introduced above, the aforementioned works control
the EV charging load on a single-level framework. When
there are a large number of EVs, it is intractable to allow
each EV user to directly join in the electricity market to
procure the wind energy and conventional energy due to
huge control variables and heavy communication burden [12].
Therefore, it is necessary to propose a bilevel framework for
the EV load scheduling [13]–[15]. The upper level focuses
on the scheduling of each EV aggregator (EVA), while the
lower level focuses on the charging control of each EV in
the aggregator. In most of these works, the timescales for
the lower level and upper level are the same. However, the
scheduling of conventional energy is usually repeated hourly
due to the slow response of the thermal plants [16], while the
charging control of each EV can be carried out in minute level.
Therefore, we should schedule the EVAs in the upper level at
a coarse timescale and control the EVs in each aggregator at
a finer timescale [17].

There are mainly two advantages of this multi-timescale and
bilevel framework. First, as the prediction of the wind power
and EV charging load in the lower level (finer timescale) is
more accurate than the prediction accuracy in the upper level
(coarse timescale) [18], the lower level can adjust the charging
process of EVs based on upper level decisions to reduce the
deviation impact between the actual wind power in the lower
level and predicted wind power in the upper level. Second, as
the EVA collects all the charging requirements of EVs in the
lower level, the control policy for the EVA in the upper level
can be constructed based on the existing control policy in the
lower level and vice versa. If we improve the control policy
in one level, the improved control policy in the other level can
be quickly constructed based on this property.

Based on the discussions above, we consider the system
architecture, as shown in Fig. 1. The EVA collects the charging
requirements of all its EVs and passes them to the system
operator for the power dispatch. The existence of the EVA can
save a lot of computation and communication burden [19].
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At the upper level, the system operator focuses on a coarse
timescale scheduling to match the supply and demand in the
grid. It determines the optimal schedule plan for the wind
power generators, the thermal plants, and the EVAs. At the
lower level, each EVA focuses on a finer timescale scheduling
to satisfy the charging demand of its individual EVs based on
the upper level decisions. The uncertainties in this architecture
mainly come from the wind power prediction and the driving
plan prediction.

In the following, we will use MDP to formulate this
problem. The advantages of MDP lie in two aspects [20]:
1) it is an effective tool to solve the stochastic programming
problem with various approximate solution methods and 2) it
can comprise nonlinear constraints and binary variables.

III. PROBLEM FORMULATION

A. Assumptions

Before introducing the detailed MDP model for this
problem, the following assumptions are made.

1) The charging power for each EV is set to be constant.
2) There is enough power supply from the thermal plant.

Assumption 1 is the current practice as the constant
charging power can prolong the service time of the
battery [8]. Assumption 2 is used to ensure load bal-
ance when the wind energy cannot satisfy the charging
demand of EVs.

B. Upper Level MDP Model

1) State: The system state is defined as Xm =
[Wm , Nk

m , Ek
m], where m = m0, m0 + 1, . . . , M denotes the

stage index, k = 1, 2, . . . , K denotes the index for the EVA,
Wm is the wind power at stage m, and Nk

m and Ek
m denote the

number and total energy of parked EVs for the kth aggregator
at time m. The current decision epoch is m0 and the last
decision epoch is M .

The wind power Wm can be calculated by using the follow-
ing equation:

Wm =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Wcap, vrated < vm ≤ vcutout

Wcap

(
vm

vrated

)3

, vcutin ≤ vm ≤ vrated

0, otherwise

(1)

where vm denotes the wind speed at stage m, vcutin denotes the
cut-in speed, vcutout denotes the cut-out speed, vrated denotes
the rated speed, and Wcap denotes the wind capacity.

2) Action: The control action at the upper level is AU
m =

[P1
m, P2

m , . . . , P K
m ], where Pk

m denotes the dispatched power
for the kth aggregator as defined in the following:

Pk
m = Nk,c

m · P (2)

PEV
m =

K∑

k=1

Pk
m (3)

where P denotes the constant charging power for the EV, Nk,c
m

denotes the number of EVs to be charged in the kth aggregator
at time m, and PEV

m denotes the total power of the EV charging
load at stage m.

3) System Dynamics: Given the system state Xm and
action AU

m , the system dynamics are depicted as follows:

Nk
m+1 = Nk

m + Nk,in
m+1 − Nk,out

m+1 (4)

Ek
m+1 = Ek

m + Pk
m · TU + Ek,in

m+1 − Ek,out
m+1 (5)

where TU is the time interval between adjacent decision epoch,
Nk,in

m+1 and Nk,out
m+1 are the number of newly arrival and departure

EVs at the beginning of time m + 1, and Ek,in
m+1 and Ek,out

m+1 are
the total energy of newly arrival and departure EVs at the
beginning of time m + 1.

4) Constraints: For each EVA, the following constraints
should be satisfied:

0 ≤ Nk,c
m ≤ Nk

m (6)

δk
min · Nk

m · Ecap ≤ Ek
m + Pk

m · TU ≤ δk
max · Nk

m · Ecap (7)

0 ≤ Nk,in
m+1 ≤ Nk

reg − Nk
m

0 ≤ Ek,in
m+1 ≤ Nk,in

m+1 · Ecap (8)

0 ≤ Nk,out
m+1 ≤ Nk

m

0 ≤ Ek,out
m+1 ≤ Nk,out

m+1 · Ecap (9)

where Ecap denotes the battery capacity of the EV, δk
min and

δk
max denote the minimum and maximum average SOC of the

kth aggregator, and Nk
reg denotes the number of registered EVs

in the kth aggregator. Constraint (6) represents that the number
of EVs to be charged should be smaller than the number of
current parked EVs. Constraint (7) regulates the bound of
the energy level to ensure the driving needs of EVs from
a point of statistical view. Constraints (8) and (9) regulate
the bound for the number and total energy of the arrival and
departure EVs, respectively. These two constraints are used for
the simulation of the EV arrival and departure events in the
future.

5) Objective Function: As the responsibility of the system
operator is to improve the wind power penetration while
ensure load balance, the optimization of the matching degree
is considered in the objective function. Meanwhile, in order
to incent the participation of the EV drivers, the charging
cost should also be considered. Therefore, the one-step cost
function is defined as follows:

CU
m

(
Xm, AU

m

) = (1 − λ) ·
∣
∣Wm − PEV

m

∣
∣

max
(
Wm , PEV

m

)

+ λ · βm · max
(
PEV

m − Wm , 0
) · TU (10)

where PG
m = max(PEV

m − Wm, 0) is the required thermal
power to balance the demand, βm is the electricity price,
and λ is the weighting parameter. The first part in (10)
denotes the normalized mismatch gap between the EV charg-
ing load and the wind power. The small mismatch gap
means the large wind power utilization for EV charging.
The second part denotes the total charging cost. Based on
our experience [21], λ can be set as 3/ max(Wcap, Nreg P)
to rescale these two parts into commeasurable values, where
Nreg = ∑K

k=1 Nk
reg.
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The expected total cost is used as the objective function in
the upper level MDP model, which is shown in the following:

J U (μ, Xm0)

= Eμ

[
M∑

m=m0

{

(1 − λ) ·
∣
∣Wm − PEV

m

∣
∣

max
(
Wm , PEV

m

)

+ λ · βm · max
(
PEV

m − Wm , 0
) · TU

}]

(11)

where Xm0 is the initial state and μ is the scheduling policy.
The policy μ decides the specific action for the state, that is

μ(Xm) = AU
m ∀m = m0, m0 + 1, . . . , M. (12)

The objective is to find an optimal charging policy μ∗ that
minimizes the expected total cost (11), that is

min
μ∈�

J U (μ, Xm0 ) (13)

where � is the policy space of the upper level MDP model.
According to Fig. 1, at stage m0, the system operator will

solve this upper level MDP model and dispatch power Pk
m0

to
each EVA based on the policy μ∗.

C. Lower Level MDP Model

The lower level optimization is carried out in the aggregator
level. Each EVA independently controls the charging process
of its EVs. Due to the finer timescale in the lower level
decision, the wind power prediction and the EV moving
prediction are more accurate. Therefore, the lower level should
determine the optimal charging process for each EV based on
the dispatch power Pk

m0
and improved prediction information.

The details of this lower level MDP model are shown in the
following.

1) State: The system state for the kth aggregator in the

lower level is defined as Sn(k) = [Wn, Li(k)
n , Ei(k)

n ], where
n = n0, n0 +1, . . . , N is the stage index, i(k) = 1, 2, . . . , Nk

reg

is the EV index for the kth aggregator, Li(k)
n and Ei(k)

n are
the remaining parking time and remaining required charging
energy for the i th EV in the kth aggregator at stage n, and

Wn is the wind power at stage n. Li(k)
t and Ei(k)

t are defined
as follows:

{(
Li(k)

n > 0, Ei(k)
n ≥ 0

)
, if Ii(k)(n) = 1

(
Li(k)

n = 0, Ei(k)
n = 0

)
, if Ii(k)(n) = 0

(14)

where Ii(k)(n) = 1 if the i th EV is parked at stage n, otherwise
Ii(k)(n) = 0. The current decision epoch is n0 and the last
decision epoch is N .

2) Action: The control action for the kth aggregator

at stage n is AL
n (k) = [z1

n, z2
n, . . . , z

Nk
reg

n ], where zi(k)
n ,

i = 1, 2, . . . , Nk
reg is a binary variable that satisfies

zi(k)
n =

{
1 or 0, if Ii(k)(n) = 1
0, if Ii(k)(n) = 0.

(15)

zi(k)
n = 1 if the i th EV is selected to be charged at stage n,

otherwise zi(k)
n = 0. Thus, based on Assumption 1, the

charging energy for the i th EV at stage n is zi(k)
n · P · TL ,

where TL is the time interval between adjacent decision epoch
in the lower level.

3) System Dynamics: Given the system state Sn(k) and
action AL

n (k), the system dynamics are depicted as follows:
Li(k)

n+1 =
⎧
⎪⎨

⎪⎩

Li(k)
n − TL , if Ii(k)(n) = 1

τ
i(k)
n+1, if Ii(k)(n) = 0, Ii(k)(n + 1) = 1

0, if Ii(k)(n) = 0, Ii(k)(n + 1) = 0

(16)

Ei(k)
n+1 =

⎧
⎪⎨

⎪⎩

Ei(k)
n − zi(k)

n PTL , if Ii(k)(n) = 1

η
i(k)
n+1, if Ii(k)(n) = 0, Ii(k)(n + 1) = 1

0, if Ii(k)(n) = 0, Ii(k)(n + 1) = 0

(17)

where τ
i(k)
n+1 and η

i(k)
n+1 are both random variables, which denote

the parking time and the required charging energy for the i th
EV at stage n + 1, if the i th EV is driving at stage n and
begins to park at stage n + 1, respectively.

4) Constraints: The action AL
n (k) at stage n corresponding

to the state Sn(k) is constrained by the following constraints:

Pk
n = P ·

Nk
reg∑

i=1

zi(k)
n (18)

0 ≤ Ei(k)
n ≤ Ecap (19)

0 ≤ Ei(k)
n ≤ P · Li(k)

n . (20)

Constraint (18) represents the total charging power of the kth
aggregator. Constraint (19) denotes that the required charging
energy should not exceed the battery capacity. Constraint (20)
regulates that the remaining required charging energy at
stage n should not exceed the maximum charging energy that
can be provided during the remaining parking time. When
the EV departs, Li(k)

n will become zero which will require
that Ei(k)

n should also be zero. This ensures that the charging
demand is satisfied when the EV departs.

5) Objective Function: As the EV drivers in the aggregator
care about the charging cost, the responsibility of each aggre-
gator is to minimize the charging cost of its EVs. Therefore,
the one-step cost function is defined as follows:
if

TU

TL
(m0 − 1) + 1 ≤ n ≤ TU

TL
m0

C L
n

(
Sn(k), AL

n (k)
)=βnTL · max

(

Pk
n −(

Wn + PG
m0

) Pk
m0

PEV
m0

, 0

)

if n >
TU

TL
m0, C L

n

(
Sn(k), AL

n (k)
) = βnTL Pk

n (21)

where βn is the electricity price at stage n. Note that as
(n0 − 1)TL ≥ (m0 − 1)TU , there is no possibility that
n < (TU /TL) (m0 − 1) + 1. The first condition in (21)
indicates that the decision at stage n in the lower level is still
influenced by the upper level decision at stage m0. Therefore,
the charging cost is generated when the thermal power and
wind power provided by the system operator cannot satisfy the
actual demand of EVs in the lower level. The second condition
in (21) indicates that the upper level has not made any decision
yet at stage n. Therefore, the charging cost is totally afforded
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by the lower level. Pk
m0

/PEV
m0

is the power dispatch ratio that
means the power dispatch among aggregators is proportional
to the estimated total charging power of each aggregator in
the upper level.

The expected total cost is also used as the objective function
in the lower level, which is shown in the following:

J L(π, Sn0(k)) = Eπ

[
N∑

n=n0

C L
n

(
Sn(k), AL

n (k)
)
]

(22)

where Sn0 is the initial state and π is the scheduling policy
that satisfies π(Sn(k)) = AL

n (k).
The objective for the kth aggregator is to find an optimal

charging policy π∗ that minimizes the expected total cost (22),
that is

min
π∈	

J L(π, Sn0(k)) (23)

where 	 is the policy space of the lower level MDP model.
Due to the uncertainties and large number of EVs in this

bilevel MDP, it will face to the curse of dimensionality to
find the optimal policies for the upper level and lower level.
Therefore, in Section IV, we will introduce an approximate
solution methodology to solve this problem.

IV. SOLUTION METHODOLOGY

In this section, we will introduce a bilevel SBPI method
to approximately solve this problem. We will first introduce
the traditional SBPI, then introduce the details of the bilevel
SBPI, and prove the cost improvement property of the bilevel
SBPI in the end.

A. Traditional Simulation-Based Policy Improvement

The main idea of the SBPI (also called rollout) is to obtain
an improved policy from the given rule-based or heuristic-
based policy [17], [22], [23]. The SBPI updates the action
only for the current state, which can avoid traversing the whole
state space. The SBPI is an approximate solution method [24].
Compared with approximate dynamic programming method,
the SBPI uses the base policy to estimate the optimal value
function, which is less time-consuming and challenging [25].
In the SBPI, the Q-factor is used to evaluate the performance
of each state-action (St , At ) pair, that is

Qt (St , At ) = Ct (St , At ) + E[Vt+1(St+1)|St , At ] (24)

where Ct is the one-step cost function at stage t and
Vt+1(St+1) is the optimal value function of state St+1 at stage
t + 1, which can be depicted as follows:

Vt+1(St+1) = E

⎡

⎣
T∑

j=t+1

C j (Sj , π
∗(Sj )|St+1)

⎤

⎦ (25)

where T is the last stage and π∗ is the optimal policy. The
optimal action regarding St is

A∗
t = arg min

At ∈A
Qt (St , At ) (26)

where A is the action space.

Fig. 2. Flowchart of the bilevel SBPI.

However, the optimal policy in Vt+1(St+1) is not known
a priori (otherwise, we have already solved this problem).
As there exist many (rule-based or heuristic-based) base poli-
cies in practice, the SBPI uses the base policy and simulations
to approximate the optimal value function and its expectation.
Therefore, the Q-factor is approximated by

Q̂t (St , At ) = Ct (St , At )+ 1

Ma

Ma∑

m=1

T∑

j=t+1

[C j (Sj , π
b(Sj ))|ζm]

(27)

where Ma denotes the number of sample paths, ζm denotes
the randomness in the mth sample path, and πb denotes the
base policy. The SBPI chooses the action, which minimizes
the approximate Q-factor, that is

π I (St ) = arg min
At ∈A

Q̂t (St , At ) (28)

and π I denotes the improved policy.
Note that the Q-factor of each action in (27) can be

parallelly computed to reduce the computation time. The
SBPI can be applied online and it can ensure J (π I , S1) ≤
J (πb, S1) [22].

B. Bilevel Simulation-Based Policy Improvement

As the EV load scheduling problem is formulated as a
bilevel MDP, the traditional SBPI should be modified to take
advantage of this bilevel architecture. In the following, we will
call this modified SBPI as the bilevel SBPI.

In the bilevel architecture, the lower level collects the
charging requests and passes them to the upper level. Then,
the upper level makes the decision and passes it to the lower
level. The bilevel SBPI is applied in a similar way. Fig. 2
shows this algorithm. Let Sn = [Sn(1), . . . , Sn(K )]. Then, the
upper level state Xm can be considered as the state aggregation
of the lower level state Sn , i.e., Sn ∈ Xm . The algorithm is
summarized as follows.

Step 1: At stage m0, the EVA and the wind farm gener-
ate Ma future sample paths of EV parking events
and wind power, respectively. The number and the
energy of the arrival and departure EVs in the future
will be computed based on these sample paths and
passed to the system operator.

Step 2: The lower level chooses a base policy πb. The upper
level constructs the base policy μb based on πb
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in the lower level. The construction rule can be as
follows, ∀n = (m − 1)TU/TL + 1 :
μb(Xm) = P · [

πb(Sn(1)) · 1, . . . , πb
n (Sn(K )) · 1

]

(29)

where 1 is the column vector with unit elements.
Step 3: The upper level obtains an improved policy μI from

the base policy μb by using SBPI.
Step 4: Then, the lower level updates the base policy (πb

to πb
′
) by projecting μI to the lower level, i.e.,

∀k = 1, 2, . . . , K ,∀n = n0, n0 + 1, . . . , n0 + α − 1

πb
′
(Sn(k)) · 1 = μI (Xm0)(k)/P (30)

where μI (Xm0)(k) denotes the kth element in
μI (Xm0). Equation (30) means that the kth aggrega-
tor in the lower level should select μI (Xm0)(k)/P
EVs to charge. The selection rule for charging can
be heuristic, e.g., randomly pick μI (Xm0)(k)/P
EVs to charge or pick μI (Xm0)(k)/P EVs that have
the lowest SOC or shortest remaining parking time
to charge.

Step 5: Based on the updated base policy πb
′
, the lower

level obtains the improved policy π I at each deci-
sion epoch between n0 and n0 + α − 1 by using
SBPI and the newly generated sample paths of wind
power and EV parking events.

Step 6: Set m0 = m0 + 1, jump to Step 1.

Note that although several EVA need optimization in Step 5,
the optimization for each EVA can be parallelly computed to
reduce the computation time. Furthermore, the action space in
the lower level can be largely reduced by implementing the
following steps. First, group the parked EVs by their remaining
parking time. Second, obey the following rule to select the EVs
to charge in each group, i.e., pick the EVs by their remaining
required charging energy in descent order. These two steps
can reduce large amounts of suboptimal actions. The details
of the SBPI for the lower level optimization can be found in
this paper [23].

C. Cost Improvement Property of Bilevel SBPI

In this section, we will prove the cost improvement property
of the bilevel SBPI, i.e., J L(π I , Sn0 ) ≤ J L(πb, Sn0 ). As intro-
duced that the upper level state Xm is the state aggregation
of the lower level state Sn , we will use this aggregation
characteristic to demonstrate the cost improvement property.
In the proof, we will assume that the one-step cost function
for the lower level is C(Sn, π(Sn)) = βnTL · max(

∑K
k=1 Pk

n −
Wn, 0) and the cost function for the upper level is similar with
Pk

n replaced by Pk
m and TL replaced by TU . ∀m and n satisfy

n = (TU /TL)(m − 1) + 1, let

εu
m = max

Si
n,S j

n ∈Xu
m

∣
∣J L(

π, Si
n

) − J L(
π, S j

n
)∣
∣ (31)

represents the maximal aggregation error in the aggregated
state Xu

m , where the superscripts in Xm and Sn denote
the specific states in the upper level and lower level

state space, respectively. Let εm = max{Xu
m∈Xm } εu

m , then there
are the following theorems.

Theorem 1: ∀m, n satisfy n = (TU/TL)(m − 1) + 1 and
the relationship between upper level policy μ and lower level
policy π satisfies (29) or (30), then there is

∣
∣JU (

μ, Xu
m

) − J L(
π, Sl

n

)∣
∣ ≤

M∑

τ=m

ετ ∀Sl
n ∈ Xu

m . (32)

The proof for Theorem 1 is given in Appendix A. Theorem 1
shows the performance difference between the states in the
lower level and their aggregated state in the upper level. Note
that when M → ∞ and the discounted factor γ is used,
εm → ε and the bound can be reduced to ε/(1 − γ ), which is
consistent with the bound in [26].

Theorem 2: Let δm = J U (μb, Xm) − J U (μI , Xm), εLU
τ ,

and εUL
τ denote the aggregation error from lower level to upper

level and from upper level to lower level, respectively, then
there is

J L(
πb

′
, Sl

n

) − J L(
πb, Sl

n

) ≤
M∑

τ=m

εLU
τ +

M∑

τ=m

εUL
τ − δm

J L(
πb

′
, Sl

n

) − J L(
πb, Sl

n

) ≥ −
(

δm +
M∑

τ=m

εLU
τ +

M∑

τ=m

εUL
τ

)

.

(33)

Especially, when δm ≥ ∑M
τ=m εLU

τ + ∑M
τ=m εUL

τ , there is

J L(πb
′
, Sl

n) ≤ J L(πb, Sl
n).

The proof for Theorem 2 is given in Appendix B. Theorem 2
shows the performance difference between the lower level
policies πb and πb

′
. It is notable that it has been proved

in [22] that J L(π I , Sl
n) ≤ J L(πb

′
, Sl

n) and J U (μI , Xm) ≤
J U (μb, Xm). Therefore, when the last condition in Theorem 2
is satisfied, it can ensure J (π I , Sn0 ) ≤ J (πb, Sn0 ).

In our problem, the aggregation error comes from the
EVA as it aggregates the EV information and neglects the
detailed charging requirement of each EV in the lower level.
This causes the inconsistency between the lower level model
and the upper level model. Fortunately, as the performance
improvement δm of the upper level is usually significant, the
cost improvement property of this bilevel SBPI still holds,
which will be demonstrated in the numerical experiments.

V. NUMERICAL RESULTS

A. Parameter Settings

In this section, we will use the real wind data and vehicle
data to demonstrate the effectiveness of our model and method.
The wind speed at 12 m-height is collected at a weather station
in Tsinghua University [27]. The Vestas V100-2 MW wind
turbine is used [28] and its specification is shown in Table I.
As the height of the wind turbine is 100 m, the wind speed at
this height can be obtained by using the following equation:

Vh1 = Vh2

(
h1

h2

)σ

(34)

where in our experiment h1 = 100 m, h2 = 12 m, and
σ = 1/7 [29]. Based on the experiment settings in [16],
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Fig. 3. Wind power at 1-h-timescale and 15-min-timescale.

Fig. 4. Probability of the vehicle departure and arrival event.

TABLE I

PARAMETER SETTINGS OF THE WIND GENERATOR AND EV

we assume the wind power follows normal distribution. The
mean value is the actual generated wind power at 1-h-timescale
and 15-min-timescale, which is shown in Fig. 3. The standard
deviation is 10% of the mean value.

The vehicle data in Beijing are used to simulate the parking
event in the future [30]. Fig. 4 shows the probability of the
vehicle arrival and departure event for going to work and going
home. The trip distance is shown in Fig. 5 and the fitting
function is the power-law function with the cutoff, which is
shown in the following:

f (xd) ∝ x−a
d e−bxd (35)

where xd is the trip distance and f is its probability distribu-
tion. The values of a and b are estimated as 0.5065 and 0.0735,
respectively. Based on these probability distributions, we can
generate the EV arrival time, departure time, and trip distance
by randomly sampling. The required charging energy for each
parking event can be computed by using the trip distance xd

and the electric drive efficiency w. The specification of the
EV comes from BYD e6 [31] and is shown in Table I.

In the experiment, we will consider this scheduling problem
on a daily basis. The timescales for the two levels are shown

Fig. 5. Statistical data and fitting distribution of the trip distance.

Fig. 6. Electricity price and total charging power in different charging
policies.

in Table I and the electricity price for commercial usage
in Beijing is shown in Fig. 6. δk

max and δk
min are set to

be 1 and 0.25 for the upper level, respectively. We first conduct
the experiment of five aggregators with 100 EVs in each,
and then conduct the experiment of three aggregators with
1000 EVs in each. The action space is limited to 10 000 and
Ma = 50 sample paths are used to estimate the Q-factor based
on the above probability distributions. This experiment is run
on a desktop with an Intel Core2 2.8-GHz CPU and 4-GB
memory. The following three control policies are considered
to compare.

1) Greedy Charging: Each EV will be charged to the full
state as soon as possible. This is the current control
strategy for the EV charging.

2) Delayed Charging: Each EV will be postponed to charge
as long as possible. This policy can utilize the low
electricity price at early morning and late night to save
the charging cost.

3) Bilevel Charging: This is our proposed method. The
charging policy is obtained by using the bilevel SBPI,
where the greedy charging policy is chosen as the base
policy.

B. Charging Cost and Matching Degree Analysis

The total charging power of these three control policies
are shown in Fig. 7. In the experiment settings, each EV
has a charging requirement at the initial stage and requires
to finish all the charging requirements at the last stage. This
causes the total charging power at the first stage and last
stage are not the same. As can be seen in Fig. 7, the greedy
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Fig. 7. Wind power and total charging power in different charging policies.

policy performs worst during the early morning. The total
charging power of the greedy policy keeps decreasing within
this period, while the wind power keeps increasing during this
period. In contrast, the delayed charging policy and the bilevel
charging policy can make the EV charging power follow the
wind power. Due to this reason, the total charging costs of the
greedy policy, delayed charging policy, and bilevel charging
policy are 2609.3, 1237.4, and 1623.2 RMB, respectively.
Note that as the system operator not only focuses on the
charging cost optimization, but also focuses on the matching
degree optimization. This makes that the charging cost of the
bilevel charging policy is not the smallest among the three
control policies.

The main difference between the bilevel charging pol-
icy and delayed charging policy is within the time
period (7:00–20:00). It can be found that the biggest variation
of the wind power appears within the time period (7:00–9:00).
The bilevel charging policy will make the charging power
follow the wind power within (7:00–9:00) as much as possible,
while the delayed charging policy does not consider the match-
ing between the wind power and EV charging load. By defin-
ing the matching degree as 1 − |Wm − PEV

m |/ max(Wm , PEV
m ),

the average matching degree of the greedy policy, delayed
charging policy, and bilevel charging policy are 0.2083,
0.1758, and 0.3408, respectively. Due to this increased match-
ing degree, the total spilled wind energy is reduced by
527.8 kWh in the bilevel charging policy compared with the
delayed charging policy. This demonstrates that the bilevel
charging policy can have a good balance between charging
cost optimization and matching degree optimization.

Note that, the bilevel charging policy is obtained based on
the greedy policy. It can be found that the improvement of
the bilevel charging policy is significantly compared with the
greedy charging policy. This demonstrates the effectiveness of
the bilevel SBPI method.

C. Pricing and Load Shifting Effect

Fig. 6 shows the relationship between the electricity price
and the total charging power in these control policies. It can
be found that both the delayed charging policy and the
bilevel charging policy have high charging power during time
periods (1:00–6:00) and (23:00–1:00) when the electricity
price is cheap, while the greedy policy has high charging

Fig. 8. Load patterns of the three charging policies.

power during time period (18:00–22:00) when the electricity
price is expensive. Due to this reason, the average unit prices
for charging the greedy charging policy, delayed charging
policy, and bilevel charging policy are 0.3448, 0.1641, and
0.2146 RMB/kWh, respectively.

It is also important to analyze the impact of the EV charging
load to the base load in the grid. Fig. 8 shows the total load
of the three control policies compared with the base load. The
base load is the rescaled load of a typical working day in
Beijing (the rescaled factor is 1/1000). This rescaled operation
can make the base load and the EV charging load comparable.
From Fig. 8, it can be seen that all three policies can fill the
valley of the base load. However, the greedy policy also largely
increases the peak of the base load, while the other policies
slightly increase the peak of the base load. In the base load,
the peak-valley gap is 2852 kW. The greedy policy increases
this gap to 3233.7 kW, while the delayed charging policy and
the bilevel charging policy decrease this gap to 2716.5 and
2735.2 kW, respectively. This shows that the scheduling of
EV charging load is helpful to the load shifting.

D. Inconsistency Analysis of the Bilevel Model

As each EVA should aggregate the charging demand of its
EVs and pass it to the upper level, some information will be
lost during this aggregation, such as the state of the individ-
ual EV. Therefore, it is necessary to analyze the inconsistency
between the lower level model and the upper level model. Figs.
9 and 10 show the state transition of the number and total
energy of parked EVs in each aggregator. These information
can be accurately provided by each EVA. It can be found
that most of the EVs are driven at 7:00 and 17:00 for going to
work and going home. The total energy of parked EVs reaches
its peak at 11:00 and 23:00. This shows that the charging
demand of EVs can be satisfied before departure when the
bilevel charging policy is implemented.

Fig. 11 shows the estimated charging power in the upper
level and the actual charging power in the lower level.
It can be found that the main differences exist in time
periods (1:00–6:00) and (22:00–24:00). These differences are
caused by the inconsistency between the upper level model
and lower level model. During these periods, the number of
EVs that needs to be charged is very large but the upper level
has no information about the detailed charging demand of all
the individual EVs. This causes the large gap of the charging
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Fig. 9. Number of parked EVs in each EVA.

Fig. 10. Total energy of parked EVs in each EVA.

Fig. 11. Total charging power in the upper level and lower level with the
minimum average SOC δk

min set as 0.25.

power between the lower level and upper level. Due to this
reason, the optimized matching degree in the upper level is
reduced from 0.6319 to 0.3408 in the lower level. Therefore,
it is important to change the value of δk

min for each aggregator
at each decision epoch based on the actual charging demand in
the lower level. Fig. 12 shows the estimated charging power
in the upper level when the minimum average SOC δk

min is
increased. In this case, δk

min is set to be 0.85 during time period
(2:00–6:00). Due to this increase of the minimum energy level,
the gap between the upper level estimation and the lower level
realization can be reduced. When using our method in practice,
the value of δk

min can be set based on the power gap between
lower level and upper level in the previous day as the daily
driving habits of EVs are similar.

E. Effectiveness of Multi-Timescale Charging Control

As the upper level and lower level have different timescales,
we should compare the multi-timescale charging control policy

Fig. 12. Total charging power in the upper level and lower level with the
increased minimum average SOC.

TABLE II

PERFORMANCE OF THE MULTI-TIMESCALE AND SINGLE-TIMESCALE
CHARGING CONTROL POLICIES

with the single-timescale control policy. The aforementioned
greedy policy and delayed policy can be considered as the
single-timescale control policies, which are applied in the
lower level. Therefore, we additionally consider the single-
timescale control policy applied in the upper level. This single-
timescale policy makes the same upper level decisions as our
method and follows Step 4 in our algorithm to heuristically
dispatch power to all the EVs in the lower level. The perfor-
mance of these single-timescale and multi-timescale control
policies is shown in Table II, where MD represents average
matching degree and AUP represents average unit price for
charging. It can be seen that as there is no multistage optimiza-
tion for the lower level in the single-timescale control policy,
the total charging cost and the average charging price are
increased compared with the multi-timescale control policy.
This increased cost can be considered as the penalty for
the short-sighted lower level decision making in the single-
timescale control policy. Table II also shows that the peak-
valley gap of the multi-timescale control policy is also smaller
than the single-timescale control policy, while the matching
degree of the former is slightly reduced compared with the lat-
ter. Therefore, it demonstrates that it is necessary to implement
multi-timescale optimization for the upper level and lower
level.

F. Scalability Analysis

One of the main advantages of the bilevel scheduling is that
it can reduce the computation burden. Therefore, we conduct
another experiment of three aggregators with 1000 EVs in
each. With the bilevel architecture, the average running time
for each decision epoch is about 12.9 min. In contrast, if
no aggregator is used and the centralized optimization is
used, the average running time for each decision epoch will
be about 26.7 min [23]. This demonstrates that the bilevel
scheduling can speed up the optimization. The performance
of these three policies is shown in Table III. Note that as the
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TABLE III

PERFORMANCE OF THE POLICIES FOR A LARGE-SCALE PROBLEM

number of EVs is large, the total charging power is larger than
the base load in Fig. 8. This causes the increase of the peak-
valley gap in these control policies. From Table III, it can be
found that the greedy charging policy performs the worst. The
bilevel charging policy performs well both on the charging cost
optimization and the matching degree optimization, while the
delayed charging policy only performs well on the charging
cost optimization. Due to this reason, the total spilled wind
energy of the bilevel charging policy is 1581.5 kWh compared
with 2807.2 kWh in the delayed charging policy.

VI. CONCLUSION

In this paper, a bilevel and multi-timescale scheduling prob-
lem is considered to match the EV charging load with the wind
power. The bilevel MDP is used to formulate this stochastic
programming problem. We propose a bilevel SBPI method
to approximately solve this problem. The cost improvement
property of this method is also proved. Numerical results
demonstrate that our method can improve the wind power
utilization and decrease the charging cost for a large number
of EVs.

APPENDIX A
PROOF OF THEOREM 1

Proof: We prove it by induction. At stage M , there is
n = TU (M − 1)/TL + 1 and

J U (
μ, Xu

M

) =
∑

i

q
(
Si

n

∣
∣Xu

M

)
E

[
N∑

τ=n

C
(
Si
τ , π

(
Si
τ

))∣
∣Si

n

]

=
∑

i

q
(
Si

n

∣
∣Xu

M

)
J L(

π, Si
n

)

where q(Si
n |Xu

M ) denotes the probability that the lower level
state is Si

n when the upper level state is Xu
M . We have the

following relationship:
J U (

μ, Xu
M

) − J L(
π, Sl

n

)

≤ (
J L(

π, Sl
n

) + εM
) − J L(

π, Sl
n

) = εM

J U (
μ, Xu

M

) − J L(
π, Sl

n

)

≥ (
J L(

π, Sl
n

) − εM
) − J L(

π, Sl
n

) = −εM .

Then, there is |JU (μ, Xu
M ) − J L(π, Sl

n)| ≤ εM .
Suppose at stage m + 1, there is |JU (μ, Xu

m+1) −
J L(π, Sl

n+α)| ≤ ∑M
τ=m+1 ετ , then at stage m, there is

J U (
μ, Xu

m

) =
∑

i

q
(
Si

n

∣
∣Xu

m

)

⎧
⎨

⎩
E

[
n+α−1∑

τ=n

C
(
Si
τ , π

(
Si
τ

))∣
∣Si

n

]

+
∑

j

P
(
S j

n+α

∣
∣Si

n , π
(
Si

n

))
J U (

μ, Xu
m+1

)

⎫
⎬

⎭

where α = TU /TL and P(S j
n+α |Si

n, π(Si
n)) denote the transi-

tion probability that the lower level state at stage n+α is S j
n+α

when the lower level state at stage n is Si
n and action π(Si

n)
is chosen. Based on the assumption at stage m + 1, there is

JU (
μ, Xu

m

) ≤
∑

i

q
(
Si

n |Xu
m

)

⎧
⎨

⎩
E

[
n+α−1∑

τ=n

C
(
Si
τ , π

(
Si
τ

))∣
∣Si

n

]

+
∑

j

P
(
S j

n+α

∣
∣Si

n, π
(
Si

n

))
(

J L(
π, S j

n+α

) +
M∑

τ=m+1

ετ

)⎫
⎬

⎭

=
∑

i

q
(
Si

n |Xu
m

)
J L(

π, Si
n

) +
M∑

τ=m+1

ετ

≤ J L(
π, Sl

n

) + εm +
M∑

τ=m+1

ετ ≤ J L(
π, Sl

n

) +
M∑

τ=m

ετ .

Similarly, there is JU (μ, Xu
m) ≥ J L(π, Sl

n)−∑M
τ=m ετ . Then,

we can have

∣
∣JU (

μ, Xu
m

) − J L(
π, Sl

n

)∣
∣ ≤

M∑

τ=m

ετ ∀Sl
n ∈ Xu

m .

�

APPENDIX B
PROOF OF THEOREM 2

Proof: It is proved in [22] that δm ≥ 0. By using
Theorem 1, there is the following relationship:
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By combining inequations (36) and (37), (33) can be obtained.
When δm ≥ ∑M

τ=m εLU
τ + ∑M

τ=m εUL
τ , we can obtain

J L(πb
′
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n) ≤ J L(πb, Sl
n) from (36). �
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