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Abstract—After the adoption of new data protection regu-
lations, like GDPR, proper treatment of privacy throughout
the system development lifecycle has become a must. In this
paper, we discuss several aspects to more easily and effectively
integrate privacy engineering in system development and how to
bring the notion of privacy-by-design into practice. We propose
the new W-model as a privacy-aware extension of the V-model
frequently used in software engineering. One stage of the W-
model deals with analyzing privacy in the system where privacy
engineers conduct a privacy impact assessment in order to elicit
privacy threats and to find a suitable countermeasure to remedy
each threat. With respect to finding suitable countermeasures,
we provide requirements the countermeasures need to meet in
order to be selected. In addition, we introduce a cost function
that assists privacy engineers in selecting the most suitable
countermeasure. Furthermore, we point out several open issues
that future work needs to address.

I. INTRODUCTION

The era of big data puts Service Providers (SPs) in a position

to collect, process, store and share an enormous amount of

users’ data. Generally, collecting, processing, storing, and

sharing data between several parties yield a better functionality

of services, provide better decision making, and more accurate

estimation of, e.g., future demand. As a downside of these

benefits, users’ privacy is put at risk. In particular, SPs

frequently collect sensitive data and Personally Identifiable

Information (PII), from which further sensitive information

may be inferred about data subjects. To cope with this situa-

tion, the development of new laws and regulations to control

the related operations on personal data (including collecting,

processing, storing, and sharing) became necessary. The recent

European General Data Protection Regulation (GDPR), which

is enforced since May 2018, has made a world-wide impact

way beyond Europe. In Japan, the amended Japanese Act on

the Protection of Personal Information (APPI) is in full effect

since May 2017. Such regulations are essential to define how

and for what purpose SPs are entitled to collect, process, and

share individuals information.
One of the aspects the GDPR strongly highlights is data-

protection-by-design. Data-protection-by-design implicitly en-

courages both academia and industry to advance the research

in the field of Privacy-by-Design (PbD) as PbD is seen as

data-protection-through-technology design [1]. PbD requires

a sound privacy engineering methodology to be followed

throughout the development phases of any system or appli-

cation. The benefit of such a methodology summarizes in

translating and mapping the high-level requirements acquired

from a specific regulation, e.g., GDPR, onto a more detailed

level consisting of technical requirements and measures.

Engineering PbD has been addressed in the literature [2–

5]. However, the applicability of such an engineering process

is still questionable [6–8]. To enhance the applicability of a

privacy engineering methodology, it is often integrated into

software development lifecycle (SDLC) forming a holistic

engineering methodology to introduce privacy-enhanced sys-

tems. Privacy, in general, and PbD have been discussed to be

integrated into common SDLCs including the Agile [4, 9] and

the Waterfall models [4].

One of the old but still very common SDLC models that

is widely used among, e.g., the automotive industry, is the

V-model [10–12]. The V-model is preferred to be used in

scenarios where clear phases of the development process are

required with clear documentation of each phase for, e.g.,

safety purposes. As the V-model has not been discussed with

the consideration of privacy engineering and PbD, we intro-

duce a privacy-aware V-model, which we call the W-model.
The proposed W-model provides both system and privacy

engineers following the V-model for software development

with a systematic approach to integrate the PbD into the

development process in order to introduce privacy-enhanced

systems.

An essential part of the W-model is conducting a Privacy

Impact Assessment (PIA). The goal of conducting such a

process is two-fold; 1.) to elicit privacy threats, and 2.)

to find the corresponding technical measures to mitigate

the elicited threats. One of the common and widely used

PIA processes is LINDDUN [13]. LINDDUN elicits privacy

threats in a process called the problem-space and suggests

the corresponding, potential, mitigation measures in a process

called the solution-space. The problem-space has been further

improved [14–18] by, mainly, enriching the process of threat

elicitation with knowledge on the system level including the

interactions among system components. This consideration

results in improving the accuracy of the elicited threats [14].
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Enhancing the solution-space process has not been tackled yet

even though such a process is a key to introduce a resilient

privacy-enhanced design of the system. In order to enhance the

process of the solution space, we provide critical discussion

including formal requirements a countermeasure (CM) needs

to meet in order to be selected. Such requirements help in

the transition to the process of designing a privacy-enhanced

architecture (PEAR) [19].

The rest of this paper is organized as follows: we provide

a brief discussion on both the V-model and PRIPARE in

Section II, which serves as the basis of the proposed W-model

in Section III. Section IV critically discusses the privacy-

centric stages within the W-model. Furthermore, we point out

the open issues future work should consider in Section V

before concluding the paper in Section VI.

II. BACKGROUND

We now briefly describe the bases of the W-model; the V-

model as a SDLC, and PRIPARE as a PbD methodology.

A. The Classical V-Model

The V-model [20] is a generic software development model

that addresses several steps of the development process. It is

widely used, e.g., in the automotive industry [10–12], because

of its simplicity and clear documentation phases which make

tracking issues during the development process easier. Gener-

ally, the steps of system development based on the V-model

are divided into two main categories; the system definition
steps and the verification steps. In system definition, system

developers define the system requirements that properly re-

flect the high-level business requirements. Thereafter, system

engineers come up with both a high- and low-level design

of the system. Then, the implementation phase takes place

before the verification steps start. Verification steps include

testing at both unit and system levels. The verification steps

are to ensure that the functionality the implemented system

offers meets the requirements defined at earlier stages of

the development. If any of the requirement is not met, then

system developers are required to modify the design to ensure

that all requirements are met. Upon accepting and releasing

the system, system’s operations are examined and maintained

throughout its lifecycle.

B. PRIPARE

We take PRIPARE [4] as an example of a well-established

PbD methodology with clear phases. Our goal is to address

PbD phases and reflect them in the V-model so that developing

privacy-preserving systems based on the V-model becomes

easier and more systematic. PRIPARE recognizes 8 main

phases of the PbD methodology; analysis, design, implementa-
tion, verification, release, maintenance, decommissioning, and
environment & infrastructure.
The analysis phase includes addressing high-level require-

ments and discovering privacy issues through conducting a

PIA. The design phase refers to defining an architecture that

meets the predefined (functional and non-functional) require-

ments. The implementation phase refers to implementing the

pre-designed PEAR. Moreover, the implemented system is

verified against the requirements during the verification phase

of PRIPARE. Furthermore, PRIPARE’s phase of release points

out the necessity of a response plan upon releasing the system.

Maintenance and decommissioning deals with periodically

assessing the system after the release, and implementing the

necessary CMs in case of any new requirement. Finally,

PRIPARE’s phase of environment & infrastructure addresses

advocating and enhancing the privacy-awareness among the

organization’s units.

III. THE W-MODEL

Privacy and privacy-related activities are not specifically

addressed in the classical V-model. Moreover, the V-model has

not been addressed in PbD methodologies like PRIPARE [4].

In this section, we present our proposal for a privacy-aware

variant of the V-model: the W-model. The W-model integrates

PbD into the original V-model and thus suggests modifying

the original stages while also introducing new stages to the

V-model that explicitly address privacy aspects. Our proposed

W-model is shown in Figure 1.

Fig. 1: The W-Model

The W-model suggests to fundamentally change the clas-

sical stages of the V-model to consider privacy. This reflects

the environment & infrastructure phase PRIPARE proposed

which promotes privacy awareness among the organization

and throughout the whole lifecycle of a system. Considering

privacy in such a way fosters the understanding of PbD

within an organization, and enhances the efficiency of the

development of privacy-preserving systems. This is due to

considering privacy already at the early stages of develop-

ment, i.e., at business requirements and system requirements.

Besides considering privacy during each phase of the system

lifecycle, we foresee a necessity of introducing impartial stages

that explicitly address privacy in the system lifecycle. These

stages are the privacy analysis stage which includes the PIA,

and the PEAR which includes both privacy-preserving high-

level design, and privacy-preserving low-level design. In the

following, we briefly describe each stage of the W-model.

• Business Requirements: This stage represents forming the

business requirements out of an idea developed by the
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management or by public demand. The W-model suggests

to, informally, consider user’s privacy at this early stage in

such a way to change obvious privacy-violating require-

ments to more privacy-considered requirements. With

the help of the privacy-aware environment established

within the organization, this stage might explicitly include

privacy requirements as part of the business requirements,

e.g., to comply with a specific regulation such as GDPR.

• System Requirements: System engineers keep user’s pri-

vacy in mind while mirroring the business requirements

into the system requirements and report any potential

violations of privacy to the higher business units. More-

over, they document their findings of potential privacy

violations to the subsequent stages’ teams so that these

violations are taken care of. System engineers are not

required to perform any formal PIA at this stage. Con-

ducting a PIA is one of the later tasks of privacy engineers

that needs to be addressed at the privacy analysis stage.

Privacy engineers are system engineers whose explicit

task is addressing privacy in the system development.

• High-level design: System engineers construct a high-

level design of the system requirements. This design

is a somewhat privacy-preserving design of the system.

In particular, this somewhat privacy-preserving design

serves as an initial design to enable privacy engineers per-

forming privacy analysis and further refining the design

to be fully privacy-preserving in the subsequent stages.

• Privacy Analysis: This stage is the first newly introduced

stage in the W-model which is, entirely, privacy-centric.

At this stage, a team (or teams depending on the scale of

the system) consisting of privacy engineers and legal ad-

visors, analyze the initial design of the system so that it is

privacy-preserving and regulation-compliant. Analyzing

privacy in the system summarizes in conducting a PIA for

which an initial design of the system is required. This is

where the previous somewhat privacy-preserving design
of the system serves as the initial design that needs to be

further analyzed at this stage. In particular, the task of the

privacy engineers, at this stage, is two-fold: 1.) to elicit

privacy threats in the initial design of the system, and 2.)

to find suitable CMs for the elicited threats. Furthermore,

throughout this step, privacy engineers conclude privacy

requirements which need to be reflected in the initial

design of the system through the selected CMs. Often,

the defined privacy requirements at this stage conflict with

either business or system requirements. In such a case,

privacy engineers report the conflicting requirements to

the corresponding team to find appropriate solutions to

such conflicts.

• Privacy-Enhanced Architecture (PEAR): The stage of

designing PEARs [19] is divided into two sub-stages:

– Privacy-Preserving High-Level Design: At this sub-

stage, a team of privacy and system engineers together

address both the defined system and privacy require-

ments and reflect them in the previous— somewhat

privacy-preserving—design. The focus here is re-

stricted to the high-level components of the system and

the interaction among them.

– Privacy-Preserving Low-Level Design: Here, both sys-

tem and privacy engineers construct a lower abstraction

of the privacy-preserving high-level design of the sys-

tem. That is, addressing and designing the low-level

components of each of the high-level ones. Therefore,

the design at this point is suitable to start the imple-

mentation process in the next stage.

The goal of these two design phases is to come up

with a privacy-enhanced architecture [19] that meets both

pre-defined business and privacy requirements (or the

balanced requirements in case of a conflict).

• Implementation: At this stage, system developers imple-

ment the designed PEAR of the system. An interaction

between system developers and privacy engineers may

take place to clarify some critical aspects with respect

to privacy. Thus, prior knowledge of privacy through

the enhanced privacy culture within the organization—

as addressed by the environment & infrastructure—
reduces the, sometimes, unnecessary interaction between

developers and privacy engineers. This interaction has the

potential to decrease the time-efficiency of the overall

development process. Therefore, limiting this interaction

to include only the necessary aspects, enhances the time-

efficiency of the overall development process.

• Unit Testing: The goal here is to make sure that the

low-level components execute as intended including the

designed privacy-related components.

• Integration Testing: Here, a team of system verifiers

(including both system and privacy engineers) ensures

that the interaction of the low-level components executes

as intended without posing privacy risks in the system.

• System Testing: System verifiers, at this point, ensure that

the implemented system meets both the predefined system

and privacy requirements while reporting any mismatch

to the corresponding team.

• Acceptance Testing: This is to ensure that the system,

which is about to be released to the public, meets the

business requirements (including privacy and compliance

requirements) defined at an earlier stage of development.

Upon accepting the designed system, the developing

organization releases the system while establishing com-

prehensive practices as a response in case of incidents

such as, e.g., data breaches.

• Operations & Maintenance: This stage deals with main-

taining the operation of the system while capturing

newly emerging requirements including privacy-related

ones through a periodic legal and technical assessment.

Hence, their implication is incorporated in the system.

Furthermore, in case of a privacy incident such as, e.g.,

a data breach, the response plan created upon releasing

the system has to be conducted accordingly.
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We conclude here that the W-model incorporates all PbD

phases PRIPARE suggested, and integrates them into the V-

model SDLC. We foresee the W-model to be used in organi-

zations that follow the V-model for software development and

that wish to design and introduce privacy-preserving systems.

IV. ANALYSIS OF THE PRIVACY-CENTRIC STAGES

We restrict our focus to be on the privacy-centric stages,

shown in Figure 2, and we point out some open issues that

need to be investigated. We further provide first insights

on possible approaches toward a systematic solution that

potentially leads to a robust privacy-enhanced system design.

Fig. 2: Our focus in the rest of this paper is 1.) the solution

space and 2.) the transition to PEARs.

A. Critical Issues of The Privacy-Centric Stages

The issues we report in this paper summarize mainly in

the handover from the defined privacy threats in the privacy

analysis to the PEAR. This handover includes the sub-stage of

the solution-space and the transition to the PEAR. In particular,

we define the following issues:

• In the solution space: Selecting one CM to each
elicited threat. Most PIA methodologies, including

LINDDUN [13], suggest a set of possible solutions—

CMs often in the form of Privacy Enhancing Technolo-

gies (PETs)— to address one privacy threat. The issue,

therefore, is that privacy engineers struggle in selecting

one CM to one elicited threat. Furthermore, the struggle

increases in case of a large-scale system in which many

privacy threats are elicited and, thus, several sets of

possible CMs are present.

• In the transition to PEARs: Often, the only aspect that

is considered in selecting a CM (out of the possible set

of CMs) is its fit to the elicited threat. The system level,

as well as the scenario the threat applies in, are often

disregarded in the CM-selection process. This may lead

to the issue that the selected CM in the solution space

process is unsuitable to be used in the system, despite the

fact that, the same CM remedies the effect of a similar

threat in other scenarios. For example, secure multiparty

computation remedies the threat of information disclosure

at a process, however, it is not applicable in scenarios

where only one entity is foreseen in the system.

Those issues have not been addressed nor pointed out by

previous work as the focus was mainly on enhancing the threat

elicitation and risk assessment processes [15–18]. We see the

solution-space and the transition to a PEAR as keys to come

up with a sound privacy-preserving system. Well-structured

processes in these aspects bring privacy engineering and PbD

into an easier deployment.

Based on the previously defined issues in both the solution-

space and in the transition to PEARs, we draw the following

requirements for the CMs to be selected:

• Correctness. The selected CM remedies the risk of the

elicited privacy threat.

• Integrability. The selected CM is integrable in the sys-

tem environment. An example of a non-integrable CM

includes a computationally-expensive fully homomorphic

encryption scheme that is foreseen to be used in time-

critical applications, e.g., real-time monitoring and pro-

cessing of health data.

• Compatibility. The selected CM is compatible with other

system components including CMs selected for other pri-

vacy threats. An example of incompatible CMs includes

encrypting a database (in order to solve a threat of

identifiability at that database) whereas the content is

required in a different format to execute a multiparty
computation scheme (to solve a threat of identifiability

at a process within that system).

The intuition of considering these requirements is enriching

the processes of the solution-space and the transition to PEARs

with additional information on the system alongside its compo-

nents’ interaction. Particularly, the previous requirements take

into consideration: 1.) the functionality and the goal the system

aims to achieve, and 2.) the context of the system including

both the scenario where the system is going to be applied, and

the other technologies used at other parts of the system.

B. Toward Privacy-Enhanced Architectures

Despite that the previous requirements (correctness, in-
tegrability, and compatibility) help in excluding unsuitable

CMs, there is a potential that privacy engineers still face

several CMs, each meets all the requirements of correctness,
integrability, and compatibility. Thus, it is still ambiguous—

and considered an open issue—how to eventually select one
CM to remedy one privacy threat.

As this may pose significant confusion among practition-

ers [21], we provide initial insights toward a more consistent

approach to solving this particular issue. For this purpose,

we propose the methodology shown in Algorithm 1. The

proposed algorithm takes as input the set of possible CMs

and outputs the most suitable CM. At first, privacy engineers

sort the available CMs ascendingly according to their cost .
The cost , in this regard, is based on a cost function as in

Equation 1 that takes as input the complexity of the CM

(O()) in terms of, e.g., the needed computational power and

the introduced communication overhead. The cost function

also takes the financial cost (FC ) of implementing a CM into

account. In particular, implementing a specific CM, i.e., a PET,

may require either hiring or consulting an expert in the field of

that CM. Another aspect the cost function should consider is

the time (τ ) required to implement that CM as implementing a
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CM may substantially differ from implementing another. The

factors the cost function depends on are flexible and left to the

privacy engineers to add, evaluate, and assess the importance

of each factor, i.e., x1, ..., xn.

cost = f (O(),FC , τ, x1 , ..., xn) (1)

Algorithm 1: Toward selecting the most suitable CM to

solve one privacy threat.

Input: Set of potential CMs to solve one threat

Output: The most suitable CM of the set

Ascendingly sort CMs by cost ;
for CM in Set do

if integrable and compatible then
The most suitable CM in this set = this;
integrate;

endfor;

end
end
if The most suitable CM in this set = null then

modify or change system design;

end

Thereafter, each CM from the sorted list is checked whether

it is integrable in the environment of the system, and compat-

ible with other components, or not. Privacy engineers are thus

able to select the CM that is 1.) integrable in the system,

2.) compatible with the other CMs used in the system, and

3.) intuitively, provides the minimum cost . Depending on the

context, privacy engineers may also select a CM with a higher

cost if it, e.g., remedies several threats or aligns with the future

plans of the developing organization. If none of the CMs in

the sorted list is integrable nor compatible, then the current

design of the system is to be changed so that a CM can be

used to remedy the threat.

V. FUTURE WORK

The work presented in this paper opens the door to several

aspects to be further investigated and analyzed. Future work

should investigate to which end software engineers find the

W-model applicable, and how easily the cost function can be

estimated. Further investigation of the proposed CM-selection

algorithm is required taking into account the scenario that a

CM remedies several threats at once. Furthermore, future work

should address formalizing the processes of checking both

integrability and compatibility of a CM into system’s context.

VI. CONCLUSION

In this paper, we discussed how to simplify the integration of

privacy-related aspects into system development. We proposed

the W-model as a privacy-aware variant of the common V-

model for system development. Furthermore, we provided crit-

ical discussion on how to enable practitioners to more easily

find solutions to elicited privacy threats. With the discussion

provided in this paper, we aim to abate the confusion of
selecting the most suitable countermeasure to remedy a privacy

threat. Finally, we pointed out that there is great potential for

future work to continue and build on what we proposed.
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