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ABSTRACT The unstructured-textual crash descriptions recorded by police officers is rarely utilized,
despite containing detailed information on traffic situations. This lack of utilization is mainly due to
the difficulty in analyzing text data, as there is currently no innovative methodology for extracting
meaningful information from it. Given limitations and challenges in analyzing traffic crash descriptions,
this study developed a methodology to classify significant words in unstructured data that describe traffic
crash scenarios into standardized data. Ultimately, a natural language processing technique, specifically a
bidirectional encoder representation from transformer (BERT), was used to extract meaningful information
from crash descriptions. This BERT-based model effectively extracts information on the exact collision
point and the pre-crash vehicle maneuver from crash descriptions. Its practical approach allows for the
interpretation of traffic crash descriptions and outperforms other natural language processing models.
Importantly, this method of extracting crash scene information from traffic crash descriptions can aid in
better comprehending the unique characteristics of traffic crashes. This comprehension can ultimately aid
in the development of appropriate countermeasures, leading to the prevention of future traffic crashes.

INDEX TERMS Traffic crash descriptions, natural language processing, BERT, text classification, traffic
safety.

I. INTRODUCTION

TRAFFIC safety researchers and engineers frequently
use traffic crash data as the core dataset describing

the causes and situations of traffic crashes, which are
otherwise rarely known after the event. Many traffic safety
studies have analyzed traffic crash data for vehicle-to-vehicle
crashes as well as vehicle-to-pedestrian crashes, motorcycle
crashes, and illegal behavior [1], [2], [3], [4], [5], [6],
[7], [8]. In most countries, a traffic crash report should
be written after a reported crash by a responsible person
whose qualifications are defined by the respective law
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and traffic regulations [9], [10], [11]. For example, in the
Republic of Korea, traffic police officers are authorized to
investigate traffic crashes according to procedures established
by the national law. Traffic crash reports describe the time
and place of the crash, the persons or road facilities involved,
the severity and damage of the crash, violations of the
law, and other external factors that may have contributed,
such as weather and road conditions. While the majority
of data in the crash report is obtained from closed-ended
questions and a numerical coding system, certain data
classes contain text-based information provided by a crash
investigator. For instance, one example of such text-based
data entails the following event: “Vehicle A made a left
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turn at an unsignalized intersection; Vehicle B approached
from the opposite direction and attempted to traverse the
intersection; and Vehicle A collided with the left rear bumper
of Vehicle B due to failing to perceive its presence.” Such
elements describe crash incidents or their surroundings from
the investigator’s viewpoint using only factual information.
Many traffic safety studies have used the structured data
elements of crash reports, as they can be translated easily
into statistics and are well-suited to simple data analysis [1],
[2], [3], [4], [5], [6], [7], [8]; however, text-based crash
descriptions are often ignored, although they reflect details
that are not captured in simple numerical and code-based
data. This is primarily because the nature of text renders
such unstructured data difficult to manage. The limited use
of crash descriptions in traffic safety research is largely
attributed to the challenge in analyzing textual data due to
the lack of cutting-edge techniques for extracting valuable
insights from it.
However, in recent years, several studies have incorporated

unstructured textual data using advanced natural language
processing (NLP) techniques, aiming to identify the causes
and surroundings of traffic crashes [12], [13], [14], [15].
NLP is a discipline in the field of computer science
that studies the interaction between computers and human
language [16], enabling computers to understand and analyze
human language according to certain given rules [17], [18].
Typical examples of NLP include checking whether mail
is spam, similarity-based information searches, machine
translation, and chatbot generation [14], [15]. Rule-based
NLP is easy to implement but requires extensive data
preprocessing and model development. Recently, artificial
intelligence has been applied to this issue, and artificial neu-
ral network-based models have been developed to perform
high-level NLP [10], [11]. NLP techniques are commonly
used in medical research and have more recently been
applied in traffic studies, e.g., for developing automated
vehicle scenarios using text-based traffic crash descrip-
tions [12], [13]. However, these studies have generally
used only the frequency of certain words and/or the serial
connections of keywords. Therefore, they are unable to fully
interpret traffic crash situations and extract implications or
further information.
Hence, this study aims to develop a methodology for

interpreting and extracting meaningful information from
text-based traffic crash descriptions using a text-mining
technique. For data interpretation and classification, this
study proposes a bidirectional encoder representation from
transformer (BERT) model, which is one of the most widely
used and high-performing transformer models in the field
of NLP [19]. This model aims to extract information from
unstructured traffic crash descriptions in order to reconstruct
the situation immediately prior to the crash. The innovation
of this study lies in its analysis framework that extracts
vital information from crash descriptions through BERT,
enabling the extraction of valuable data from text-based
accounts of traffic crashes. This framework for analyzing

crash descriptions will serve as a valuable reference for
using text-based crash descriptions, ultimately leading to a
more comprehensive comprehension of events preceding and
during crashes. As such, this study aims to contribute to
traffic safety research in the following ways.

• Recognizing the utility of text-based traffic crash
description data among the many data elements in traffic
crash reports.

• Proposing a practical methodology for traffic safety
engineers and crash investigators to extract new
information from text-based traffic crash description
data, thereby aiding the identification of crash causes
and circumstances.

• Exploring the potential for understanding comprehen-
sive crash situations based on synergy with structured
traffic crash records.

II. LITERATURE REVIEW
An extensive literature review was conducted to extract
key points to guide the details of this study. Although
a machine learning approach has been applied for
various purposes such as the traffic congestion estima-
tion [20], [21], [22], behavior prediction [23], [24], vehicle
classification [25], [26], safety estimation [27], [28], [29],
and object detection [30], [31], [32], it has been relatively
less used in the field of traffic safety due to the nature of
text data in traffic
In the field of traffic safety, significant research effort

has been devoted for using the structured data elements
of traffic crash reports [1], [2], [3], [4], [5], [6], [7], [8].
Although several recent studies have attempted to utilize
the unstructured text-based traffic crash description data to
identify the situation and circumstances of traffic crashes,
the utility of these existing methods remains limited to
counting the frequency of certain keywords [12], [13], [14],
[15]. As a representative example, Park et al. [14] utilized
NLP technology and general automobile traffic crash data
managed by the Korea National Policy Agency to develop
an automated vehicle test scenario derivation methodology
for safety evaluations and assurances. They generated 16
virtual urban arterial roads and 38 virtual urban intersection
scenarios.
Other recent studies have used text-mining techniques

in machine learning to classify crash types by inter-
preting the textual descriptions in traffic crash reports.
Goh and Ubeynarayana [33] used crash data from the
U.S. Occupational Safety and Health Administration to
evaluate the usefulness of various text-mining classification
techniques. They evaluated six machine learning algorithms:
support vector machine (SVM), linear regression, random
forest, k-nearest neighbor, decision tree, and naïve Bayes,
with SVM exhibiting the highest performance in the clas-
sification of 251 test sets. Similarly, Gao and Wu [34]
examined the performance of text-mining techniques in the
classification of crash types based on crash reports. They
employed a verb-based text-mining technique to extract and
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classify syntactic and semantic word units from Missouri
traffic crash records, revealing that the resulting extracted
and classified information was useful in identifying causes
and causal patterns of the crashes and classifying crash
types. Meanwhile, Mujalli et al. [35] proposed various new
methods of preprocessing to remove dataset imbalances.
They argued that a three-year traffic crash dataset collected
in Jordan was a disproportionate dataset, with cases of
mainly minor injuries being overly represented compared to
those of deaths or serious injuries. To mitigate this dataset
imbalance, they used undersampling, which removes certain
instances from over-represented classes, and oversampling,
which generates new instances for under-represented classes.
In other aspects, the NLP technique has also been used to
identify the traffic situation based on the social media data
in various traffic studies: identifying the traffic congestion
situations [36], analyzing the mobility environment [37],
incident detection [38], and designing the traffic management
systems [39].

In addition, many new algorithms have been developed
in the drive to advance its text classification performance.
Examples include word embedding techniques and deep
learning-based algorithms. Word embedding can be imple-
mented through various algorithms, with the most common
and widely used examples being term frequency–inverse
document frequency (TF–IDF) [40], Word2Vec [41],
FastText, and one-hot encoding [42]. These algorithms
have significantly aided the achievement of high-accuracy
word extraction and meaningful categorization of word
units [43], [44], [45]. As the performance of graphical
processing units (GPUs) has improved, deep learning models,
such as convolutional neural networks (CNNs) [46] and long
short-term memory (LSTM) [47], have gained prominence
in a range of fields, with image interpretation and time-
series data analysis being common applications [48]. Such
deep learning-based models can also be used for text
classification, and they perform better in such tasks than
existing machine learning-based models [49], [50], [51]. For
example, Vaswani et al. [52] proposed Transformer, a new
and simple deep learning network architecture based solely
on an attention mechanism while excluding recurrence and
convolutions. It achieved an overall Bilingual Evaluation
Understudy (BLEU) score of 41.1, improving the existing
best ensemble results by more than 1 and more than
0.7 for English–German and English–French translations,
respectively. BERT also employs the encoder architecture
of transformer to perform various tasks by understanding
the contextual meaning of words. This differs from the
mechanism used in generative pre-trained transformer (GPT),
which is an NLP model that utilizes transformer’s decoder
architecture. When applied to supervised tasks (e.g., text
classification), BERT demonstrated improved performance
through fine-tuning. This approach involves pre-training the
model on unstructured big data and then adapting it to a
specific dataset [53], [54]. Despite the effectiveness of the
model, to the best of the authors’ knowledge, a few studies

have used BERT to interpret traffic crash descriptions and
classify the associated word meanings. Bareiss et al. [55]
collected data from more than 9700 crash instances to train
and validate a BERT-based text classification model for
identifying pedal misapplication. When applied to the test
dataset, the proposed BERT model reportedly demonstrated
a classification accuracy of 95% for the four classes.
The authors stated that the model can achieve reliable
classification without the need for manual review in future.
Meanwhile, Oliaee et al. [56] developed a methodology using
BERT to classify five injury types, utilizing a large dataset
of over 750,000 crash narrative reports. The reports were
written from 2011 to 2016, and the classification accuracy for
each year was approximately 83%. However, the result shows
a deviation of more than 10% from three classes implying
that model refinement and a different data preprocessing
approach may be necessary.
Therefore, in the field of traffic safety research, a few

studies have used NLP techniques to analyze traffic crash
description data from crash reports. Although several recent
studies have tried to classify meaningful words and identify
traffic crash types, these are limited to identifying causal
factors using the extracted words and have not attempted to
extract new information that is not explained using the other
crash report data elements. Therefore, this study proposes
a practical BERT-based text classification methodology to
achieve high performance in classification and aims to verify
the utility of traffic crash description data by classifying
narrative words and extracting new information from traffic
crash reports to aid the understanding of crash scenes.

III. METHODS
A. OVERALL MODEL DEVELOPMENT PROCESS
The overall methodology for the classification and
interpretation of unstructured traffic crash description data
proposed in this study is shown in Figure 1 and consists
of data preprocessing, model development, and model
performance evaluation and validation. Unstructured traffic
crash datasets, i.e., written descriptions of crashes, were
collected and prepared for further analysis. The traffic
crash description texts were first cleared using a word-
embedding algorithm, including text preprocessing and NLP
models, to correct typographical mistakes and heteronyms
and remove sensitive wording referring to specific people
or places. Second, a BERT-based text classification model
was developed with detailed parameter settings. This model
was applied to multiple subject wording groups representing
traffic crash assailants, object maneuvers before the crash,
and locations of damage on the objects involved in the crash.
Finally, the classification and interpretation performance
of the proposed model was evaluated against that of
various other text classification models, including logistic
regression, naïve Bayes, and SVM applied to the same
datasets, and the performance of the BERT-based model was
cross-validated.
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FIGURE 1. Overall procedure of model development.

B. DATA COLLECTION
A total of 2,427 records of traffic crashes that reported
in Daegu, Republic of Korea during 2018 were obtained
from the Korean Traffic Crash Analysis System. While a
substantial amount of data plays a critical role in improving
the prediction and analysis accuracy of text data processing,
the available data is restricted to the 2018 annual record
because it has not been disclosed from the Korea National
Police Agency after 2018 due to privacy-related issues.
Furthermore, the process of annotating traffic crash data
necessitates a significant amount of time and effort. This
annotation is an essential part of training a BERT model.
Traffic crash data generally consist of multiple data elements,
such as the crash date, time, type, and causal factors, as
well as weather and pavement conditions, and most of
the data elements are code-based inputs. Only one data
column contained written descriptions of the crash situations,
as recorded by police officers investigating the scene; for
example, “While vehicle A was changing lanes at an
intersection, it collided with the side of vehicle B, which
was driving straight in the adjacent lane.” The number of
written descriptions varied based on the traffic crash record,
the police officer who recorded it, and the complexity of the
crash. In this study, such written descriptions were separated
and extracted from the entire traffic crash data and used to
develop the traffic crash description text classification and
interpretation model. The extracted textual descriptions had
an average of approximately 111 string units. The standard
deviation, minimum number of strings, and maximum
number of strings were 25, 35, and 252, whereas the first and
third quartiles were 94 and 125, respectively. The deviation
in traffic crash records with fewer than 94 strings was not

large, whereas that of records with more than 125 strings was
relatively large. As mentioned previously, sensitive wording
and traffic crash records consisting of considerably short,
incomplete, or indecipherable descriptions were excluded
from the analysis.
Text Preprocessing: After the data had been collected,

the text was preprocessed to convert it into a dataset for
the text classification model. First, various words expressing
the same meaning were modified into common words. This
is because such synonyms may affect the classification
performance by interrupting the extraction of sentence
meaning. Misrepresented words, including typographical
errors, are common, as officers generally write documents
either manually or using computers; these were corrected.
Second, data cleansing was performed by identifying and

deleting sensitive information, dates, and words identified
according to the rules. The purpose of writing these words
in traffic crash documents is not to describe crash situation
but rather to preserve identifying information related to the
vehicles involved; therefore, they are not crucial in text
classification. Additionally, English words were excluded.
Finally, tokenization, which determines the basic units

of inputs, was performed to quantify the text in the
documents. A “token” is the minimum number of units that
contain meaning, and various packages are provided for
each language. One such package defines sentence pieces
and has the advantage of tokenizing sentences without
prior tokenization information. It can therefore be used for
languages such as Chinese, Korean, or Japanese, where
words are not clearly distinguished by spacing [54]. This
study therefore used a sentence-piece as the tokenizer for
text classification.
Text Vectorization: After text preprocessing, the tokens

within a sentence were quantified in certain dimensions.
Compared to previous methods for creating vectors with
tokens in an embedding layer to perform NLP tasks (e.g., TF-
IDF, Word2Vec, and FastText), in BERT, tokens are split
into multiple vectors in multiple embedding layers, including
token, segment, and position embedding layers [53]. The
additional embedding layers enable BERT to gain a clearer
understanding of the meaning of the contexts and therefore
provide more accurate results.

C. MODEL DEVELOPMENT
Dataset Construction: The amount of data plays a crucial
role in big data analysis, as low volumes may compromise
the model’s performance. This is because the model’s
effectiveness can improve with a substantial amount of data,
and it requires both training and validation on different
datasets. In this study, a K-fold cross-validation method
was employed for training and validation of the model.
This approach involves dividing the dataset into K subsets
(or folds) of equal size. Among these sets of folds, K-1
folds are utilized for training, while the remaining folds are
used for validation and testing. The process is subsequently
repeated with a different set of folds until the classification
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FIGURE 2. Framework of a BERT-based text classification model [53].

performance stabilizes. It is important to note that the same
fold cannot be used for both training and testing in the same
iteration, and the datasets used for training and testing are
independent.
However, in imbalanced datasets, data cannot be equally

distributed among folds based on the distribution of the
classes, and K-fold cross-validation cannot ensure confi-
dence. Stratified K-fold cross-validation has been suggested
as a potential solution [57]. It involves generating data
labels, identifying the amount of data in the entire dataset
corresponding to each label, and constructing folds, including
the same label ratio as that of the entire dataset. When using
stratified K-fold cross-validation, the evaluation process
involves calculating the average score after applying the
selected metric to all K folds [58].
Bidirectional Encoder Representations from Transformer:

BERT is an improved transformer-based model used for
performing specific NLP tasks. Additionally, it compares
every token in a sentence and based on the target task. The
transformer consists of encoders for extracting the meaning
of texts and decoders for performing the target task. The
BERT model uses the same encoder structure of the basic
transformer, as shown in Figure 2. A characteristic of BERT
is that the learning process proceeds in both directions:
from the beginning of the sentence to the end and from
the end of the sentence to the beginning. This enables
BERT to efficiently understand the meaning of sentences.
Additionally, BERT models are generally pretrained with
many non-task-specific texts. Through subsequent fine-
tuning or relearning processes to rebalance the similarities
between tokens and optimize the parameters in the models,
their metric scores can be improved.

D. METRIC
For the classification of imbalanced data, dataset evaluation
focuses on misclassification. The F1 score is one of the
most representative metrics for multiclass classification and
provides higher penalties for misclassification than other
metrics. Because traffic crash datasets tend to be imbalanced,
the F1 score was considered as the appropriate metric to
evaluate the performance of each model in this study. The
basic factors in the F1 score are defined as follows.
True Positive (TP): positive data are classified as positive

True Negative (TN): negative data are classified as
negative
False Positive (FP): negative data are classified as positive
False Negative (FN): positive data are classified as

negative
The formula for the F1 score includes precision and recall

terms, which are described in Equation (1) and (2), where
“precision” indicates the ratio of the positive data predicted
to be positive by the model (TP) to the data predicted to
be positive by the model (TP+FP), and “recall” is the ratio
of the correct classification of positive data (TP) to actual
positive data (TP+FN).

Precision = TP

TP+ FP
(1)

Recall = TP

TP+ FN
(2)

The F1 score is the harmonic mean of precision and recall
in Equation (3). It is commonly used for classification metric
because the F1 score is a more conservative measurement in
classification than other alternatives including accuracy. In
imbalanced datasets, the micro-averaged (Micro) F1 score
considers the classification results of all classes simultane-
ously and can prevent such variability when the dataset is
imbalanced. Therefore, this study uses the Micro F1 score.

F1 − Score = 2
1

Precision + 1
Recall

= 2 ∗ Precision ∗ Recall
Precision+ Recall

(3)

IV. RESULTS
A. TEXT CLASSIFICATION RESULTS
The target information for classification in the textual
traffic crash descriptions comprised the maneuvers of the
traffic crash-related entities (i.e., perpetrators and victims)
immediately before the crash, detailed collision locations of
the crash-related entities, and the identified perpetrator(s).
This study used only vehicle-to-vehicle traffic crash records
(which were more highly-represented than other types in the
dataset) and created three analysis columns to extract the
three aforementioned information items.
To define the text classification schema for the three

targets, labels were first defined for each target, as listed
in Table 1. For the first target (maneuvers of crash-related
entities), nine labels were created, including straight, reverse,
stop, left turn, right turn, lane change, and U-turn. For
the collision locations, 13 labels were created to represent
vehicle areas, including the front side, left side, right side,
and rear side. The definition of each label in collision
locations is shown in Figure 3. As an example, ① indicates
the left front side of the vehicle and ⑧ indicates the right
rear side of the vehicle. Finally, two labels indicating the
perpetrator and victim were created for the third target
(perpetrator).

VOLUME 4, 2023 959



SEO et al.: TEXT CLASSIFICATION MODELING APPROACH

TABLE 1. Text classification scheme labels.

FIGURE 3. Collision location on vehicle.

Figure 4(a) summarizes the data regarding maneuvers of
crash-related entities. Most cases involved driving straight
ahead at a constant speed, followed by a lane change.
The data is highly asymmetrical, which must be considered
during classification. For example, the maneuvers of Vehicles
A and B appear similar; however, “stop” was second-ranked
for Vehicle B. Additionally, the data statistics on collision
location (Figure 4(b)) show that for Vehicle A, frontal
collisions were significantly more frequent than others,
followed by rear collisions, indicating a severely unbalanced
dataset. In the case of Vehicle B, rear-facing collisions
(labeled “12”) were the most frequent although frontal
collisions are the most recorded in total (“1”, “2”, “9”).
Therefore, despite an overall imbalanced dataset, the degree
of imbalance in the data for Vehicle B was slightly lower
than that for Vehicle A. Finally, for perpetrator classification,
‘1’ was assigned to Vehicle A, and ‘2’ was assigned to
Vehicle B. When there was no perpetrator, or it was difficult
to identify the perpetrator, all reports were classified as 0.

FIGURE 4. Data statistics of the classification of target information.

Figure 4(c) shows Vehicle A was the perpetrator in most
cases and a noticeably large number of cases was observed
where the perpetrator could not be identified.

B. DATA PREPROCESSING AND LEARNING
In the first step of text preprocessing, textual descriptions
of collision location included various synonymous wordings
for the vehicle bumper. This was presumed to be an issue
caused by converting foreign language term(s) into Korean
expressions. To eliminate this variability, all such cases
were replaced with a representative word. Other words were
subjected to the same process and were converted into
simplified, uniform, and systematic wordings.
The data were simple to cleanse, as the vehicle iden-

tification numbers follow a consistent format in Korea
(numbers-string-numbers), similar to the date (YYYY:MM)
and time (HH:MM). Therefore, irrelevant or sensitive
information entries were deleted from the entire dataset using
their format characteristics.
The results obtained by applying the sentence-piece

tokenizer used in BERT are shown in Figure 5. The
average of number of tokens was approximately 64, and the
standard deviation was approximately 14. The maximum, the
minimum, the first quartile and the third quartile were 151,
23, 54, and 73 respectively.
Finally, text vectorization was performed to standardize

the text, as follows: First, using existing learned tokens, each
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FIGURE 5. Frequency of tokens in the dataset.

sentence was divided into the smallest unit token, and the
index and position of each token were embedded. Finally, a
self-attention layer for learning was created, and the dataset
to be applied to the model was constructed.
The following considerations were adopted during the

development of the BERT model and implementation of the
learning process. First, a stratified K-fold cross-validation
algorithm was applied to facilitate the learning and evaluation
of the unbalanced datasets. Five datasets were created for
each column, resulting in 25 datasets. Subsequently, 25
BERT models were developed to correspond to each dataset,
and the standardized vector was set to 90 dimensions.
Classification was performed by designating the number of
categories in each column, and learning was performed 20
times per model.

C. MODEL DEVELOPMENT AND PERFORMANCE
EVALUATION
Traffic crash description text classification models were
developed using BERT and combinations of various other
state-of-the-art text classification algorithms, including logis-
tic regression, naïve Bayes, SVM, CNN, and Bi-LSTM. Six
algorithm combinations were used and compared: 1) TF-IDF
+ logistic regression, 2) TF-IDF + naïve Bayes, 3) TF-IDF
+ SVM, 4) Word2Vec + CNN, 5) FastText + Bi-LSTM,
and 6) BERT.
In the case of BERT, the selection of parameters for

model training is indeed a significant factor that can have
a substantial impact on model performance. The key factors
for model training include the maximum number of tokens
per data point, the number of training iterations, and the
learning rate based on the previous research [59].
These parameters play a crucial role in shaping the model’s

behavior during training and can greatly affect the model’s
overall performance. To determine those hyperparameters in
the model, Sensitivity Analysis was conducted with ‘Max
Length,’ which is a hyperparameter with substantial variation
in text classification. A comparison of the results reveals
that the ‘Max Length’ of 90 performs better in classification
with F1-score. Therefore, hyperparameters in this study were
selected as shown in Table 2.
These developed models were evaluated in terms of their

classification performance on five types of traffic crash

TABLE 2. Model hyperparameters.

TABLE 3. Text classification performance of developed models.

description text, as listed in Table 3. Here, C1 and C2 refer
to maneuvers by the first and second vehicle, respectively,
immediately before a vehicle-to-vehicle crash; C3 and C4
are the detailed collision location variables for the first and
second vehicles, respectively; and C5 refers to a variable
that determines the perpetrator.
Machine-learning algorithms, including logistic regres-

sion, naïve Bayes, and SVM, showed a lower classification
performance than the other algorithms. The FastText
tokenizer-based Bi-LSTM model performed better than the
CNN-based algorithm and excelled against all models in
the classification of perpetrator identification text. Finally,
the proposed BERT-based model exhibited the highest
performance for all variable classifications except perpetrator
identification. Particularly, it exhibited significantly superior
text classification performance in the collision location
identification. Therefore, the BERT-based traffic crash sit-
uation text classification model effectively maintained its
classification performance, even in the presence of many
data labels.
The cross-validation results for the BERT model used

in this paper can be observed in Table 4. It is noticeable
that there is a significant performance variation for C3 and
C4, which have many labels. Additionally, there is notable
performance variation in the category C5, which involves
determining accident perpetrators. Identifying the reasons
is crucial for a comprehensive evaluation of the model’s
performance and can help in optimizing the model for more
consistent results in all categories.
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TABLE 4. Text classification performance of 5 fold cross validation in bert.

FIGURE 6. Text classification accuracy estimation results.

Figure 6 shows the confusion matrix, which illustrates
the classification results for each classification item. Among
them, Figure 6(a) shows the performance for the classifica-
tion of “the maneuver before the crash”; Figure 6(b) shows
that for “collision location”, and Figure 6(c) indicates that
for the “perpetrator” information.
The left side of Figure 6(a) indicates vehicle A, and the

right side indicates Vehicle B. A high text classification
accuracy was achieved for Vehicle A when the vehicle turned
right (label = 5) or changed lanes (label = 6); the accuracy

was also acceptable when the vehicle moved straight at a con-
stant speed (label = 5), reversed (label = 0), and turned left
(label = 4). However, misclassifications occurred in cases
of deceleration (label = 1) and stopping (label = 3) while
moving straight, owing to a lack of data samples. The text
classification accuracy for Vehicle B was the highest when
it moved straight at a constant speed (label = 0) or stopped
(label = 3) compared to other labels; the classification
performance was slightly low for decelerating, while going
straight (label = 1), lane changing (label = 6), and U-turning
(label = 7).
Figure 6(b) shows the performance of the text classifica-

tion of the impact location for Vehicles A (left) and B (right),
which was high overall. The highest accuracy was observed
for collisions at the front of the vehicle (label = 1,2,7,9). A
slightly poor performance was observed in cases where no
collision occurred (label = 0) or when the collision was on
the left side (label = 3) or right side (label = 6). In most
cases, text classification was more accurate for Vehicle A
than that for Vehicle B, particularly in front collisions. It
was also good for the labels associated with collision points
1 and 2 (label = 9), left (label = 11), and rear (label = 12)
locations.
Finally, as shown in Figure 6(c), when Vehicle A is the

perpetrator (label = 1), the proposed approach exhibits a
high classification performance compared to the other labels.
When Vehicle B was the perpetrator (label = 2), many
misclassifications were observed. However, even when the
data could not identify the perpetrator (label = 0), many
patterns were obtained for distinguishing Vehicle A as the
perpetrator.

V. DISCUSSION ON PERFORMANCE DEGRADATION
The BERT-based traffic crash description text classification
model proposed in this study showed superior performance
for the classification of text variables describing traffic crash
situations compared to regression and machine learning-
based algorithms. However, it could not effectively identify
certain labels, which translated to low performance for spe-
cific cases. Labels with a low text classification performance
for each of the three text variables of movement (imme-
diately before the crash, collision location, and perpetrator
identification) were examined. There were cases in which
it was difficult to classify keywords with relatively few
cases (such as overtaking and centerline violations). In the
detailed collision location variable, many cases existed where
the model identified no collisions, despite the indication
that the collision occurred. This attributed to insufficient
learning owing to a lack of samples. Relatively few cases
of non-collisions in traffic crash descriptions are present,
and additional datasets are needed to reduce such misun-
derstandings. For the perpetrator identification variable, the
perpetrator information derived by analyzing the external
meaning of the sentences presented in the traffic crash
descriptions and that derived by analyzing the actual legal
responsibility may differ. In such cases, the text classification
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performance can be degraded. Therefore, to improve the
performance of the BERT-based traffic crash description
text classification model, additional training data (i.e., traffic
crash description records) and efforts to standardize the
sentence structures of traffic crash descriptions are required.

VI. CONCLUSION
This study developed a methodology for classifying
important words describing traffic crash situations into
standardized data using the BERT model (an NLP technique)
for unstructured textual data describing traffic crash situa-
tions. The text classification performance of the proposed
model was compared with that of various state-of-the-art
NLP algorithms, including regression- and machine-learning-
based algorithms, which have previously been applied to
develop text classification models for traffic crash descrip-
tions. Among the NLP algorithms, the BERT-based model
exhibited the highest performance in the interpretation of
three traffic crash elements (maneuvers before the crash, col-
lision locations on vehicles, and perpetrator). Furthermore,
the BERT-based model showed a superior text classification
performance for each label of these three elements that
can be extracted from the traffic crash description texts
(such labels, for example, numbers corresponding to vehicle
regions, are considered important for reconstructing crash
scenes) compared to other methods. In particular, the text
classification accuracy of the Bert-based model is higher than
95% for most text labels, indicating that it is well-trained
and is an appropriate tool for the automatic analysis of crash
descriptions.
This study provides a practical method for analyzing and

interpreting unstructured textual traffic crash descriptions
among traffic crash data elements by converting them into
standardized data that can be analyzed using NLP. The text
classification methodology proposed in this study is expected
to increase the number of application cases of this under-
utilized data in traffic safety research, enabling the in-depth
analyses of the causes of traffic crashes. This will ultimately
reduce the number of traffic crashes and improve traffic
safety. Regarding the scientific contribution of this study, the
text classification algorithm proposed herein can analyze the
characteristics of a dataset with a low classification accuracy
in the initial text classification result and improve that result
by applying a learning system that utilizes additional rule-
based text preprocessing.
However, the text classification model proposed needs

improvement through the addition of extra training and test
samples and the usage of uniform crash descriptions. Due
to the insufficient quantity of traffic crash record data used
in this study, achieving high text classification performance
was not possible. As a result, future research should aim
to rectify this issue. To attain an F1 score approaching 1.0,
indicating better accuracy for text classification compared to
this study, more traffic crash records are needed. Moreover,
developing models that take into account an ample supply
of uniform traffic crash description texts in terms of both

quality and quantity is necessary. Developing a methodology
for reconstructing traffic crash situations through the fusion
of data extracted from crash descriptions and other structured
data elements in traffic crash records would greatly enhance
our comprehension of traffic crashes.
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