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ABSTRACT Automated vehicles and vehicle-to-everything (V2X) communication open the window for
sharing of sensor data. This paper aims to provide a systematic view of the delay chain involved. We
implemented collective perception (CP) into two street legal automated driving demonstrators (ADDs)
to provide insight into the components’ delay. The implementation allowed us to gather highly accurate
Quality of Service (QoS) measurements for V2X communication in practical field environments and to
gather a set of delay measurements for a working CP system, accompanied by scalability discussions.
The results provide a basis for evaluating the delay impact of single components and the applicability of
CP use cases from the perspective of time advantage.
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I. INTRODUCTION

COLLECTIVE perception (CP) is part of cooperative
connected automated mobility (CCAM) and intelligent

transport systems (ITS). CP deals with sharing of sensor
information. For example, an ITS station (ITS-S) provides
sensor information, i.e., infrastructure sensor, vehicle, or
similar. A Collective Perception Message (CPM) is then
filled with this information and sent via vehicle-to-everything
(V2X). Other ITS-Ss can then incorporate that perception
information into their local perception system [1].
Detailed knowledge about the delays — from an observ-

able event until the awareness of it within another ITS-S —
is vital if one aims to discuss the applicability of CPMs for
the safety of vulnerable road users (VRUs). Rauch et al. [2]
were among the first to discuss V2X network delays, which
Pilz et al. [3] extended by structuring the delays into per-
ception, communication, and fusion. At the same time,
Schiegg et al. [4] showed the performance of CP commu-
nication in a V2X simulation environment. Volk et al. [5]
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combined this research and provided details of the CP delay
chain from a communication perspective extracted from a
simulation. Cui et al. [6] provide an overview of existing
research. However, details in the CP delay chain, such as
communication cycle times, still need to be included and
discussed.
This paper will analyze the delay chain of CP to extend

the baseline for discussions of CP use cases, i.e., to discuss
the applicability of CP for safety and comfort scenarios from
a delay perspective. We aim to quantify CP delay parameters
from a systematic point of view by analyzing the components
of a live CP implementation. We aim to provide an overview
of how much influence a CP delay element has on the over-
all delay. Discussion points are (i) the absolute amount of
delay a CP element produces that can be measured from a
working system, (ii) the amount of variable delay it creates,
meaning the amount of delay that can be expected, and (iii)
the limitations where CP becomes unfeasible. Expectations
from the literature are compared to field-operational data
collected from an automated driving system supporting CP.
The implementation allows a low channel load quality-of-
service (QoS) analysis of 802.11p with highly time-accurate
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FIGURE 1. City side-by-side scenario: VRU (red circle) walking out between
vehicles. Ego vehicle (red) can not see VRU. Other ITS-S, such as standstill vehicles
(gray), other active vehicles (blue), or RSUs (not in the picture), can warn about the
pedestrian.

measurements, and a detailed analysis of perception and
fusion components involved.
This paper will start by specifying scenarios in Section II

to provide a frame for use cases. This paper will then
describe how the delay information is gathered and calcu-
lated in Section III, followed by a detailed description of
the delay components of CP in Section IV. Afterward, the
measurement setups are presented in Section V, followed by
the results in Section VI. In Section VII we elaborate on
the scalability issues of V2X, before comparing the mea-
sured results to results from the literature in Section VIII.
Finally, Section IX aligns our work with related research
before concluding in Section X.

II. SCENARIOS
This paper aims to quantify delay parameters to discuss how
CP can contribute to VRU safety and passenger comfort
from a timing perspective. We are therefore looking at three
scenarios to aid the decision process of using CP in similar
situations. In our work, we assume high sensor accuracy and
positional awareness of the automated vehicles to focus on
the information delay.
In all cases, we compare the time available for decision-

making of the ego vehicle in two scenarios: (i) with CP
data made available via V2X and (ii) with data available
via onboard perception. The questions are: (i) how can
CP generate a benefit for safety and comfort? (ii) how
much time benefit can CP generate compared to onboard
perception?

A. CITY SIDE-BY-SIDE SCENARIO
The city side-by-side scenario, shown in Figure 1, describes
our ego vehicle, shown in red, driving straight ahead. On the
side of the road, there are parked vehicles. One of the parked
vehicles is a bigger vehicle, such as a bus, that blocks the
view of a VRU stepping onto the road. Without V2X, our
ego vehicle can detect the VRU only when it is stepping on
the drive path and into the sensor view. With V2X, an aware
ITS-S could send out a CPM to tell our ego vehicle about

FIGURE 2. Highway scenario: VRU (red circle) behind standstill vehicle (gray). Ego
vehicle (red) can not see standstill vehicle. Other ITS-S are aware of VRU and can
send warnings via CP. Other ITS-S could be other active vehicles (blue), standstill
vehicles (gray), and RSUs (not in the picture).

FIGURE 3. City intersection scenario: VRU (red circle) crossing street behind the
corner. The ego vehicle (red) will be turning right at the intersection. Other active
vehicles (blue) can warn about the situation.

the VRU. The aware ITS-S could be a standstill vehicle,
another active vehicle shown in blue, or an RSU.

B. HIGHWAY SCENARIO
The highway scenario is shown in Figure 2 and describes
our ego vehicle, shown in red, driving on a highway around
a corner. Around the corner is a broken-down vehicle, shown
in gray, and a VRU standing on the road. Without V2X, the
ego vehicle has to get far enough around the corner to detect
the VRU with its sensors. With V2X, another ITS-S can tell
the ego vehicle about the VRU. Other ITS-Ss could be the
standstill vehicle, the other active vehicle shown in blue, or
an RSU.

C. CITY INTERSECTION SCENARIO
The city intersection scenario is shown in Figure 3 and
describes an ego vehicle, shown in red, that takes a right
turn at the intersection after stopping at the stop sign. At the
same time, a VRU may cross the road. Two things can hap-
pen here, depending on whether the VRU crosses the road:
one possibility is that another ITS-S sends out free space
via CP. The ego vehicle ignores the stop sign, improving
performance. The second possibility is that the VRU crosses
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FIGURE 4. CPM delay chain: from an event happening until collective awareness. Involved are (i) the other vehicle and communication partner that senses its environment and
sends the information via V2X and (ii) the ego vehicle that runs its local perception and puts the received global perception on top. The global fusion is run asynchronously to
the received CP information.

the road, and the ego vehicle slows down in advance to
increase comfort.

III. METHOD
This work aims to provide a systematic view of the delay
of a working CP implementation in an automated vehicle. A
systematic view requires three significant viewpoints: (i) the
overall delay of information, meaning the time needed for
information to be available in another ITS-S, via CP, after
a triggered event, (ii) the V2X delay that can be expected
in scenarios, such as described in Section II, and (iii) the
limitations caused by components involved.
First, the delay components of the CP delay chain have

to be defined. This is done by extending the preceding work
of Volk et al. [5], and others [2], [3], [4], as mentioned in
Section I. The core finding is a systematic representation of
the CP delay components, with expected results from the
literature, as presented in Section IV.
Next, we analyze the quality-of-service (QoS) of V2X

communication in low channel load scenarios. We thereby
extend works, such as of Böhm et al. [7] and Altinel et al. [8],
who studied the connectivity and link quality of ITSG5,
by a study on the end-to-end (E2E) delay of an imple-
mented system. Our results present an expectation for
scenarios as defined in Section II. The measurements
are executed in an environment with low V2X chan-
nel load, with highly time-synced platforms and software
designed for QoS measurements, as will be described in
Section V.
Afterward, we present the implementation of a com-

plete CP chain into our automated driving demonstrators
(ADDs), which are street-legal vehicles controlled via a
drive-by-wire system and a software stack that we present in
Section V.
Finally, we aggregate the measurement results in

Section VI and discuss in Section VIII our findings in
comparison to the delay components we expected from the
literature in Section IV.

IV. DELAY COMPONENTS
Rauch et al. [2] were the first to show V2X-related delays
in a diagram. Pilz et al. [3] then suggested extending those
times and splitting them into three major components: (i) the
sensing-related delay, (ii) the communication-related delay,
and (iii) the fusion-related delay. The CPM delay time is the
sum of delays of all components, as shown in Equation (1).

tcpm = tsensing + tcommunication + tfusion (1)

The three components can be split into more complex
delay components, as shown by Volk et al. [5], focusing on
V2X communication. Hence based on both Rauch et al. [2]
and Volk et al. [5], Figure 4 shows the CP delay chain with
four significant changes: (i) it takes into account sensor pro-
cessing times, (ii) it adds a necessary buffer on the receiving
end, (iii) it removes the reference of local perception of the
receiver, as the receiver always has a local perception avail-
able, and (iv) it shifts the focus from the communication
to perception and fusion. Shifting the focus to perception
and fusion is done, as this paper views communication as
one complete transmission block. In other words, this com-
munication is a complete message-passing system with QoS
parameters.
The following sections will discuss the (sub)components

of the delay chain, with aid from related research. Related
research also provides delay expectations aggregated in
Table 1. In a later step, results from the live implemen-
tation are integrated into this Table 1. Section VIII will then
compare the expectation to the measurements of the working
implementation.

A. SENSING DELAY
First, an event triggers the sensing phase of the CPM chain.
Let this event be a pedestrian that walks into the field of
view of a sensor, i.e., when it can be detected the first time.
The sensor now adds (i) its data delay, (ii) its cycle delay,
and (iii) its related object detection delay.
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TABLE 1. Components of delay with reference to Figure 4. The delay components are derived in Section IV, with estimates from the literature. Measurements are provided by
the results in Section VI.

1) SENSING: DATA DELAY

The data delay is dependent on the sensor type. For cameras,
the data delay consists of the frame acquisition time and the
frame read time [9], as shown in Equation (2). For lidars
and radars, similar principles apply.

tdata = tacquisition + treadout (2)

The data delay can be found in the datasheets of the
sensors. If it is included, the sensor data delay is usually
close to the highest frequency of the sensor cycle time. The
reason is simple: the vendor wants to provide as high of
a frequency of sensor data as possible without providing
redundant sensor images. So the cycle time’s lower bound
is the data delay’s upper bound.
To calculate expectations for the data delay, we look at

the sensor cycle time. For a state-of-the-art lidar, sensor [10]
this is 10−20Hz. For a state-of-the-art high-resolution cam-
era [11], this is 10 − 40Hz. In both cases, we expect the
upper limit of the frequency to be close to the data delay
itself. Higher frequencies are mostly not possible due to data
acquisition limitations. Hence worst case, the data delay is
1/fsensor,max, which results in 25ms for a camera and 50ms
for a lidar.

2) SENSING: CYCLE TIME

The cycle time of the sensors is calculated from the cycle
frequency, as mentioned above. This leads to cycle delays of
25−100ms and 50−100ms for state-of-the-art cameras and
lidars, respectively. The best case is receiving the sensor data

before a new cycle. The worst case is having the sensor data
ready but missing the cycle. Hence, in the worst case, one
missed cycle has to be estimated. In summary, the sensor
delay is the sum of the data delay and the cycle time, as
shown in Equation (3).

tsensor = tdata + tcycle (3)

3) SENSING: OBJECT DETECTION DELAY

The object detection delay is created by extracting objects
from the sensor data to be able to transmit them as CPMs.
Starting with the raw sensor data, it is possible to (i) proceed
directly with object detection or (ii) proceed with sensor data
fusion first and then do object detection. Pilz et al. [3] point out
that dependencies between elements of the CPM influence the
approach. For example, fusing raw sensor data will generate
better object detection results, but detecting objects first and
fusing them later is faster. Also, Hackett and Shah [12] show
that the fusion of raw data of multi-sensor systems increases
accuracy but requires a pre-processing step that introduces
dependencies between sensors. These dependencies can be
avoided by doing object detection first and fusing later. On
the receiver side, the fusion of sensor data from multiple
onboard sensors, i.e., camera, lidar, and radar, is also up to
the respective implementation. In this work, both the sender
and receiver will follow the object detection first and fusion
later approach. This approach means that object detection is
done directly after pre-processing sensor data and before the
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fusion of objects. Back to the sole object detection, state-
of-the-art object detection algorithms can analyze around
7.7 − 17.8FPS, as discussed by Wen and Jo [13], which is
a 56 − 130ms delay for object detection.

4) � SENSING DELAY

The overall time needed for sensing includes the above-stated
sensor data delay, sensor cycle time, and object detection
delay, as shown in Equation (4). Hence, given the information
stated, this estimates a best/worst case of 81 − 280ms for
the sensing delay, as shown in Table 1.

tsensing = tdata + tcycle + (
tclass_fusion

) + tobject_detection (4)

B. COMMUNICATION DELAY
The communication delay consists of several elements. For
this paper, we focus on three major categories: (i) the buffer-
ing and distribution, which are the most influential cycle
times, (ii) the packing and unpacking, which are necessary
data conversion times, and (iii) the transmission of data as
a whole, because it can be defined with QoS parameters.

1) COMMUNICATION: BUFFERING AND DISTRIBUTION

By specification [1], the CPM frequency has to be between
1-10Hz. Sending CPMs immediately would be better for the
delay. However, related literature [14], [15], [16] shows that
this will pollute the channel. The ETSI CPM standard sug-
gests 10Hz sending for new objects and objects with a high
dynamic, while 1Hz is enough for static objects or objects
with a straightforward prediction. In this paper, we look
at the fastest scenario with 10Hz. We expect, for example,
an object to appear or to change its direction in a critical,
unexpected way. This then results in a maximum time of
100ms. The minimum cycle time is more complex: if the
local fusion frequency is 10Hz, the buffering could be cou-
pled with the output of the local fusion, which is typically
also 10Hz. In that case, the buffering delay is only the time
necessary for analyzing the object data. If one uses a simple
comparison algorithm, this can be done < 1ms. Including
the DDS transport time < 1ms, the overall buffering time is
between 2 − 100ms.

On the receiver side, the CPMs must be buffered before
distribution. As discussed above, typical sensor distribution
frequencies are 10Hz; hence, 10Hz distribution frequency
is also reasonable for V2X data. The best case is that we
receive the data and can immediately distribute the data,
which would again result in < 1ms processing time. For
a systemic approach, we also include some internal trans-
port time. In the case of ROS2, the internal transport time
of DDS is < 1ms for a single transmission, provided by
Kronauer et al. [17]. All in all, the distribution time is then
2−100ms. However, one should always expect higher delays
for the implementation, as the sender and receiver are not
synchronized.

2) COMMUNICATION: PACKING AND UNPACKING

There is a delay in packing and unpacking objects. As V2X is
a low-latency transmission technology, it is essential to add
delays, such as packing and unpacking, to the systematic
approach. For our implementation, we expect that ROS2
objects are packed into transmittable ASN1 bitstreams and
vice-versa. This is again the internal transport time of DDS
with < 1ms [17] for a single transmission. The packing and
unpacking of ASN1 streams to C arrays and their conversion
from and to ROS2 messages are estimated to take < 1ms.
This results in 2ms packing and unpacking time, respectively.

3) COMMUNICATION: TRANSMISSION DELAY

Much research has already been done (i) by analyzing
V2X to confirm the low latency transmission times [18],
[19], [20] in perfect side-by-side scenarios, (ii) by analyz-
ing V2X congestion control mechanisms [21], [22] in heavy
traffic scenarios, (iii) by providing simulation results for
packet-loss [23], [24], [25], and (iv) by providing field mea-
surements for connectivity [7], [8]. However, the QoS of
wireless technologies, such as V2X is complex. The follow-
ing paragraphs aim to provide an estimate for scenarios as
defined in Section II.
The physical layer transmission times of all four existing

V2X standards have a comparable delay. Anwar et al. [18]
specify the 802.11p physical layer transmission time from its
standard as 0.344ms for 100 bytes and 4.08ms for 1500 bytes.
Transmission delays of 802.11bd, LTE-V2X, and 5G-NR-
V2X are in a similar range with 0.336/3.98, 1/11, 0.75/8
all in ms for 100/1500 bytes. However, other communication
layers add a delay on top of that. Campolo et al. [19] point
out that a decentralized environmental notification message
(DENM) requires around 3ms E2E in an analysis of LTE-
V2X as the lower boundary.
To get an upper estimate for low channel load scenarios,

Correia et al. [26] tested CPM sending with 10-75 vehi-
cles as CPM payload and found message delays between
0 − 45ms. The 0ms is likely due to internal processing and
time synchronization only via network time protocol (NTP).
Considering measurement errors of up to 5ms through NTP,
an upper boundary of 50ms seems fitting. For ITSG5 it has to
be stressed that the expected transmission delay of 3−50ms
for one message is only a frame for the minimum and the
maximum expected transmission time in low channel load
scenarios.
When at least one other transmitting ITS-S occupies

the V2X channels, there are busy times and collisions in
transmissions. The channel load influences the transmission
delay, caused by necessary QoS functionality defined in the
Medium Access Control (MAC) layer and its extensions [27].
The complexity and scalability of V2X transmission, with
a focus on ITSG5, is outlined in Section VII. Here, we
aim for a rough estimate. Shah et al. [28] show the
relation between delay caused by the MAC layer and the
number of vehicles, respectively their differential speed.
Simulation results show a near-linear behavior for the delay
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of non-safety data. Depending on several parameters, the
average packet delay is 100ms, for 25 vehicles. A similar
delay is caused by a 35km/h differential speed.
Zheng and Wu [29] show results depending on

the enhanced distributed channel access (EDCA) queue.
Depending on the messages, their priority, their payload,
their distribution frequency, and the overall number of ITS-S,
a single message may suffer from delays >> 100ms. This
means that the amount of delay the CPM might have in
loaded channels can not be specified in a trivial form.
Worst case, the message might never arrive. Either due to
the MAC delay or due to packet loss, caused by obstruc-
tions or out-of-range communication. Details are discussed
in Section VII.
The transmission delay can be expected to be around

5 − 50ms in low channel load scenarios. For medium load
with 25-100 vehicles, one can take the simulation results
of Shah et al. [28] with 100 − 500ms. With a high channel
load, the delay is unbounded without guaranteed delivery,
hence one can expect 500 − ∞ms. One may argue about
the definite delays for the combination of channel load and
differential speed. But for a rough estimate, the given frames
should be fitting.

4) � COMMUNICATION DELAY

The final communication delay is the sum of all five men-
tioned communication delay subcomponents, as shown in
Equation (5). The final communication delay can be cal-
culated to 11−254ms, for low channel load, as shown
in Table 4. For medium and high channel load, one can
expect at least 100ms of additional delay, depending on the
circumstances of transmission, as discussed in Section IV-B3.

tcomm = tbuffer + tpack + ttransmit + tunpack + tdistribute (5)

C. FUSION
Data Fusion can be separated into delays for data fusion
and matching & tracking for the fusion of high-level object
data, as shown in Equation (6). In a multi-sensor setup with
high-level object data, data fusion fuses the object data from
the object detection step. Matching is then needed to find
the corresponding objects. Finally, the tracking step produces
tracks of the matched objects.

tfusion_components = tdata_fusion + tmatching_tracking (6)

1) FUSION: DATA FUSION, MATCHING AND TRACKING

For a detailed analysis, it makes sense to analyze the fusion
components as stated in Equation (6). However, state-of-
the-art systems, such as Autoware [30], provide an all-in-one
solution for matching, tracking, and object data fusion as list
and matrix operations, as well as Kalman filters. Hence one
has to compare the overall inference time of such solutions,
as suggested by Jahromi et al. [31]. Jahromi et al. analyzed
state-of-the-art algorithms for the complete detection and
object data fusion pipeline and found inference times of

92 − 185ms. The elements matching, tracking, and fusion
are only parts of this time. As Jahromi et al. [31] provide
the times for detection and fusion, we could subtract the time
for object detection, see above Wen and Jo [13], from that.
However, this only gives a rough idea of around 30ms of
overhead when subtracting the minima and maxima without
discussing different hardware and algorithm setups. A better
estimate is to look at what matching, tracking, and object
data fusion are processing. Matching and tracking are the
nearest neighbor search which can be done in around 1ms
for a few objects, according to Gallego et al. [32], while
object data fusion is a simple merging of lists, which is
even faster. Hence we will estimate a rough fusion time of
2 − 30ms.

2) FUSION: LOCAL, GLOBAL AND ASYNC DELAY

Next, as shown in Figure 1, two sections have data fusion
times. The first one is the local fusion for the sender. The
second one is the global fusion of the receiver. Two main
approaches can integrate CP data: fusing everything at once,
meaning fusing the local data and the global CP data directly
every time. However, as elaborated by Pilz et al. [3], data
freshness, cleanliness, and security issues will arise. Without
external moderation, local data should be the reference. Else,
global data may corrupt the CP. Hence, the second approach
is that the receiver does local fusion first and then global
fusion. From the perspective of delay, it is best to use the
most recent local fusion to integrate the global fusion, as
is shown in Figure 4. This way, perception information is
already here.
In conclusion, the fusion time consists of the local fusion

time of the sender, the asynchronous delay of the global
fusion cycle, and the global fusion time of the receiver, as
shown in Equation (7) and Figure 4.

tfusion = tlocal_sender + tasync + tglobal_receiver (7)

However, the global fusion itself has a catch. Figure 4
shows that the event starts the timeline. This means the
currently active local perception of the Ego vehicle may be
already more recent than the CP data received from the other
vehicle. In this case, the global fusion has to consider the
timing offset of the CP data to the newer local perception
data. Generally, one can implement two strategies: either
alter the CP data and, for example, predict it into the future
or alter the new local perception to fit the old CP data. The
more accurate way is to do the latter; hence we also estimate
for the global fusion to do one fusion step with older data
and then add the new local perception if it was already
available. In summary, there will be one global fusion step
if the local perception fits but two fusion steps if the local
perception is new.

3) � FUSION DELAY

The delay results of Equation (7) will be most accurate
when calculating local and global delays separately. A sepa-
rate calculation is essential when two ITS-S highly differ
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FIGURE 5. Perception part of the automated driving software stack. The diagram shows the flow of information from sensor information to the planner and where the V2X
communication is connected. The software is based on the architecture proposal of Autoware [30].

in performance or with many objects. However, related
research, such as Correia et al. [26], estimate below 75
objects per intersection, which is not yet computationally
expensive, as shown by Gallego et al. [32]. For scenarios
with few objects, as discussed in Section II, we can sim-
plify the calculations as shown in Equation (8). This equation
calculates the final fusion time of 4−6ms as seen in Table 1.

tfusion = 2 ∗ tfusion_components + (
tfusion_components

)
(8)

V. SETUP
The CP domain consists of many established fields. Most
measurements are obtained from simulations or done in
separate environments. Fortunately, we have a handful of
street-legal automated driving demonstrators (ADDs). For
this work, we equipped two of them with V2X and CPM
capability to investigate the delay elements of the entire
CP chain. Additionally, we provide QoS measurements for
802.11p, as specified in Section II. The following Sections
will describe the setup of our vehicles and the used V2X
communication platform.

A. AUTOMATED DRIVING DEMONSTRATORS (ADDS)
At the Virtual Vehicle Research GmbH,1 we share a handful
of ADDs across projects. Each ADD has a different setup
for hardware and software. This paper used the Ford Fusion
and Ford Mondeo with their respective hardware setup. Both
vehicles can run the same software stack. The software stack
currently builds upon the Autoware Architecture Proposal.
However, we are already in the process of upgrading it to
Autoware Universe. The software stack and the hardware
configuration of the two used ADDs are described in the
following sections.

1) AUTOMATED DRIVING SOFTWARE STACK

The current software setup is based on Autoware [30].
Autoware provides a complete software stack and functions
for automated driving based on ROS. It contains modules

1. https://v2c2.at

that implement the sens-plan-act principle. The Autoware
stack provides detailed documentation for the software stack,
including setup and tutorials. It then only needs to be con-
figured for the particular sensor setup in the vehicle and the
drive-by-wire system.
To be more specific, the Autoware architecture proposal2

is used, which is a work-in-progress architecture for a
next-generation of Autoware. The Autoware architecture pro-
posal was proposed to the Autoware Foundation and was
migrated to the Autoware Universe software stack3 in a
recent step. For this paper, we must state that Autoware
Universe comes with partly more optimized implementa-
tions in the perception chain. Still, the processing chain’s
general principle holds, making it comparable. For simplic-
ity, only the term Autoware is used in the course of further
work.
For this paper, only the perception part is relevant.

Figure 5 shows the data processing diagram, whereas each
of the colored boxes represents a separate ROS node. The
sensor data nodes are drivers acquiring sensor data and
providing the raw data to the ROS environment. The pre-
processing reformats the data to be used by the Autoware
object detection implementations. The lidar object detection
uses a convolutional neural network (CNN), which outputs
3D clusters representing detected objects. The camera object
detection uses YOLO3 to output labeled 2D objects. The
local fusion then does cluster association to fuse the 3D and
2D objects. The associated objects are then shape-fitted to the
detected object class, resulting in bounding boxes. Afterward,
the multi-object tracker matches the detected objects with
previous detections using a Kalman-Filter-based approach
and generates a track for each object. The planner will then
predict future tracks and act accordingly. At the same time,
the V2X gateway will process the data to be sent to another
ITS-S.
On the receiving end, the V2X gateway receives the object

data. The receiving vehicle also ran the same processing as

2. https://github.com/tier4/AutowareArchitectureProposal.proj
3. https://github.com/autowarefoundation/autoware.universe
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TABLE 2. Hardware setup — ADDs.

the sending vehicle. Hence a local fusion is available. The
CP fusion first does the time association of the incoming
CP data. The time association checks the timestamp of
the incoming message to associate it with the correct local
fusion, which can either be the most recent fusion or the
previous one. The previous one is used if the local sensor
data is newer than the CP data and has already been fused. In
this case, the time association first manages the fusion of the
CP with the local fusion and then adds the most recent sensor
data. The CP tracking finally does the same as the local track-
ing. It matches the objects with the already known objects
and produces the track. The planner now receives tracks for
local and CP objects. The separation allows basing decisions
on the source of information. I.e., internal policies require
us to base critical safety decisions on local perception only.
We may not trust external sources, except if we are on a
proving ground.

2) ADD: FORD FUSION

The Ford Fusion, shown in Figure 6, is equipped with four
lidars, an Ouster OS2-128 and three Ouster OS1-64, as well
as two cameras, both of which are FLIR Blackfly S. The
Ford Fusion is currently the ADD with the most sensors
in the carpool of the Virtual Vehicle Research GmbH. The
computing hardware is three-year-old mid-range consumer
hardware, as shown in Table 2. This vehicle will be the
ITS-S that generates CPMs from the local perception.

3) ADD: FORD MONDEO

The Ford Mondeo is equipped with different sensors, depend-
ing on the use case. The computing hardware is an Alienware
laptop, with specifications shown in Table 2. For this paper,
we use the global navigation satellite system (GNSS) with
correction data for < 10cm positional accuracy. This posi-
tional information is sufficient to test the performance of the
receiving software stack. The Ford Mondeo is in the role of
the ego vehicle that receives CP data. In other words, the
local perception will only consist of the GNSS localization
to visualize the CP. In all other means, the same software
stack applies as shown in Figure 5.

B. COMMUNICATION PLATFORM
The vehicle communication platform to anything (vehicle-
CAPTAIN) is the V2X communication relay in this paper.
The core software components are available as part of the
FOSS vehicleCAPTAIN toolbox [33]. The primary purpose
of the vehicle_captain_routing_core is to provide a single
platform to host various V2X communication modules and

FIGURE 6. Virtual Vehicle ADD: Ford Fusion, with sensor setup, mounted on the
roof.

control them via a single software interface. In other words:
there is one software interface to receive and send V2X mes-
sages. The vehicleCAPTAIN controls the V2X modules via
their APIs. The user does not have to deal with implement-
ing a specific module. This way, the user does not have to
deal with the underlying communication layers. The phys-
ical layer could be ITSG5, C-V2X, IP-based, or any other
interface one specifies.
The message handling is also done by software

in the vehicleCAPTAIN toolbox [33]: (i) the vehi-
cle_captain_its_lib_c_cxx is software for decoding/encoding
of ASN.1 bitstreams, (ii) the v2x_msgs are the ROS2 pen-
dant to the ETSI specified ASN.1 messages, and (iii) the
v2x_gw is a ROS2 node that translates between ASN.1 bit-
streams and ROS2 type V2X messages, by connecting to
the vehicle_captain_routing_core and by making use of the
libraries above.
For this paper, the vehicleCAPTAIN hardware is equipped

with one Unex SOM-301E to guarantee the low latency of

VOLUME 4, 2023 513



PILZ et al.: COLLECTIVE PERCEPTION: A DELAY EVALUATION WITH A SHORT DISCUSSION ON CHANNEL LOAD

TABLE 3. Hardware setup — vehicleCAPTAIN.

V2X. The Unex SOM-301E ships with V2XCast.4 V2XCast
takes care of the V2X stack during transmission and send-
ing. The vehicle CAPTAIN is mainly an abstraction so
that one can exchange the underlying sending hardware
and software without changing the implementation of the
V2X communication interface in the ADDs and other
demonstrators.
The vehicleCAPTAIN hardware distinguishes this work

from similar approaches of delay measurements by synchro-
nizing the hardware clocks with 1pps. The hardware, listed
in Table 3, allows the synchronization of sender and receiver
to be good enough for the low latencies of V2X. Combined
with Qosium, a QoS analyzer software, we can do a com-
prehensive and highly time-accurate analysis of V2X QoS
in field-operational situations.

1) MEASUREMENT RESOLUTION FOR QOS

The QoS measurements necessitate high-precision clock syn-
chronization between measurement points. The expected
transmission delays are within a few milliseconds. These low
transmission delays require the clock synchronization accu-
racy to be substantially below one millisecond throughout the
measurements. Network Time Protocol (NTP) cannot reach
sufficient synchronization accuracy for our study. Typically,
the obtained accuracy of NTP is about a millisecond at best.
Precision Time Protocol (PTP) allows reaching our needs.
However, PTP needs wired synchronization channels to reach
this accuracy, which is impossible to realize in mobile mea-
surement scenarios. Thus, we base our approach for clock
synchronization on the one Pulse Per Second (1PPS) signal
obtained from a GNSS. Using 1PPS enabled us to reach
below 100µs synchronicity with the following setup: we
use gpsd, a GNSS service daemon, in combination with
chrony, an NTP implementation supporting GNSS reference
sources. The 1pps source provided by the ublox GNSS mod-
ule allows synchronization of the host device’s clock without
being directly connected.
We verified the synchronicity of the setup, as shown

in Figure 7: the UART interface connects two vehicle-
CAPTAINs. One vehicleCAPTAIN triggers the verification
measurement by sending data from its Tx pin. Both vehicle-
CAPTAINs receive the same data simultaneously on the RX
pin. Both devices store the current timestamp when receiv-
ing the trigger signal, synchronized via 1pps. Comparing
these timestamps results in the offset between the devices,
as shown in Figure 8. From the data, one can see that the
synchronicity is below 10µs for most samples, with spikes

4. https://unex.com.tw/v2xcast/

FIGURE 7. Setup to determine the time offset between 2 vehicleCAPTAINs.

FIGURE 8. Box plot of the offset between two vehicleCAPTAINs, during time
synchronization evaluation.

TABLE 4. Significant metrics of the time offset between 2 vehicleCAPTAINs, with
1pps synchronization.

below 100µs. Outliers of more than 100µs might result from
the software overhead of the evaluation method. However,
chrony deals with such spikes, and as seen from the analy-
sis in Table 4, the synchronicity is higher than the expected
transmission times and, therefore, suitable for highly accurate
measurements.

2) QOSIUM QOS MEASUREMENT SOFTWARE

The minimum delay of V2X communications, especially the
physical and MAC layers, can be calculated from specifica-
tions, as elaborated in Section IV. Other QoS parameters,
such as packet loss, have been discussed and simulated
in [19], [20], [34], [35]. However, practice and theory come
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TABLE 5. Qosium Delay test results, for one sending ITS-S. Averaging interval (T ) = 1000ms. Packet E2E delay (τ ), for one sending ITS-S.

with a gap, especially in wireless communications. Also,
simulation models need approximations and assumptions for
many factors affecting wireless communications. There are
no publicly available studies for highly accurate and com-
prehensive QoS measurements for V2X, which are essential
when talking about performance and especially safety. For
CP transmission in general and specialized CP use cases
in specific, especially virtual towing [36], it is essential to
have a constant flow of messages and a low delay for crit-
ical messages. With Qosium,5 we can empirically measure
an extensive amount of QoS statistics to extend the basis for
discussing such parameters.
Qosium is a passive QoS measurement software. It mea-

sures traffic, flow, and QoS statistics in real-time for existing
networks without injecting artificial test traffic for mea-
surement. Qosium does not need any support from the
applications and does not interfere with data transfer. The
measurement solution does not have limitations on appli-
cations for measuring or network technologies over which
the measurement is conducted. The statistics are one-way,
which means that both directions are measured separately
and simultaneously.
The measurement agents, called Qosium Probes, are

installed onto two vehicleCAPTAINs for our evaluations.
This setup allowed us to measure QoS statistics, such as
delay, jitter, packet loss, and packet loss bursts (PLBs). PLB
refers to sets of consecutively lost packets. However, as dis-
cussed in the following, the probes are not connected directly
to the V2X communication interfaces but to the ethernet
interface of the vehicleCAPTAIN hardware. Hence, results
do not include specific parameters, such as RSSI values.
The analysis is carried out for E2E packets between both
platforms.

C. MEASUREMENT SETUPS
We split our measurements into two measurement cam-
paigns. The first one is specifically for the V2X QoS
measurements, where we had to synchronize the V2X com-
munication platforms. The second one focuses on the full
implementation of CP.

1) QOS MEASUREMENT SETUP

Our test setup equipped two vehicles with vehicleCAP-
TAINs, as shown in Figure 9. The first vehicle is our ADD

5. https://www.kaitotek.com

FIGURE 9. Test setup for 1pps synced QoS measurements with Qosium.

Ford Fusion. We connected vehicleCAPTAIN A via Ethernet
to the automated driving system. The system creates coop-
erative awareness messages (CAMs) and sends them out
at 10Hz. vehicleCAPTAIN A listens for V2X messages on
its interface. In this case, vehicleCAPTAIN A will receive
a CAM. The Qosium probe also registers this CAM on
the Ethernet interface. vehicleCAPTAIN A then takes the
CAM, processes it, and sends it out via a Unex SOM301-E
interface. The V2X interface transmits the data via V2X
to the other side, where another Unex SOM301-E interface
receives the CAM. vehicleCAPTAIN B then collects the
CAM from the module, processes it internally, and puts it out
to be received in the other vehicle. There, a straightforward
logger program collects the messages to avoid processing
delays. During the Ethernet transmission, the second Qosium
Probe detects those sent CAMs at the ethernet interface of
vehicleCAPTAIN B and closes the measurement loop.
Qosium Scope processes the information from both ends

and puts out QoS parameters. The packet matching is done
by analyzing the contents of the TCP packets collected from
the Ethernet interfaces of the vehicleCAPTAINs. By con-
necting the Qosium probes to the Ethernet interfaces instead
of the V2X interfaces, we can also include the total pro-
cessing overhead of the V2X network management in the
E2E delay.
We chose six scenarios for the test drives, as listed in

Table 5 and 6. In the first scenario, we left the vehicles
standing in front of our office building to get reference data
for close distances. The second, third, and fourth scenarios
are city scenarios: we drove around the Inffeld Campus of
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TABLE 6. Connectivity results with Qosium, for one sending ITS-S. Packet loss burst (PLB). Packet loss burst length (�). Packet loss burst time (t).

the Graz University of Technology (TU Graz). Here a block
of buildings spans around 100m × 250m, which allows
distances between the vehicles of 50m, 150m, and 250m.
Hence we got a good combination of free line of sight, one
corner, and two corners between the vehicles. Scenario five
was then driven from the Inffeld Campus to the highway
through the urban area of Graz. Finally, scenario six is a
highway scenario, where the leading vehicle started on the
ramp, the second one waited for 2km and then followed with
a differential speed of 40km/h.

2) CP MEASUREMENT SETUP

To test CP in scenarios as specified in Section II, we
equipped our ADDs Ford Fusion and Ford Mondeo with
the V2X communication platform vehicleCAPTAIN, details
in Section V. The Ford Fusion has four Ouster OS-1 lidars,
and a stereo camera setup with two FLIR Blackfly S. The
lidars provide raw point clouds and the cameras raw images.
Both data streams are processed by the Autoware architec-
ture proposal stack [30]. The Autoware components provide
pre-processing of sensor data, object detection, and fusion of
the object data. The fused data is then (i) used as an onboard
sensing reference for the planner, (ii) used as input for the
V2X communication, and (iii) used as a reference sensor
input for the global fusion. With this form of implementation,
a local fusion is always available where the global fusion
can be put on top. Also, an automated vehicle planner can
focus more on local fusion as a reference point. Moreover,
the local fusion is not altered by global information. For the
measurements, we chose to take a full round around the TU
Graz Campus Inffeld, as this provides a good presence of
vehicles and pedestrians, as one would see in a city scenario.
From the rosbag, we are then able to extract delay statistics.

VI. RESULTS
We provide two kinds of test results: (i) a highly time-
accurate field operational analysis of QoS parameters of
ITSG5 in low channel load scenarios and (ii) a detailed
field operational analysis of the components of the CP delay
chain. The results are put directly into Table 1 to provide a
set of values for a working implementation and complement
the literature’s expectations in Section IV.

A. V2X QOS ANALYSIS
The measurement results provided by Qosium allow for
deep analysis of empirical QoS for the V2X application and

system. This paper’s main results are split into two tables
introducing delay and connectivity results.

1) DELAY RESULTS

The delay results are shown in Table 5. Our analysis consid-
ers the averaged result statistics using an averaging period of
(T = 1000ms). Qosium calculates statistics for every packet
and provides the results in the average form suitable for our
study.
Right away, one can see three scenarios with high packet

loss. The Campus scenarios with 150m and 250m have
obstructions, such as trees and buildings, which lead to
lost packets. The Autobahn scenario has out-of-range dis-
tances, which also hinders the reception of packets. The
delay results are within the expected range, as shown in
Figure 10. One highlight is that jitter, delay standard devia-
tion, and maximum delay statistics values are about double
higher in the city follower scenario than in the other sce-
narios. This is caused by differential speed and noise on the
wireless channel, which produced lag spikes, as shown in
Figure 11.

2) CONNECTIVITY RESULTS

The connectivity results are shown in Table 6. These results
include the PLB lengths and their durations in time. A PLB
spans from one lost packet until another is successfully
received.
With the standstill vehicles, we measured only one of

the 1719 packets lost during the measurement scenario.
However, when considering vehicle mobility, we observe
long PLBs. The Campus Round scenario with a 50m dis-
tance and the city follower example give important metrics
for close city distances. The results show a 3 − 14% packet
loss ratio, accompanied by 29 − 86ms average connection
loss, at worst 0.8 − 1.2s. Even more, it is essential to
note that obstructions impact packet loss substantially (see
150m/250m city scenarios). In such scenarios, packet loss
causes longer latencies for the information itself. Also, the
potential for lost messages gets more definite with longer
distances, as seen in the Autobahn scenario. We tested it as
an overtaking scenario, which leads to a high packet loss
and long PLBs when going out of range.
For the delay components, shown in Table 1, three differ-

ent transmission values visualize packet loss in transmission.
First, an average of 5ms are for the closest possible vehicles.
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FIGURE 10. V2X QoS results for the Campus Round 50m scenario, with one sending ITS-S. The overall E2E transmission delay is between 4 − 8ms. Most results are between
4 − 6ms, confirmed by the jitter, which is between 0 − 2.5ms. Both diagrams show a strong baseline, confirmed by the standard deviation of 0.58 from the averaging results
shown in Table 5.

FIGURE 11. V2X QoS results for the City Follower Scenario, with one sending ITS-S. The E2E transmission delay is between 4 − 23ms in the averaging intervals. Most delays
are between 4 − 10ms, confirmed by the jitter of 0 − 37ms, with most results between 0 − 5ms.

This time should be used for calculations with vehicles in the
line of sight without interference. The second one is for the
average city scenario, where vehicles are within the theoreti-
cal range of onboard sensors but may already provide a view
around the corner. This will increase the field of view (FOV)
for both vehicles. In this case, a blocked line of sight is pos-
sible when one vehicle drives around the corner. Interference,
fading, and signal strength contribute to lost messages. As
can be seen in the measurement results, 3.71% of messages
were lost in the city follower scenario. However, lost pack-
ets proliferate with tight corners and blocking objects, such
as in the Campus scenario, 13.69% at 50m. Similarly, the
number of PLBs increases. The average PLB durations of
29ms and 86ms with a high standard deviation show that the
communication becomes more unreliable than in the first sce-
nario. The results indicate that most PLBs are due to losing
only one packet, which should be considered in applica-
tion development. Therefore, 105ms estimates one missed
message, including the transmission time of an additional
packet.

The third delay value is for longer distances. In most
scenarios, there is a time when vehicles are close enough to
each other to overcome the interference of obstructions, i.e.,
line of sight is mostly no problem. Issues arise when driving
around the corner. With constant speed, we found that PLBs
are, on average, 318−411ms, i.e., about 3−4 messages are
lost. We, therefore, expect 405ms, which covers four lost
messages and one succeeding transmission. Higher delays
are then in ranges where infrastructure-supported relaying
and mobile network connections with server backends, i.e.,
V2N, may be more feasible.

3) CHANNEL LOAD

Channel load and differential speed have a major influence
on the transmission delay, as discussed in Section IV-B3.
However, the given setup is not able to create controlled
artificial channel load or controlled differential speed. Hence
one has to add expectations from simulations [28], [29]. For
low channel loads the previously discussed measurements
of 5/105/405ms are applicable, depending on the scenario.
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TABLE 7. ROS topic frequencies - separate runs in Ford Fusion (*) and Ford Mondeo
(+). Runs show node frequency stability.

For medium channel load, 100 − 500ms have to be added.
For high channel load, one has to estimate an additional
500 − ∞ms of delay, meaning delivery is not guaranteed,
depending on channel load and message priority. For the
final expectations in Table 1, we expect the three categories
to also reflect the combination with differential speed, as
rough major categories. A higher level of detail is provided
in Section VII.

B. CP DELAY CHAIN ANALYSIS
The following paragraphs will fill the measurement column
of the Components of Delay, shown in Table 1. The mea-
surements are taken from three test drives around the Inffeld
Campus of TU Graz. In Section V, we mentioned that our
ADD runs Autoware, simplified as shown in Figure 5. The
runtime of the nodes, shown in Table 8, is the time dif-
ference between the availability of an input message and
the availability of the corresponding output messages. Keep
in mind that also ROS2 communication is in between the
components with around 1ms delay for each communication
step [17]. Aside from these results, one must remember that
some nodes’ runtime depends on the number of detected
objects.

1) SENSOR DATA DELAY

The sensor data delay is calculated as shown in Equation (2).
The acquisition time can be taken from the datasheet, if avail-
able. For the Ouster OS1 Lidar [10] it is < 10ms. For the
FLIR BFS-PGE-27S5C-C [11] camera, we have to estimate
23.3ms for 43FPS as upper data latency per frame as no
concrete values are mentioned. To get a more accurate read-
ing, one would have to set up a measurement setup where
movement is created, and the output is measured on the
other end. The second value for the data delay is the read-
out delay. The respective ROS2 nodes in our system need
around 0.8ms for camera data and around 24.3ms for lidar
data, as shown in Table 8. The resulting data delay is now
24.1ms for camera data and 34.3ms for lidar data.

2) SENSOR CYCLE TIME

The sensor cycle time is given by the frequency of the
respective ROS2 nodes, which are 16Hz ⇒ 62.5ms for the
camera and 10Hz ⇒ 100ms for lidar, as shown in Table 7.

3) OBJECT DETECTION DELAY

The object detection delay consists of the pre-processing and
object detection steps. Pre-processing is necessary to rectify

the camera image and decrease the point cloud’s level of
detail. In our case, the camera images are analyzed with
the YOLO3 network, which results in 2D labeled object
lists. For the lidar, we get unlabeled 3D bounding boxes
from a convolutional neural network (CNN). Overall, the
pre-processing and object detection takes around 69.0ms for
camera data and 73.4ms for lidar data, as shown in Table 8.
Finally, as discussed in Section IV, one should know that
data of similar sensors are fused before the object detection
and pre-processing step. For example, our ADD Ford Fusion
can fuse the sensor images of four separate Ouster lidars.
However, for simplicity, we only use one Ouster lidar for
the tests conducted in this paper. Hence we get the final
sensing delays as 159.8ms for camera data and 207.7ms for
lidar data with Equation (4). For Table 8, we use the higher
delay for lidar, which is within the expected range.

4) DATA FUSION (LOCAL)

The local fusion is done at the object level when the camera
and lidar object lists are ready. The fusion is done in image
space. Therefore, 3D objects are first projected to the image
space and compared with the object list of the YOLO3.
The objects are then merged based on the intersection of
the unions. In an additional step, 3D shape fitting is done
based on the classification. This fusion takes around 0.3ms
to process object data from the camera and lidar in our
system. However, it may be higher if many new objects
are detected, as the maximum of 11.12ms shows. As data
fusion is a single processing node, the ROS2 DDS delay of
< 1ms [17] is added, resulting in 1.3ms data fusion time.

5) MATCHING & TRACKING (LOCAL)

Matching, also called data association, is done right before
the tracking stage. The tracked objects from the previous
round are matched with the new objects of the fusion step
with a global nearest neighbor approach. Tracking is the
final step in the local perception pipeline. The matched
objects are now used to update the tracked objects from
the previous round or, in case no match was found, to ini-
tialize new objects for tracking. Matching and tracking take
around 0.1ms. Both are done in a single ROS2 node. Hence
one has to add once the ROS2 DDS delay of < 1ms [17],
which results in 1.1ms for the matching and tracking and
2.4ms for the overall fusion.

6) BEYOND THE PERCEPTION PIPELINE

After the tracking, the local perception is complete. Next, our
system will predict the object’s movement from the existing
track. The local perception and the predict-ahead are then
used by the planner, which then acts upon the data.

7) BUFFERING

The local perception can be buffered with a sensor-like
frequency of 10Hz. In our implementation, this frequency
is already provided as our local fusion output, which is
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TABLE 8. Delay test results for each CP component from the ADD Ford Fusion. Summary of three test rounds around the Inffeld Campus of the Graz University of Technology.

stable 10Hz, as shown in Table 8. In future implementa-
tions, we will add filters to prevent congestion, as suggested
by ETSI specifications [1]. For now, there is only the ROS2
DDS delay that routes the data through an empty ROS2
node. Hence < 1ms ROS2 DDS delay [17].

8) PACKING

The packing is done in our V2X gateway. As soon as the
CPM node sends out the ROS2 CPM message, the V2X
gateway converts the ROS2 message into an ETSI conform
ASN1 message and sends it to the vehicleCAPTAIN. This
process takes around 0.103ms for a CAM. CAMs are used
for reference, as CPMs are not yet fully standardized and
can not easily be compared. Afterward, as discussed dur-
ing QoS measurements, the vehicleCAPTAIN transmits the
ASN1 payload. For such small times, we add the ROS2 DDS
delay with < 1ms [17], resulting in 1.103ms.

9) UNPACKING

The unpacking is similar to packing. The V2X gateway polls
the vehicleCAPTAIN with a maximum sleep time of 10ms if
messages are not received in between. The data is collected
from the vehicleCAPTAIN and converted from the ASN1
bitstream to a ROS2 CPM. The conversion takes around
0.030ms for a CAM. CAMs are used for comparison, as
stated above, for packing. Including the < 1ms ROS2 DDS
delay [17], this is up to 11.030ms of unpacking time.

10) DISTRIBUTION

The CPM node of the receiver distributes CPMs as sen-
sor messages. In our implementation, we directly feed the
incoming data into the global fusion pipeline, which results
in a < 1ms ROS2 DDS delay [17]. In a future implemen-
tation, we aim to pre-process V2X data to decrease the
computational load of multiple V2X messages on the global
fusion.

11) ASYNCHRONOUS FUSION DELAY

If one distributes V2X messages with a specific frequency,
the global fusion could be run directly afterward. In our

implementation, we directly relay V2X messages to ROS2 so
that other systems can immediately use them. As one fusion
step takes around 2.4ms, the fusion could run at 100Hz,
which would add 10ms of worst-case delay. However, this
high frequency will not be possible with multiple CPM
sources, as discussed in Section VIII. As the local perception
pipeline runs with 10Hz, we also limit the global fusion to
10Hz. This adds a worst-case delay of 100ms if the fusion
cycle is missed.

12) FUSION, MATCHING, TRACKING (GLOBAL)

Global fusion components will differ from local fusion com-
ponents depending on the fusion strategy. The problem is
how to fuse multiple CP sources. In our measurement, with
only one CP source, the fusion delay is the same as in
the local fusion, i.e., 2.4ms for two ROS2 nodes and their
processing time. However, fusing each CP source as a sep-
arate sensor will lead to scaling problems. Five or ten CP
sources will not be a problem, as the situation is similar to
a multi-sensor setup in automated vehicles. But especially
when V2N sources are integrated, there has to be a fusion
strategy, which increases the overall fusion time.

VII. THEORY OF TRANSMISSION DELAY WITH ITSG5
This section goes into more technical detail on ITSG5-
based V2X communications to better understand where most
of the communications delay comes from. As discussed in
Sections IV-B3) and VI-A3), loaded channels can result in
high delays. Depending on several factors – such as the
type of messages (priority) and transmission (unicast and
broadcast), message size, signal strength, channel noise
and interference, antenna setups, signal propagation factors,
and the number of actively transmitting ITS-Ss – a mes-
sage may experience increased delay, affecting the buffered
messages sent next, or a failed transmission.
One major challenge with ITSG5 is multiuser scenarios,

which affect delays and reliability. Only one station can send
at a time over a single channel while the others need to wait
for their turn. The Medium Access Control (MAC) layer
in ITSG5 is based on Enhanced Distributed Coordination
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Access (EDCA) which, similarly to Distributed Coordination
Function (DCF), gives every station the power to compete
for radio resources [27]. EDCA brings additional capabilities
over DCF to prioritize different types of traffic by introducing
data traffic-specific queues and different listening periods
called Arbitration Interframe Space (AIFS). The AIFS length
depends on the access category; where AIFS is shorter, the
higher the priority. This results in a situation where channel
access for low-priority traffic can be substantially delayed;
the lowest-priority traffic can even experience starvation with
much high-priority traffic [29], [37], [38], [39]. Traffic with
short AIFS can proceed to direct transmission with a much
higher probability than low-priority packets.
ITSG5 employs Carrier-Sense Multiple Access (CSMA)

with Collision Avoidance (CA). If the channel is busy upon
transmission attempt, the station goes to a backoff state.
The key to avoiding different transmitting stations sending
simultaneously is the random duration of the backoff period,
selected from the range [0, CW]. Thus, the Contention
Window (CW), with defined CWmin and CWmax values
for different access categories, plays an essential role in the
backoff duration. The backoff counter is decremented only
when the channel is idle. On busy channel moments, the
stations in backoff listen to the AIFS period, specific to the
access category, until the channel becomes free again to con-
tinue decreasing the backoff counter. Thus, the CW size and
the AIFS duration impact the time to wait for transmission
turns. Upon collision or otherwise unsuccessful transmis-
sion, the CW is increased until CWmax and retransmission
limit is reached, potentially extending the next backoff period
for the retransmission. This is to spread transmissions from
multiple stations in time, but it potentially introduces addi-
tional delays, especially for background and best-effort traffic
categories. The retransmission applies only to the unicast
mode, while in broadcast, there is only one backoff period,
after which the packet is sent, successfully or not, to ITS-
S receivers in range. Broadcast traffic does not suffer from
increased delays caused by retransmissions, but, on the other
hand, there is no information on whether all stations benefit-
ting from the message got it. One challenge of the EDCA and
DCF, also impacting the V2X scenarios, is the hidden node
problem. If two transmitting stations cannot hear each other,
they can initiate transmission at the same time, resulting in
a collision.
ITSG5 is based on a random-access MAC. The number

of competing stations, traffic access category, packet sizes,
retransmissions, and packet buffer lengths impact the delay
in ITSG5 systems on the MAC level, being spiced up by the
physical layer (PHY) and applications. Our results provide
an empirical evaluation of the V2X delays without ITS-Ss
competing for the same radio resources. The CPM is of the
highest priority, with only ten packets per second per ITS-
S, and when broadcast, the delays, in theory, do not grow
high. Comparing our results with related work, based on
simulations, for accurately determining the practical delay
behavior in congested channels is not straightforward. As

no study that empirically evaluates the V2X communications
delay in controlled channel loading scenarios with traffic of
different access categories and multiple transmitting ITS-S
exists, this is an interesting future work item, also to discover
how the estimations from the literature of this paper match
the practice.

VIII. DISCUSSION
The overall time needed for all CP components — from
an event happening until reaching the awareness of it
within another ITS-S — can be derived as discussed in
Section IV. Table 1 shows the estimations from literature
and includes the field operational performance metrics pro-
vided in Section VI. The discussion below will first analyze
the influence of QoS parameters on the transmission, fol-
lowed by analyzing essential parts of the CP chain, and
finally conclude by looking at the applicability of CP in the
scenarios specified in Section II.

A. INFLUENCE OF QOS
The V2X QoS measurements confirmed the low transmis-
sion times of V2X messages in side-by-side scenarios, as
shown in Section VI. The low latency times of around 5ms
are applicable for specialized time-critical scenarios, such as
virtual towing [36], where the packet loss should be close
to zero. However, if a vehicle’s sensors are working cor-
rectly, the nearby surrounding of a vehicle will always be
covered with onboard sensors. Hence the following form of
CP scenarios is applicable for city scenarios, where distances
are between 50 − 100m. In these cases, we expect only to
receive every other V2X message, as one message can be
lost. Thus, 105ms is a reasonable estimation for a missed
message and the delay of the next one. Finally, there are
scenarios with farther distances of 150−250m. In these sce-
narios, the packet loss is high, primarily due to occlusion.
However, those scenarios are edge scenarios for CP. They
mean that two vehicles are, e.g., occluded by a long corner
on a highway or by buildings in a city. Other scenarios are
already a city scenario with close distances and occlusions
or a scenario with a line of sight, where V2X is working
again. Hence, 405ms is selected for those ranges. For such
scenarios, it is also essential to mention that fast V2N sce-
narios may be in similar ranges. Correia et al. [26] shows
a 200 − 6000ms delay with LTE via a single MQTT server.
However, their setup is straightforward, and delays with traf-
fic management software would be more applicable. I.e., the
V2N messages of vehicles have to be managed to be only
relayed in specific regions, or else the mobile network is
also congested.
However, beyond our field evaluation, one has to be aware

of scalability issues resulting from loaded channels, as well
as differential speed. As stated in Section VII and compared
to literature in Section IV, the back-off algorithm and EDCA
system can cause delay >> 100ms. To be specific, simu-
lations by Shah et al. [28] suggest an additional delay of
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TABLE 9. Local perception compared to expected extra delay caused by CP. Comparison of literature (lit) to field operational (real) by scenario. Premise: local perception can
detect the object. Difference between CP and local perception �t . All delays in [ms].

100−500ms for medium channel load and differential speed,
depending on the definition of medium load and differen-
tial speed. For high channel load, the delay is unbounded.
In other words, a message may never arrive, depending on
multiple factors, such as priority and involved ITS-Ss. Hence
we suggest a discussion on including the V2X channel load
into the global fusion algorithm. To be specific: if, e.g., a
free space message is sent, its validity should depend on
the channel load, as the negation of the free space may not
arrive in time or at all.
One big remaining issue is the scheduling of V2X mes-

sages. If the CP algorithm [1] does not consider the CP
object as critical, the sending frequency is only 1Hz, which
increases the expected delay by a factor of 10. This delay
will also defeat the purpose of thinking about lost consec-
utive messages, as four lost messages from the expectation
above would lead to 4s of delay; this, in turn, raises the
question of how the situation evolved four seconds later.
One could argue that the object is not critical in this case,
else another 10Hz burst would have been sent, which in
turn throws overboard all estimations on the frequency and
expected lost messages. In conclusion, for the discussion in
this paper, we expect the object to be critical.

B. CP DELAY CHAIN
It is essential to be aware of the entire CP delay chain to
discuss the implications of changes in specific components.
This paper overviews the CP delay components in Figure 4.
To get the delay overhead of CP, one can subtract the local
perception delay from the overall delay. Table 9 shows the
expectations from the literature compared to an analysis of
the implementation in this paper. The delta time is the delta
between local perception and total CP delay. If local sensing
and fusion are similar for both vehicles, the difference in
time is primarily the added communication delay and the
global fusion delay. However, as seen in Table 1, there is
also a delay for asynchronicity. Literature shows this delay
within the communication part. But as our implementation
showed, this asynchronous delay can also be in the global
fusion.
For the discussion, there are two important delays. The

first one is the age of information. This is the delta, which is
caused by transmission and global fusion. We show that CP
information takes at least 1.5 times longer to be available
than local perception, as shown in Table 1. The other impor-
tant delay concerns the first information about an event. This
delay takes packet loss into account. The QoS analysis of

ITSG5 confirmed that one should expect one missed pack-
age in city scenarios, which means that global perception
is twice as slow as local perception. Higher distances lead
to weaker connectivity and more packet loss. Hence, higher
delay of information, meaning the global perception is > 2.5
times the local perception.
If the channel is loaded, or the differential speed is high,

the delay of information increases drastically, as discussed
in Section IV. The tests in this work are limited by not
having the capability for controlled channel loading and
controlled differential speed. Hence Table 9 shows expected
delays for medium and high channel load, respectively dif-
ferential speed, with added estimations from simulations by
Shah et al. [28].

C. SCENARIOS
With the complete CP delay chain, one can now discuss the
applicability of CP concerning safety and comfort. At this
point, one must emphasize that state-of-the-art automated
vehicles always have to carry the consequences for their
actions, similar to a human driver. Thus, an automated vehi-
cle has to drive in a way such that no critical situations arise.
In general, a human driver learns in Austria/Germany that
a child may walk out between vehicles, and one has to be
able to stop in advance. By current standards, this is also
true for an automated vehicle. The automated vehicle has to
be able to stop in advance. In other words, CP may not be
used to prevent such situations, as the automated vehicle has
to guarantee that. However, evaluating the delay contributes
to discussing whether the general approach could change.
In general, CP may be used to improve traffic flow and

comfort. If the ego vehicle knows that objects (VRUs, other
vehicles, debris, or similar obstacles) do not occupy a partic-
ular area, it may increase its speed. In these cases, it is crucial
if the situation changes. In other words, if an RSU sends
out free-space messages via CP and the situation changes,
countermeasures must be fast. There are three types of coun-
termeasures: (i) the warning via V2X, which is the fastest
if there is no direct knowledge about a situation, (ii) the
onboard detection, which is the standard for an automated
vehicle and (iii) the human intervention, which is compara-
tively slower to the onboard detection, as elaborated in the
following.
Table 9 shows that CP data is 123.9 − 523.9ms slower

than onboard sensor data within low channel load scenar-
ios. Thus, as long as the ego vehicle can not detect the
dangerous object within this time difference, V2X is faster.
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However, C-ITS will suffer from loaded channels, with a
higher density of ITS-Ss. In city scenarios, this is likely
to cause 100 − 500ms of additional delay. Depending on
the circumstances, the delay may be drastically higher, up
to a point where the message can not successfully be sent.
Beyond transmission delays, the implementation of the tested
CP chain does not include signed data or any other form
of verification. Thus, the data may not be trusted, which
is terrible for safety-relevant situations, as counter-actions
may lead to worse situations. Therefore, verification and
trust management delays have to be considered but have yet
to be measured. Security delays aside, if CP information
extends the FoV, the scenarios discussed in Section II are
applicable.
Last but not least, there is human intervention. The

human reaction time for objects moving into the drive
path is roughly 1.5 seconds, according to Green [40]. As
Table 1 shows, the sensing time is up to 280ms as sug-
gested by literature and 207.7ms tested with our vehicle.
Thus, an automated vehicle will react faster and more
precisely to date. In contrast, a human may be better
in their decision if it is a trained driver or in uncer-
tain situations. However, an automated vehicle can be
more aware of its surroundings, which may be even better
with V2X.
The following paragraphs will discuss the three reaction

methods to better understand how V2X can contribute to
safety and comfort. All scenarios present lower expectations
without channel load. The transmission delay is basically
unbounded, but at least >> 100ms for loaded channels, as
discussed in Section IV.

1) CITY SIDE-BY-SIDE SCENARIO

The city scenario, shown in Figure 1, has a VRU that will
come out between vehicles. As discussed above, an auto-
mated vehicle has to be aware of the possibility of such a
situation. In that sense, the speed has to be according to
the situation. Thus, safety should be no problem. However,
it can increase comfort and performance. If the oncom-
ing ego vehicle is aware of a declared free space or a
VRU between the vehicles, it can act accordingly. With
free space declared, the ego vehicle can increase its speed.
The sensors of the free space declaring ITS-S will send
out a CP warning of the pedestrian, which will be taken
into account by the ego vehicle 123.9ms later, due to the
close distance, without channel load. If a VRU approaches
the free space, the situation changes again, triggering a CP.
Hence there will not be the possibility of a sudden pedes-
trian appearance. Hence the ego vehicle has to adapt its
speed according to the available free space that can cover
predict-ahead estimations of VRUs, including the expected
CP delay. The scenario is similar if there is already a VRU
between the vehicles. In conclusion, if the CP data of the
VRU can be integrated before the data of the onboard sen-
sors, the ego vehicle will have a time advantage due to the
CP data.

2) HIGHWAY SCENARIO

The highway scenario shown in Figure 2 has a broken-down
vehicle with a VRU walking around. As discussed above,
such a situation should be no safety issue. However, the ego
vehicle can increase speed if an ITS-S declares free space. In
this case, the ego vehicle has to consider the delay caused
by lost packages at long distances. In other words, if the
situation changes for a particular area, at least 405ms has
to be added for the transmission time. This factor is espe-
cially true when there is no RSU but oncoming vehicles that
declare the free space. In this case, there might always be
a situation where oncoming vehicles have sensor range to
the location of the scenario, but the ego vehicle is on max-
imum communication range. However, one must consider
the arrival of early information that can neither be known
by the ego vehicle nor by an active human driver. In that
case, at least 523.9ms of extra delay is better than having
no information until getting into the sensor range. Looking
further, if there is no free space but an obstacle, as shown
in Figure 2, the ego vehicle can ensure the comfort of its
passengers and slow down in advance, i.e., avoiding driving
on the limit.

3) CITY INTERSECTION SCENARIO

The intersection scenario shown in Figure 3 has an
intersection scenario where a VRU crosses the road behind
the corner. Again, safety should not be an issue here, as the
ego vehicle has to drive in a way where onboard sensors can
avoid a collision. Overall, the scenario is similar to the city
scenario; however, messages could be lost due to corners. In
this case, we consider that an ITS-S may send out free space
around the corner, but the situation changes. As the situation
changes, the ITS-S detecting it immediately (10Hz) sends
out the position of a VRU crossing the street. Nevertheless,
as it is a city scenario, one message may be lost. This results
in at least 223.9ms additional delay, compared to the onboard
perception. Depending on the slow speeds at the intersection,
this may be fast enough, depending on the channel load.

IX. RELATED RESEARCH
This section points out related research, which was not
directly looked at in this paper, but influences the usage
of V2X in general or CP in specific.
One parameter not directly looked at in this work is chan-

nel load and congestion. If the V2X channel is congested, a
CPM is not guaranteed to arrive, as it could be overridden by
multiple high-priority messages, such as DENMs and CAMs.
However, preventing congestion caused by CPMs is well-
studied. Many studies deal with data selection to decrease the
size of CPMs. Methods are to mitigate redundancy [41], pack
detected objects into one instead of multiple messages [15],
[16], and decide which objects might be necessary at all [42],
[43], [44]. These methods decrease the channel load, which
is essential not to increase the channel-busy ratio.
Another evolving parameter is the discussion around secu-

rity, especially the trustworthiness of CP data. Related
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research deals with V2X cyber security challenges [45], [46],
[47], [48], but also the need to reflect trustworthiness in the
data [49], [50], [51], [52]. Depending on the methods used,
delay times for CP may increase. The systematic approach to
evaluating the CP delay chain presented in this paper allows
a discussion on the influence of this delay.
We also did not directly address different forms of fusion

algorithms, i.e., the implementation of particle filters and
occupancy grids, as discussed by Godoy et al. [53]. The
planner of Autoware works with a map. This map can either
be generated with perception from the onboard sensors or
preinstalled. For this paper, we tested the perception stack,
as discussed above, as the planning algorithm is unnecessary
for the CP delay evaluation.
We focused on cmWave protocols for data transmission,

with ITSG5 as an example. The lower modulation of the
transmission frequency results in a limited bandwidth, which
only allows the transmission of object data, as specified
by ETSI [1]. However, there is also the evolving mmWave
standard with ten times higher frequency in the 60GHz area.
This frequency allows the transmission of the raw camera
and lidar data, as discussed in the related literature [54],
[55], [56]. As discussed in previous research [3], using raw
data for transmission will also influence the fusion. It will be
interesting to see how the CP delay chain must be adapted
when this technology is ready to be integrated.
Finally, we did not dig deeper into the domain of controller

theory. As discussed, our implementation uses Autoware as
the automated driving stack. Autoware is a collection of
best practices to balance the overall system’s performance.
In that regard, analyzing Autoware from a control perspective
would be interesting. Platooning can contribute much to the
control analysis by analyzing the control loop in connected
vehicles [57], [58], [59], [60], of course also dealing with
unknown communication-related delays [61], [62], or fixed
expected frequencies, [63].

X. CONCLUSION
This paper aims to provide a systematic view of the delays
of CP. We started by defining a set of scenarios where CP
can provide benefits. We then defined the delay elements
of CP and collected expectations from the literature for all
elements. We then set up two measurement campaigns (i) to
deepen the knowledge of V2X QoS performance with highly
time-accurate measurements in low channel load scenarios
and (ii) to complete the delay dataset of the CP delay chain
with field operational performance measurements, of a V2X
enhanced automated driving stack.
The update of the CP delay chain allowed us to col-

lect delay expectations from the literature. We then used a
state-of-the-art Autoware implementation in our street-legal
ADDs to collect delay results in field operational tests. We
first confirmed that low latency can be fulfilled for CP with
field operational QoS parameters of ITS-G5 with around 5ms
transmission time at close distances in sparse traffic scenar-
ios. We then argued that packet loss should be counted as

additional 10Hz cycle delays for high-priority CPMs, leading
to an expected information delay of 105ms for intersection
scenarios in cities and 405ms for highway scenarios.
The results are limited by not specifically testing loaded

or congested communication. Hence, we highlight the risk in
scalability, with transmission delays >> 100ms due to nec-
essary MAC mechanisms. To be more specific, we derived
an overhead of an additional 100 − 500ms delay for chan-
nels with medium load and 35 − 120km/h differential speed
and highlighted that highly loaded channels have unbounded
delays. Consequently, we started the discussion that loaded
channels should be part of the trustworthiness of CP data.
In other words, if the channel is loaded, CP data will
have higher delays, which results in risks, e.g., CP updates
negating free space messages may never arrive.
The discussion of delays of the full CP chain also showed

that a basic high delay originates in the asynchronous recep-
tion cycle. Either the CP data is received and distributed with
a specific frequency before feeding it into the global fusion,
or the global fusion cycle creates an asynchronous delay
with its cycle. This results in a 100ms cycle delay caused
by the 10Hz global fusion for state-of-the-art automated driv-
ing software, as demonstrated in this work. Loaded channels
will produce different results, making the transmission delay
more prominent. However, the provided delay expectations
from the literature and a state-of-the-art system provide a
basis for the optimization discussion.
Finally, the expected local perception delay — for sparse

traffic scenarios, as defined in Section II — is 207.7ms.
We argue that close-distance scenarios are a minority of use
cases, as the onboard sensors should be able to cover the
driving path. Hence, while the expected additional global per-
ception delay is 123.9ms, the expected additional information
delay is at least 223.9ms, due to packet loss. In other words,
in low-traffic scenarios, CP information should be expected
to have at least twice the delay of local perception. However,
the delay may increase drastically in higher V2X channel
load cases.
As a follow-up for this work, we see (i) the integration

of V2N for CP and (ii) the extension of tests for multiple
global fusion sources. The usage of V2N with 5G ben-
efits from the low latency of 5G systems, as shown by
Castiglione et al. [64]. However, the integration of V2N will
increase the overhead with a backend system, as shown by
Correia et al. [26]. It will also need a management system
for data exchange dedicated to geo-location. The advantage
is the higher reliability for guaranteed data delivery. The
disadvantage is the much higher delay with two-way con-
nection and backend management. The V2N connection will
also create challenges for global fusion. As discussed in this
work, our global fusion approach can handle limited CP
sources. More than a dozen CP sources will be problematic,
as the global fusion strategy has to manage the fusion of
multiple input sources with various time delays. However,
we see much potential in applying existing fusion strategies
for onboard sensors in robotics. But we also see difficulties
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with the additional time delay caused by loaded channels,
which might greatly negate the need to optimize the global
fusion approach.
Beyond this work, one should consider the implications of

CP for safety purposes. Three immediate issues are: (i) first,
lifting safety guards for higher performance can lead to dan-
gerous situations. Not only when the CP chain is broken
at some point, i.e., packet loss or unbound MAC delay,
but mainly when unsecured towards adversaries and faults.
Parameters on when to allow the lifting of safety guards have
to be precise; (ii) second, increasing comfort by braking in
advance to prevent emergency braking for VRUs can lead
to psychological issues with legacy vehicles. In other words,
future VRUs will learn that vehicles brake even though they
can not see them, so they are safe. If the oncoming vehicle
is now a legacy vehicle, without CP functionality, fatal acci-
dents may happen; and (iii) third, ignoring hard rules, such
as stopping at red traffic lights, stopping at stop signs, ignor-
ing speed limits, and many more, may create uncertainty in
hybrid environments.
Finally, CP can increase safety and comfort by extend-

ing the FOV as long as onboard safety can be guaranteed.
Beyond that, other factors, such as reliability and accuracy,
play an essential role.
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