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ABSTRACT Autonomous vehicles are being developed to make road traffic safer in the future. The time
when autonomous vehicles are actually safe enough to be used in real traffic is a current subject of
discussion between industry, science, and society. In our work, we propose a new approach to the risk
assessment of autonomous vehicles based on risk-benefit analysis, as it is already established in other areas,
such as the registration of pharmaceuticals. In this context, we address the question of socially acceptable
risk for mobility and investigate this concept as a decision-making criterion in trajectory planning. We
make the first attempt to quantify an accepted risk by comparing autonomous vehicles with other types
of mobility while taking into account the ethical and psychological effects important to the acceptance of
autonomous vehicles. We show how an accepted risk contributes to the transparent decision-making of
autonomous vehicles at the maneuver level. Finally, we present a method for considering accepted risk
in trajectory planning. The evaluation of this algorithm in a simulation of 2,000 scenarios reveals that
lower risk thresholds can actually reduce risks in trajectory planning. The code used in this research is
publicly available as open-source software: https://github.com/TUMFTM/EthicalTrajectoryPlanning.

INDEX TERMS autonomous vehicles, trajectory planning, decision-making, risk.

I. INTRODUCTION

AUTONOMOUS Vehicles (AVs) will be subject
to inherent risks which cannot be completely

mitigated [1], [2], [3]. This raises questions about risk man-
agement, including what risks can be accepted. The follow-
ing illustrative example should motivate our work and show
the importance of risk for the behavioral decision-making of
AVs.
Imagine the following situation: An autonomous vehicle

is driving through the city. Two children are playing on the
sidewalk at the side of the road. How should the AV pass
by the playing children? Should it maintain its speed of
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40 km/h and increase the safety distance by driving slightly
into the seemingly clear adjacent lane? Or should it lower
its speed to walking speed (7 km/h) for safety reasons?
Given this fictitious but realistic situation, three things

become apparent:

1) No matter how safe AVs are and how well their soft-
ware is programmed, there is always a residual risk for
an accident. In almost every case, there is a possibility
that one of the children will hop onto the road in such
a way that the AV can no longer avoid a collision.

2) The information described in the situation is not suf-
ficient to evaluate the situation in a meaningful way.
What are, for example, the distances between the vehi-
cle and the children? How likely is it that one of the
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children will run into the road? Evaluating the situation
requires knowledge of risks (more on this later).

3) We see a trade-off between safety and traffic flow.
Reducing risk in road traffic is generally achieved
by reducing speed and increasing safety distances.
Both, however, lead to a worse traffic flow. After
all, what would be the benefit of AVs if they were
significantly safer but were not used because of
their slow and overly defensive driving behavior? If
AVs drastically worsen traffic congestion in already
stressed cities because of their driving behavior, this
may lead to similar acceptance problems as dubious
safety.

Ultimately, this trade-off raises a crucial underlying ques-
tion of how much risk we want to accept in autonomous
driving. The answer to this question also provides the answer
to the aforementioned situation. If we know a value for
acceptable risk, the vehicle can choose its speed, or more
generally its driving behavior, in such a way that this risk
is not exceeded. A society-accepted risk could consequently
be the basis for the decision-making of AVs. Whether or not
to overtake a slow cyclist on a country road, for example,
depends on many variables, all of which ultimately result in
a risk.
We will see that a weighing of risks is not new at

all. Several fields, such as the registration of pharmaceu-
ticals, apply methods of risk-benefit analysis to decisions
that involve uncertainty. For this reason, various calcula-
tions concerning road traffic attributed a monetary value to
human life, such as 9.6 million dollars for example by the
U.S. department of transportation [4], in order to be able to
systematically weigh up political decisions that are related
to risks for humans.
This contribution seeks to develop a procedure used to

quantify a socially accepted risk and to consider it accord-
ingly in the trajectory planning of AVs. In doing so, we
not only want to illuminate the perspective of the potential
users of AVs, but also focus on the other road users who
are directly affected by the behavior of AVs. Studies have
shown that the interests of AV users may well lead to an
ethical conflict with those of other road users [5]. For this
reason, i.e., in order to represent the interests of all road
users, the search for an acceptable risk must be conducted
as a social debate.

II. RELATED WORKS
The literature relevant to the present work comprises four
areas: First, in terms of risk management, the safety standards
and norms are briefly presented in order to later connect
risks and safety to trajectory planning as part of the AV
decision-making process. Therefore, approaches from for-
mal verification are considered next to risk-aware trajectory
planning. Finally, a look at the risk-benefit analysis in the
pharmaceutical sector is intended to provide new inspiration
and ideas for AV risk management.

A. SAFETY STANDARDS AND LEGISLATION IN
AUTONOMOUS DRIVING
AV risk and safety issues are currently addressed by stan-
dards such as ISO 26262 [6] or ISO/PAS 21448 SOTIF [7].
While ISO 26262 aims to ensure the functional safety of
electric and electronic systems in an (automated) vehicle,
SOTIF focuses on the safety of the intended functional-
ity. ISO 26262 uses the Automotive Safety Integrity Level
(ASIL) as the unit of measurement. These ASIL levels build
up on the SIL levels of ISO and thus allow us to connect
a qualitative measurement from 10−5 to 10−9 dangerous
failures per hour, although they are usually of qualitative
nature [6]. The ASIL is determined by considering severity,
probability of exposure, and controllability. It determines
which safety measures must be deployed so that only an
acceptable residual risk remains. The consideration of risk in
ISO 26262 is based on individual components and the causes
of the probability of failure. ISO 26262 acknowledges that
safety is not the absence of risk, but rather the idea that some
inherent risk will remain in the system [8]. However, there
is no consideration of risk based on the consequences at the
overall system level, and it is not designed to cope with
multi-agent environments [9]. As a result, this standard can-
not be connected to trajectory planning and decision-making
of AVs, nor can it be used to answer the questions raised
in the introduction. The system-level view is provided by
SOTIF, which distinguishes four categories of risk: known
safe, unknown safe, known unsafe, and unknown unsafe. The
classification of risk into four different scenario types may
give first indications about the question of acceptable risk,
but it does not answer this question to a sufficient degree. The
recent EU regulation on autonomous driving systems (ADS)
takes the next step by demanding and further describing the
usage of acceptance criteria in terms of residual risks [10]:
Considering the ODD, “the manufacturer shall define accep-
tance criteria from which the validation targets of the ADS
are derived to evaluate the residual risk” [10] based on var-
ious existing data, such as accident data. Based on accident
data in the EU, the regulation provides an exemplary value
of 10−7 fatalities per hour as an acceptance criterion in a
footnote.

B. FORMAL VERIFICATION AND RESPONSIBILITY
Formal verification methods provide a connection between
the safety and trajectory planning of AVs. The underlying
idea is to prove safety in a planned trajectory based on a
mathematical model for safety assurance [11]. Therefore, a
safe driving policy for trajectory planning is often described
using time-variant areas that the AV must avoid. Accordingly,
reachable sets of road users [12] are calculated based on their
current state and the physical and legal constraints of each
road user. However, these sets grow exponentially over time
in their size, which makes their use infeasible for longer plan-
ning horizons [13]. A similar approach is provided by the
Responsibility Safety Shield (RSS) [9], which was developed
with the specific goal of not leading to accidents in which
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the AV is at fault. However, choosing conservative RSS
parameters likely hinders traffic flow, whereas the oppo-
site could lead to collisions because the assumptions are
violated [14]. Similar to the RSS approach, a reachability-
based trajectory design is introduced in [15], which generates
provable not-at-fault trajectories. Initial criticism based on
accident data coming from the first AVs in the United States
appears, stating that AVs may rather avoid blame than acci-
dents [16]. This indicates that such not-at-fault approaches,
or approaches that primarily aim to avoid only accidents
resulting from the behavior of the AV, can increase the
number of accidents overall and thus reduce road safety.
To avoid the assumption of strict rule adherence of all road
users, the initial approaches extend formal methods by con-
sidering the errors or traffic rule violations of other human
road users [17].

C. RISK-AWARE TRAJECTORY PLANNING
In contrast to guaranteeing safety based on the legal respon-
sibilities of road users, risk-aware planning approaches
acknowledge inherent risks in road traffic and aim to quan-
tify and minimize these risks. Since the completed risk
assessment during development cannot identify all potential
hazardous events during real-time AV operations, there is an
increasing interest in risk assessment during run time [18].
To consider risks in trajectory planning, criticality measures,
such as time-to-collision (TTC) or time-to-react (TTR) are
used in various approaches [19], [20]. Further risk-aware
architectures used for AVs incorporate algorithmic uncertain-
ties regarding various software functions, e.g., perception,
intention detection, or control [21]. Building upon uncer-
tainties, risk measures can be extended by integrating the
severity of potential collisions [22], [23]. Experiments in a
real-world application using Gaussian mixture models for
modeling the uncertain behavior of obstacles exhibited ben-
efits in terms of less conservative trajectories being able
to be generated [24]. Further examples that focus on risks
originating from sensor occlusion show great potential for
improving AV safety and comfort [25].

Most of these risk-aware trajectory planning methods aim
to minimize risks or uncertainties of the ego-AV. However,
the requirements for AV risk assessment from an ethical
point of view are more far-reaching and require the inclu-
sion of the risks of other traffic participants [5]. In addition,
no research has yet connected the idea of risk thresholds
coming from a macroscopic view, e.g., crash statistics (lag-
ging measures), using trajectory planning as a policy (using
leading measures) for decision-making.

D. RISK-BENEFIT ANALYSIS
The EU Expert Group and the German Ethics Committee
demand a positive risk balance for AVs, as compared to
the human driver [26], [27]. This approach suggests a new
method of safety argumentation that is already widely used in
other areas, such as pharmaceuticals: a risk-benefit analysis.

According to risk-benefit analysis, risks and benefits are
quantified and their ratio is applied as the basis for decision-
making. Regarding the quantification, we distinguish leading
and lagging measures [28], whereby leading measures are
pre-crash measures and lagging measures reflect the post-
crash outcomes. Relying on these lagging measures using
crash statics for statistical safety validation requires hundreds
of millions of kilometers [29] of real-world driving data for
each software version, which motivates the investigation of
leading measures as valid indicators for lagging measures.
Working with risk-benefit ratios yields the question of

which ratio is considered acceptable when introducing AVs.
Although the ethics committees suggest the human driver
as a benchmark, it makes sense to look into other areas
where risks must be weighed against benefits. It has been
shown that the pharmaceutical and automobile sectors both
share quite similar requirements and face similar magnitudes
of both uncertainties and risks [30]. Therefore, initial work
has begun on adapting the qualitative framework PrOACT-
URL [31] from the pharmaceutical sector and applying it
to the positive risk balance of AVs [30]. There are further
relevant aspects that can be transferred to AVs: In addition
to managing risks, it is also essential to educate users about
existing risks in an accessible and understandable way. The
patient leaflets that come with pharmaceuticals provide a
valuable template for such a purpose. Another aspect con-
cerns the difficulty of collecting sufficient data in advance
in order to make valid apriori assumptions about the risks.
Therefore, the risk-benefit ratio is continuously reviewed
during use in the pharmaceutical sector. If the ratio becomes
unfavorable, the drug should be withdrawn from the market.

III. HUMAN DRIVER AS A FIRST BENCHMARK
To provide an initial benchmark for accepted risk, we start by
quantifying the risk that corresponds to the average human
driver. Therefore, we have to clarify the definition of risk,
because a variety of definitions are used in the literature,
such as fatalities per hour [10] or likelihood of an acci-
dent [32] or collision [30]. Most risk definitions used in the
context of AVs lack the two-dimensional character of risk by
focusing on, e.g., fatalities or incidents alone, but neglecting
the severity of an incident. Therefore, we selected the def-
inition of risk as being an expected value consisting of the
likelihood that an event occurs and a measure for the con-
sequences of this event. Transferred to autonomous driving,
we use the probability for a collision pCollision as likelihood
and the expected harm H to humans as a consequence to
calculate the risk R as in Equation 1. This equation has
been established in previous contributions on the subject of
risk-aware trajectory planning [5].

R = pCollision · H (1)

In line with the risk-benefit analysis described in
Section II-D, we do not set risk in contrast to time (risk
per hour) as in ISO 26262 [6]. Following the idea of con-
sidering the benefits next to the risk, we compare the risk to
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TABLE 1. Transfer of accidents statistics of 2021 [34] to a cumulative value for harm.

the driven kilometers (risk per km), as this more effectively
reflects the benefit of mobility.
Using Germany as an example, we converted data from

accident statistics into a risk-per-kilometer-driven metric in
order to create an initial benchmark for the average human
driver. Whereas the risk factor considers any personal injury
reported by the statistics, property damage and secondary
effects, e.g., health issues due to air pollution, are not con-
sidered. Table 1 shows the number of fatalities, as well as
major and minor injuries in German road traffic for 2021.
In order to convert injuries and accident fatalities into risk,
we rate the severity of an accident between 0 and 1, where
1 represents the worst accident injury, and 0 represents no
injuries. In doing so, we rely upon the definition provided
in [5] and map a value of 1.0 to death, 0.1 to major injuries,
and 0.01 to minor injuries. This assignment is rather arbi-
trary in nature and remains open for discussion. However,
the congruence with the harm model in the algorithm is
important, so we do not address this issue in greater detail.
Finally, this approach results in a total harm of 8, 449.8
through road traffic in Germany per year. Given the annual
mileage of approximately 719.6 · 109 km in 2019 [33], we
calculate a risk according to the average human driver of
RHuman = 1.17 · 10−8 per km.

This value reflects the risk of an average human driver
in Germany. AVs at level 4 operate in various Operational
Design Domains (ODD). As a result, this value cannot sim-
ply be applied to AVs. Essentially, the following aspects
must also be taken into account:

• Risk is dependent on the ODD. For example, driving
in good weather is inherently less risky than driving
on slippery roads or in poor visibility. Accordingly,
comparing AVs with human driving requires comparing
human-driven accident data from the same ODD. The
value provided herein reflects the average risk of a
human driver in the ODD throughout Germany during
the entire year.

• From an ethical point of view, it is not sufficient if
AVs improve the average risk as opposed to human
drivers. Focusing on the average risk only could result
in higher risks for vulnerable road users (VRUs), for
example, while the risks for the passengers in AVs
decrease. This question raises an important ethical issue
that requires looking at the balance of risk for differ-
ent groups of road users. In particular, road users, who

cannot choose between AVs or human-driven vehicles
but only encounter the consequences (e.g., pedestri-
ans), must then be granted a more positive risk balance
compared to human-driven traffic.

• We must also consider the psychological effects influ-
encing AV acceptance. Firstly, our benchmark incorpo-
rates the average human driver. As a result, some drivers
may not see an improvement in risk from using AVs. In
addition, studies have shown that human drivers overes-
timate their capabilities as a result of the overconfidence
bias [35]. Thus, in the eyes of most drivers, the average
human driving capability represents no improvement,
even if it would actually be an improvement in many
cases. Secondly, individuals perceive risks differently,
depending on their ability to control risk. When having
no control over the AV, individuals require the risk to
be much smaller than for the same situation under their
perceived control [36]. One survey among potential AV
passengers from China revealed a risk improvement on
the order of two magnitudes would be necessary for
AVs to be broadly accepted [37].

Comparison with aviation or railway systems reveals that
risks per km are roughly 100 times smaller in the case of
trains and 1000 smaller in the case of planes [38]. This
statistic suggests that a risk reduction by a factor of 100
in the corresponding ODD, and for all road users, repre-
sents a reasonable starting point for AV introduction leading
to an average desired risk in the magnitude of 10−10 per
km. Similar to pharmaceuticals, assessing the benefit-risk
ratio at the time of registration can only be preliminary in
nature. Drug studies demonstrate the lack of generalizability
of the benefit-risk ratio derived from the pivotal studies [39].
Therefore, the risk-benefit analysis must be continuously
reviewed with respect to the current state of knowledge.
Given the situation where the ratio has become unfavor-
able (similar to the pharmaceutical industry), the vehicle
registration might become invalid, which is a practice fol-
lowed by most countries in terms of hardware issues (e.g.,
TÜV in Germany). This representation of risk is also suit-
able for communication with passengers. As is similar to
patient information leaflets, problems which occur from fre-
quently to rarely (e.g., injuries) can be presented to users in
a transparent manner.

IV. TRAJECTORY PLANNING WITH MAXIMUM
ACCEPTABLE RISK
To integrate the concept of a maximum acceptable risk
criterion in AV trajectory planning, we build up on a
sampling-based approach to trajectory planning [40]. In gen-
eral, the planning algorithm consists of four steps, as shown
by Figure 1: (1) generating jerk-optimal trajectories using
a Frenet coordinate system, (2) identifying and discarding
invalid trajectories, and (3) evaluating the valid trajectories
according to a cost function and selecting the trajectory with
the lowest cost (4). To integrate consideration of risk into
AV decision-making, the trajectories generated as various
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FIGURE 1. Schematic overview of the trajectory planning algorithm with maximum
acceptable risk. The four steps are repeated with a frequency of 10 Hz.

decision options must each be assigned a risk value. There
are various uncertainties in autonomous driving, such as
perception, prediction, or control uncertainties, that can be
transferred to collision probabilities. We use the probabilis-
tic trajectory prediction model Wale-Net [41] to calculate
collision probabilities for each state in every trajectory that
was generated. The resulting overall collision probability
from multiple possible collisions at a given state originating
from several road users is calculated as conditional prob-
ability. Interactions between two or more predictions and
the planned trajectory are represented by the data-based
prediction model through training data. Further uncertain-
ties, for example, originating from perception, are neglected
here.
To estimate the harm of a potential collision, we use

four inputs that have known physical relationships to the
harm: velocities and masses of the two colliding objects,
as well as impact areas and angles [42]. The correlations
are expressed by a logistic regression whose parameters
were determined based on the accident database of the
National Highway Traffic Safety Administration’s Crash
Report Sampling System [43]. In order to meet the ethical
requirements of prioritizing personal injury over property
damage [44], only personal injury is considered by the
model.
Finally, according to Equation (1), a risk for each state

over time within the planning horizon of the AV can be
calculated as shown by way of example in Figure 2. This
results in a time-variant risk over the planning horizon for
each sampled trajectory. We describe the risk for a trajectory
with the maximum value over time since the correlations
of the risk values (resulting from the uncertainties of the
prediction model) are unknown. The underlying assumption
of zero dependent risks results in a conservative estimate of

FIGURE 2. Exemplary risk over time for a sampled trajectory for a specific road
user. The crucial criterion for evaluating the trajectory is the maximum risk that occurs
over time.

the risk. However, as long as the dependencies are unknown,
this seems to be the only reasonable option. A trajectory is
classified as valid if its risk for every road user is less than
the maximum accepted risk.
The set of all valid trajectories is calculated as follows: Let

T be the set of all trajectories generated by the trajectory
planner in the sampling step (1) that are to be checked
for validity (2). We are looking for the set TV of all valid
trajectories, from which a trajectory is subsequently selected
(3), for example, by using a cost function. By applying the
maximum acceptable risk Rmax, the set TV is obtained by
Equation 2:

TV =
{ {τ ∈ T | Rτ ≤ Rmax} ∃ τ ∈ T : Rτ ≤ Rmax
T otherwise

(2)

A major task of AV trajectory planning is to balance
various objectives. Various cost terms that are used in the
literature [45] can be related to either safety goals, com-
fort goals, or mobility/efficiency goals. If no trajectory is
found fulfilling the condition of maximum accepted risk,
then the vehicle is in a high-risk situation. We then propose
to evaluate the trajectories using the cost function with dif-
ferent parameters than under normal conditions. Cost terms
with the objective of vehicle safety must be weighted sig-
nificantly higher than those for comfort or mobility. Our
implementation neglects all costs other than risk if the max-
imum acceptable risk is exceeded (Equation (3)). The effects
of this two-stage cost function depending on the maximum
acceptable risk in contrast to a usual risk-based cost function
and a cost function without risk will be part of our empirical
evaluation.

Jtotal =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

wRJRisk
+ wMJMobility
+ wCJComfort ∃ τ ∈ T:Rτ ≤ Rmax

JRisk otherwise

(3)

Related works from the literature on risk-aware trajectory
planning (see Section II-C) mainly use a cost function to
integrate risk or uncertainties in trajectory planning. This
maps a (primarily linear) trade-off between risk and the
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FIGURE 3. Relationship between maximum acceptable risk Rmax and risk costs ρ

assuming linear weights.

remaining costs. Thus, the risk is allowed to increase arbi-
trarily as long as this occurs within the ratio described by
the cost function. Figure 3 illustrates a cost function with
linear weights, distinguishing risk costs, and all the other
costs. According to the cost function, the trajectory with
the lowest cost must be chosen. In the visualized example,
trajectory A must be preferred over B, although the risk
costs are the highest. However, integrating the maximum
acceptable risk would, in this case, exclude trajectory A
given its excessive risk, so trajectory B becomes the better
choice.

V. RESULTS
Our approach to trajectory planning with risk incorporates
the concept of a maximum acceptable risk within the plan-
ning algorithm. In the following, we will examine the effects
of this approach on trajectory planning and, in particular,
the risks that arise as a result. Besides qualitative examples
to illustrate the planner’s behavior, we perform a quantita-
tive evaluation with the CommonRoad [46] scenario library,
which consists of 2,000 scenarios in the simulation. The
scenarios originate from various ODDs with multiple coun-
tries (e.g., USA, China and Germany) and a wide variety
of situations (e.g., city or highway). The behavior of vari-
ous road users is deterministic, and thus they do not react
according to the AV. In the simulation, a basic point mass
model of the vehicle is employed, incorporating restrictions
on acceleration and steering angles. The primary empha-
sis is placed on trajectory planning, assuming no variations
in control between the planned trajectory and the executed
trajectory. The scenarios represent real recorded scenarios
and hand-crafted critical scenarios, our planning algorithm
cannot achieve risks as low as demanded in Section III,
and we stick to values that are more suitable here. Finally,
we investigate the relationship between the online maximum
acceptable risk as a leading measure in trajectory planning
and the actual resulting risks as a lagging measure in road
traffic.

A. QUALITATIVE EXAMPLES
In the introduction, we hypothesized that a maximum accept-
able risk provides guidance to trajectory planning in terms
of behavior and decision-making. The core of the proposed
idea is to no longer prescribe AV behavior and evaluate
corresponding metrics for safety or risk but to specify an
accepted risk and derive a corresponding behavior of the AV
from it. Accordingly, using a risk threshold is intended to set
a suitable velocity in the introductory example or to specify
whether or not to perform an overtaking maneuver. Since the
latter is more illustrative, we use this example to test our
hypothesis on a scenario with a potential overtaking maneu-
ver. In our scenario, the white AV following our trajectory
planning algorithm approaches a slow-moving scooter rider
on a rural road in heavy oncoming traffic (represented in the
form of trucks). The velocity of the scooter is significantly
lower than the AV target speed here, which provokes an
overtaking maneuver here.
The left of Figure 4 depicts the initial situation, without

maximum acceptable risk (a) and Rmax = 10−7 (b). As
indicated by the colors, the sampled trajectories that would
overtake the scooter have lower costs (green) than those that
do not overtake. This is mainly due to the high difference
between the high AV target speed and the low speed in
the case of not overtaking. The trade-off between safety
and efficiency, as described by the cost function, advocates
for overtaking. The lower the current velocity of the AV
is, the more risk the AV is willing to take in that case.
Consequently, the algorithm without maximum acceptable
risks plans to overtake the scooter, as shown at t1 and t2.
Using the same planning algorithm with the same param-

eters, but with Rmax = 10−7 leads to different behavior. The
low-cost trajectories aiming for the overtaking maneuver are
then considered invalid because they exceed the maximum
acceptable risk. As a result, the AV does not perform an over-
taking maneuver and maintains a safe distance behind the
scooter. The example demonstrates that a maximum accepted
risk is appropriate for maneuver-level risk-based decisions.
However, further experiments also show that the length of
the planning horizon is a crucial parameter in this case: if
the planning horizon is too short (e.g., 1 s instead of 2 s in
this case), the risks that correspond to an overtaking maneu-
ver can not be mapped to a trajectory choice so that the AV
will enter a situation where it could not estimate the risk
beforehand.

B. EMPIRICAL EVALUATION
The effects of the concept of maximum accepted risk
described in the foregoing example impact the behavior in a
variety of scenarios which can be evaluated from an empiri-
cal point of view. Therefore, we run our trajectory planning
algorithm on 2,000 scenarios in simulation and compare
various values for Rmax. As a measure for comparison, we
observe the resulting risk distribution across all of the sce-
narios. For this purpose, we analyze the risks of all road
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FIGURE 4. Overtaking maneuver as a qualitative example on the effects of a maximum acceptable risk in trajectory planning. The maneuver is performed with two algorithmic
configurations shown at various timesteps: Without maximum acceptable risk (a), the white AV overtakes the slower scooter. Adding Rmax = 10−7 to the same algorithm, an
overtaking maneuver is considered unsafe, so the AV stays behind the scooter (b).

users collectively, which occur in each simulation time step
with the respective configuration.
Figure 5 shows a tail distribution of these actual calculated

risks for multiple settings. Reducing Rmax from ∞ stepwise
to 10−5 results in characteristic discontinuities at the relevant
value of Rmax. This is indeed reasonable since the decision
based on the maximum acceptable risk is not of a continuous
nature but has a discrete character.
We also observe that lowering Rmax does not necessarily

decrease the average risk Rmean that can be actually measured
in the simulated scenarios: Comparison between Rmax =
10−4 and Rmax = 10−5 reveals that although with Rmax =
10−5 risks higher than 10−5 occur less frequently (3% vs.
4%) the average risk, in that case, is higher than with Rmax =
10−4 (7.25·10−5 vs. 7.13·10−5). This is true because higher
risks (10−4) are, in this case, more likely to occur than with
Rmax = 10−4.
We also investigate the impact of a risk-minimizing cost

function in contrast and interaction with Rmax, as described
in Section IV. First, we observe the AV behavior when only
minimizing risk using the cost function without Rmax: Similar
to the use of maximum acceptable risk, a risk-minimizing

cost function decreases high risks but without the charac-
teristics at the points of Rmax (blue dashed line in Fig. 5).
Combining both approaches results in even lower risks (black
dotted line in Fig. 5): Compared to using Rmax = 10−5

only, the average risk decreases by about 48% and, in com-
parison to using risk minimization only, by about 12%.
However, the best results in terms of overall risk reduc-
tion are achieved by using the two-stage risk cost function
described in Section IV: as soon as the maximum acceptable
risk is exceeded, the objectives of comfort and mobility are
neglected, and the planning algorithm minimizes only risk.
This yields a further improvement of 48% (black dashed
line) over the basic combination (blue dashed line).
An interesting effect appears when Rmax is varied while

using a risk-minimizing cost function as soon as Rmax is
exceeded. In this case, the average risk decreases as Rmax
is lowered, as Figure 6 illustrates. In contrast to Figure 6,
where the lines cut each other, a basic correlation between
Rmax and the actual occurring risks can be observed. In
addition, the limits of risk management emerge. The shaded
area of the tail distribution shown in Figure 6 cannot be
surpassed using the maximum risk and risk minimization
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FIGURE 5. Tail distribution of actual risks occurring during simulation with 2000 CommonRoad scenarios with various values for maximum acceptable risks and three different
cost functions.

FIGURE 6. Tail distribution of actual risks occurring during simulation with 2000
CommonRoad scenarios with varying values for Rmax and a two-stage cost function
with risk minimization.

methods presented herein. Doing so would require adapting
the AV algorithms. It should be noted that this limit in risk
mitigation only emerges in simulations where the AV starts
in the middle of a scenario with a prescribed state (v > 0). In
a real-world application lowering the risk thresholds would
rather lead to not starting a drive. This effect, however, offers
promising opportunities for the benchmarking of trajectory
planning algorithms within a simulation.
The correlations between the maximum accepted risk in

trajectory planning and the actual resulting risks, as well as
the resulting accidents, are of further interest. The ability to
identify universally valid correlations in this context would
open up new possibilities for the safety argumentation of

AVs. Figure 7 illustrates this correlation with respect to two
cases, i.e., no risk minimizing cost function and the two-
stage risk minimization. As a result, we observe the average
risk and cumulative harm over 2,000 scenarios. Compared
to the case of no risk minimization, the two-stage cost func-
tion shows a correlation of maximum acceptable risk with
the resulting average risk and harm: the lower Rmax, the less
cumulative harm and the less average risk. Beyond that, how-
ever, no additionally detailed relationships can be determined
on the basis of these experiments. However, establishing a
validated relationship between risks in trajectory planning
and cumulative harm outputs of AVs based on algorithmic
uncertainties might be able to open new avenues into the sub-
ject of safety validation. Assuming valid risk quantification,
changes to a single software function would then no longer
require repeated proof of the entire AV software package but
rather only re-evaluation of the (expected) cumulative harm
in the corresponding ODD.

VI. CONCLUSION & OUTLOOK
A wide variety of approaches have been proposed for con-
trolling or eliminating autonomous driving risks. The present
research addresses the question of how safe AVs must be
in the context of risk-benefit analysis. We thereby found
essential aspects from other fields (e.g., the pharmaceuti-
cal industry) to be appropriate when applied to the field of
autonomous driving. In this context, we introduce the concept
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FIGURE 7. Relation between maximum acceptable risk to mean risk and cumulative
harm on 2000 simulated scenarios.

of maximum acceptable risk used to guide AV trajectory and
behavior planning. As a result, we showed how this leads to
maneuver-based decisions, as motivated in the introduction.
In contrast to other works that determine the AV behav-
ior and evaluate safety measures, we specify a value for
safety, namely the accepted risk, and observe the AV behav-
ior as a result. Empirical evaluation reveals that maximum
acceptable risk enhances safety even when risk is already
minimized using a cost function. The best risk distribution is
achieved using our two-stage cost function approach, which
also shows the limits of risk management. Moreover, in
this case, an empirical connection can be made between
online risk in trajectory planning and a macroscopic view
of risk, which could open new avenues into options for the
safety argumentation of AVs. Considering a comprehensive
approach to operational safety, which encompasses critical
factors such as robust system reliability, well-designed fail-
safe mechanisms, and seamless human-machine interaction,
becomes imperative for successfully implementing the con-
cept of maximum acceptable risk. However, this approach
requires further steps, additional software uncertainties, and
more data with multi-agent focus [37], to reveal the complex
relationships in this area.
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