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ABSTRACT Deep Neural Networks (DNNs) are used in various domains and industry fields with great
success due to their ability to learn complex tasks from high-dimensional data. However, the data-
driven approach within deep learning results in various DNN-specific insufficiencies (e.g., robustness
limitations, overconfidence, lack of interpretability), which makes the usage in safety-critical applications,
like automated driving, challenging. An important safety strategy to address these limitations is the
detection of DNN errors (e.g., false positives) during runtime. In this work, we present a general error
detection approach for DNNs, which combines diverse monitoring methods to address different safety-
related DNN insufficiencies simultaneously. To ensure consistency with the automotive safety domain, we
take into account established concepts of the automotive safety standard ISO 21448 (SOTIF). We apply
our error detection method on the safety-related use case of traffic sign recognition by using self-created
3D driving scenarios. In doing so, we consider different types of DNN errors related to in distribution,
out of distribution, and adversarial data. We demonstrate that our approach is able to handle all these
error types. Furthermore, we show the performance benefit of our method compared to a baseline DNN
and to state of the art DNN monitoring methods.

INDEX TERMS Artificial intelligence, automated driving, deep learning, deep neural networks, safety of
the intended functionality, traffic sign recognition.

I. INTRODUCTION

INHIGHLY automated vehicles, artificial intelligence (AI)
and deep learning (DL) are crucial parts for complex tasks,

like environmental perception [1]. In deep learning, a data-
driven approach is taken, in which deep neural networks
(DNNs) learn these tasks from high-dimensional data [2].
After training and testing activities, the DNN black box
models are integrated into the overall automated driving
(AD) system architecture, as shown in the upper part of
Fig. 1, and perform safety-critical tasks, like object detection
and image classification. However, ensuring safe behav-
ior of these data-driven algorithms is challenging due to
their insufficiencies and the infinite number of scenarios in
open-world. For example, distributional shift and adversarial
attacks can force the DNN to predict high confidence
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scores on incorrect outputs [2]. In the context of safety of
the intended functionality (SOTIF) and the corresponding
automotive safety standard ISO 21448 [3], the open-world
problem is addressed by systematically minimizing the area
of unknown scenarios with iterative process steps of anal-
ysis, functional modifications, verification, and validation.
For the remaining area of unknown, potentially unsafe sce-
narios, appropriate monitoring methods have to be provided
during runtime. However, methods for monitoring traditional
software, which are recommended in the functional safety
standard ISO 26262 [4] (e.g., range checks), are not applica-
ble for DL-based algorithms, like DNNs [2]. For this reason,
various DNN runtime monitoring methods have been pub-
lished in recent years, which we discuss in the related work
in Section II-C. However, these methods do not take into
account various DNN insufficiencies simultaneously. Rather,
they focus on individual error root causes (i.e., triggering
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FIGURE 1. Proposed architecture for an insufficiency-driven detection of DNN
errors (using the example of DNN-based perception).

conditions), like out of distribution inputs and adversarial
attacks. Furthermore, to the best of our knowledge, estab-
lished SOTIF concepts like the cause and effect chain, which
is shown in Fig. 2, have not yet been taken into account in the
context of DNN runtime monitoring. To address these gaps,
we propose in Section III an insufficiency-driven approach
for monitoring DNNs, as shown in the lower part of Fig. 1. In
Section IV, we describe the implementation and application
of our proposed error detection method on the safety-related
automated driving use case of traffic sign recognition (TSR).
Afterwards, we present and discuss our results by comparing
our error detection approach to a baseline DNN model and
to state of the art monitoring methods in Section V. Finally,
we summarize our work and draw conclusions in Section VI.

II. RELATED WORK
In this section, we discuss theoretical background and rel-
evant research for modeling, simulating, and testing of our
proposed DNN error detection approach. First, we introduce
SOTIF and the corresponding safety standard ISO 21448 in
Section II-A. Afterwards, we discuss testing in automated
driving and deep learning including relevant datasets and
toolsets in Section II-B. Finally, we summarize methods for
monitoring DNNs during runtime in Section II-C.

A. SAFETY OF THE INTENDED FUNCTIONALITY
According to the automotive safety standard ISO 21448,
SOTIF is defined as “the absence of unreasonable risk due
to a hazard caused by functional insufficiencies” [3] of the
intended functionality. In the context of automated driving,
functional insufficiencies can be insufficiencies of specifica-
tion (e.g., gaps in specification of operational design domain)
or performance insufficiencies (e.g., technical limitations of
sensors and perception algorithms). Certain conditions of
a scenario (i.e., triggering conditions) can activate these
functional insufficiencies and might provoke a hazardous
behavior of the AD system [3], [5]. Fig. 2 shows the corre-
sponding cause and effect chain and illustrates the connection
between functional insufficiency, triggering condition, and
hazardous behavior. To ensure the SOTIF, ISO 21448 defines
an iterative development process including phases of analy-
sis, design, verification, validation, and monitoring [2], [3].
Thereby it addresses the open-world problem for complex

FIGURE 2. SOTIF cause and effect chain in the context of automated driving based
on ISO 21448 [3].

systems (e.g., unknown, unsafe scenarios in automated driv-
ing), which are not sufficiently covered within the established
functional safety standard ISO 26262 [2], [3]. In doing
so, ISO 21448 augments the process of ISO 26262 [2].
Furthermore, ISO 21448 has reasonably foreseeable misuse
of the intended functionality in scope and proposes measures,
like human machine interface (HMI) improvement and driver
monitoring implementation [2], [3]. However, ISO 21448
does not go into detail about insufficiencies in context of
deep learning algorithms and related measures to address
the safety of DNNs. This is were various research activities
come in, like Willers et al. [5], who identified DNN-specific
safety concerns and corresponding mitigation measures, or
Burton et al. [6], who proposed an approach for the con-
struction of confidence arguments in the context of DNN
performance evaluation.

B. TESTING IN AUTOMATED DRIVING AND DEEP
LEARNING
Virtual testing is becoming increasingly important in auto-
mated driving due to well-known advantages like repeata-
bility, scaling, safety and costs [7], [8]. Especially with
respect to the development of DL algorithms (e.g., DNNs
for perception tasks), testing in virtual environments is an
important field [9]. Recent survey papers [7], [9] summa-
rize relevant datasets for testing of DL-based AD systems
and virtual testing environments for open- and closed-loop
simulations, like MATLAB Automated Driving Toolbox.
Using the example of traffic sign recognition task, well-
known datasets like GTSDB (German Traffic Sign Detection
Benchmark) [10] and LISA (Laboratory for Intelligent and
Safe Automobiles) [11] are publicly available. Furthermore,
Zhu et al. [12] introduced the Tsinghua-Tencent 100K dataset
with Chinese traffic signs in bad weather conditions. To test
the AD system in relevant scenarios and to derive poten-
tial failure cases, Ghodsi et al. [13] and Wang et al. [14]
recently published methods for generation of safety-critical
scenarios. However, the data-driven approach in deep learn-
ing results in major differences compared to traditional
software, which requires DL-specific testing methods on
software level. Recent survey papers [15], [16] highlight
these differences and summarize research of appropriate
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FIGURE 3. Runtime monitoring methods address different types of triggering
conditions (using the example of traffic sign recognition).

testing methods to address DL-specific insufficiencies, like
robustness limitations and black-box characteristics. For
example, Pei et al. [17] introduced the white-box testing
framework DeepXplore to measure neuron coverage and to
uncover thousands of incorrect DNN corner case behav-
iors [16]. Furthermore, Tian et al. [18] proposed DeepTest as
a systematic testing tool, which supports derivation of erro-
neous DNN behaviors in the context of automated driving.
Additionally, various explainability methods offer the possi-
bility in testing to explain the decisions of a DL algorithm
and to analyze and understand its errors [19]. For example,
explainability methods like GradCam [20] and Occlusion
Sensitivity [21] provide saliency maps to highlight relevant
features within the input image.

C. RUNTIME MONITORING METHODS FOR DEEP
NEURAL NETWORKS
In addition to DL-specific testing activities, it is of great prac-
tical importance to monitor the tested DL algorithm during
runtime [22]. To discuss state of the art monitoring methods
in deep learning, we define a DNN as a high-dimensional
function fθ , which maps the input data x to output values in
form of, e.g., probability scores for different classes. This
mapping depends on the DNN’s learned parameters θ from
training data distribution (i.e., in distribution) [23]. However,
the DNN probability scores are often overconfident and do
not guarantee error prediction [2], [19]. Therefore, various
methods for DNN runtime monitoring have been published
in recent years, which can be assigned to three main literature
fields [22]:

• Predictive Uncertainty
• Out of Distribution Detection
• Adversarial Detection

The methods of each literature field differ in their error detec-
tion approach and address different types of error root causes
(i.e., triggering conditions) [19], [22]. Fig. 3 shows the rela-
tion between monitoring methods and triggering condition
types. For example, out of distribution (OOD) detection
methods focus on the detection of input data outside the
training data distribution [19]. They deal with a binary clas-
sification problem, whether the input is in distribution (ID)
or OOD to prevent a DNN error on input data that have never
been seen during training time [23]. Adversarial detection
methods address intentionally modified input data to fool the

DNN (i.e., adversarial attacks [24]), which are often very
close to the training data distribution with minimal targeted
modifications [22]. Similar to OOD methods, they classify
binary, if the current input is an adversarial attack or not. In
contrast, predictive uncertainty methods provide additional
uncertainty values to reflect the level of confidence for the
current DNN prediction [23]. Because predictive uncertainty
methods improve uncertainty quantification in general, they
cannot be assigned to only one triggering condition type, as
shown in Fig. 3. In the following, we describe some well-
known representatives of each literature field. More detailed
overviews of DNN runtime monitoring methods can be found
in recent survey papers [19], [22].

1) PREDICTIVE UNCERTAINTY METHODS

Well-known predictive uncertainty methods are based on
Bayes theory, like Monte Carlo (MC) dropout and Bayesian
neural networks [25]. These methods estimate an out-
put probability distribution by multiple sampling of non-
deterministic forward passes during runtime fθ,i(x) [23]. For
an MC-dropout-based monitoring, dropout layers have to be
added to the network architecture, which randomly switch
off single neurons and introduce a regularization effect dur-
ing training time. However, Gal and Ghahramani [25] argued
that if dropout is applied during runtime as well, it can be
interpreted as an approximation of a Bayesian neural network
with Bernoulli distributions as a prior [19]. Mean μ and vari-
ance σ 2 of the output distribution are calculated by using
the DNN predictions fθ,i(x) over n forward passes through
the dropout layers, as shown in (1). The variance of the
predicted class can be seen as a score Sunc of the predictive
uncertainty.

μ = 1

n
·
n−1∑

i=0

fθ,i(x); σ 2 = 1

n
·
n−1∑

i=0

(
fθ,i(x) − μ

)2 (1)

Furthermore, Lakshminarayanan et al. [26] proposed Deep
Ensembles, which is another sampling-based approach for
estimation of the DNN output probability distribution. In
contrast to the MC-dropout method, the sampling procedure
is not performed through the dropout layers, but through
multiple DNNs, which differ in their underlying training
process (i.e., their weights θ) or additionally in their archi-
tecture. The output probability distribution over n samples
can be calculated the same way as with the MC-dropout
method by (1). One drawback of these sampling-based meth-
ods are their computational overload due to the fact that
multiple forward passes are required to achieve an accurate
approximation of the output probability distribution [19].

2) OUT OF DISTRIBUTION DETECTION METHODS

Instead of estimating a probability distribution for the cur-
rent DNN prediction, OOD detection methods deal with a
binary classification problem, whether the current input is
inside or outside the training data distribution. For example,
Cheng et al. [27] proposed a method for monitoring neuron
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activation of the hidden DNN layers. The neuron activa-
tion patterns in the last hidden layer are stored with Binary
Decision Diagrams (BDD) [28] during design phase [23].
These patterns are built up with Boolean variables, which
indicate if the monitored neurons are active or not. To detect
anomalies, the neuron activation pattern is compared to the
stored patterns during runtime by measuring the Hamming
distance. Furthermore, Hendrycks et al. [29] proposed Outlier
Exposure, where the training process of the DNN is aug-
mented with OOD samples from auxiliary datasets (e.g., 80
Million Tiny Images [30]). The DNN is trained on the orig-
inal dataset with original labels DID(x, y) and additionally
an OOD dataset DOOD(x′). The authors modified the loss
function with an additional term, which forces the DNN
to output a high entropy score for the added OOD sam-
ples. For classification tasks, Lee et al. [31] introduced a
modified loss function, which includes the Kullback-Leibler
(KL) divergence [32] to force the DNN fθ to be closer at
the uniform distribution U for OOD inputs x′ with a penalty
parameter λ > 0, as shown in (2). Consequently, the OOD
score SOOD for the current DNN prediction can be estimated
by calculating the entropy of the DNN prediction, according
to (3).

min
θ

[
EDID(x,y)

[ − logfθ (x)
]

+λ · EDOOD(x′)
[
KL

(U(y)‖fθ
(
x′

))]]
(2)

SOOD = H
(
fθ (x)

)
. (3)

3) ADVERSARIAL DETECTION METHODS

To address adversarial perturbations within input data during
runtime, Meng and Chen [33] introduced the autoencoder-
based method MagNet, which is trained on the original
dataset. The input samples are processed through the
autoencoder, which compresses and reconstructs the input.
Afterwards, adversarial inputs are detected by a high recon-
struction loss between original and reconstructed input.
Additionally, the reconstructed input is processed through
the DNN and shifts within the DNN prediction between the
original and reconstructed input are measured for adversar-
ial detection as well. Furthermore, Xu et al. [34] proposed
Feature Squeezing, which is based on DNN predictions on
squeezed input images. Therefore, a reduced color depth
image and a spatial smoothed image are generated from the
original input. The DNN predictions on the two squeezed
images are compared with the DNN prediction on the orig-
inal input image. If the difference Sadv between the outputs
exceeds a threshold, the input is classified as an adversar-
ial attack. To measure the difference between the original
prediction fθ (x) and the squeezed prediction fθ (xsqueezed),
the �1-norm can be taken into account [34], as shown
in (4).

Sadv = ∥∥fθ (x) − fθ
(
xsqueezed

)∥∥
1 (4)

III. MODELING OF AN INSUFFICIENCY-DRIVEN ERROR
DETECTOR FOR DEEP NEURAL NETWORKS
In this section, we describe the development of a general
model for DNN error detection in the context of safety of
the intended functionality, as shown in Fig. 1. Therefore,
we take into account the SOTIF cause and effect chain from
Fig. 2 and the literature fields of DNN runtime monitoring
from Section II-C. First, we create an error root cause model
for DNNs with DNN-specific insufficiencies and triggering
conditions in Section III-A. Afterwards, we derive general
DNN monitor categories and link them to the insufficiencies
in Section III-B. Finally, we combine the monitor categories
with a meta model, based on stack learning technique, in
Section III-C. This enables a general approach for monitoring
DNNs, which addresses safety-related DNN insufficiencies
and considers various types of DNN errors related to in
distribution, out of distribution, and adversarial input data.

A. CREATION OF AN ERROR ROOT CAUSE MODEL FOR
DEEP NEURAL NETWORKS
Willers et al. [5] recently defined nine DNN-specific safety
concerns leading to insufficiencies, like data distribution shift
to real world, distributional shift over time, incomprehensi-
ble behavior, unknown behavior in rare critical situations,
unreliable confidence information, brittleness, dependence
on labeling quality, inadequate separation of test and train-
ing data, and insufficient consideration of safety metrics.
Cheng et al. [35] identified core properties and correspond-
ing insufficiencies of DNNs, which have to be addressed in
safety context, like robustness, interpretability, completeness,
and correctness. Dataset limitations as well as limitations
regarding robustness, explainability, and uncertainty are also
highlighted by Houben et al. [36].
In the following, we summarize these results in six gen-

eral DNN insufficiencies and categorize them by using the
SOTIF terms of performance insufficiency and insufficiency
of specification, as shown in Table 1. Furthermore, we make
a distinction between data- and model-related insufficiencies.
Whereas data-related insufficiencies refer to the underlying
datasets, which are used in DNN development process for
training, validation, and testing, model-related insufficiencies
refer to limitations of the trained DNN model. Considering
the DNN-specific triggering condition types and the catego-
rized insufficiencies, we create an error root cause model
in the context of deep learning. Fig. 4 shows the error
root cause model and illustrates the relation between DNN-
specific functional insufficiencies, triggering conditions, and
DNN errors. In distribution, out of distribution, and adver-
sarial inputs can activate corresponding DNN insufficiencies
and lead to a DNN error (i.e., false positive or false negative
prediction). If the DNN error is not detected on software
level, it can contribute to a hazardous behavior on vehi-
cle level. To prevent DNN error propagation, we propose
an error detection approach on software level, which takes
into account the DNN insufficiencies to detect all types of
DNN-specific triggering conditions.
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TABLE 1. Functional insufficiencies of DNNs in the context of SOTIF.
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FIGURE 4. Error root cause model for DNNs: Triggering conditions in input data
activate functional insufficiencies of the DNN and lead to an error.

B. DERIVATION OF GENERAL MONITOR CATEGORIES
TO ADDRESS DNN INSUFFICIENCIES DURING RUNTIME
To enable a general error detection approach, which
addresses the safety-related DNN insufficiencies in Table 1,
appropriate monitoring methods have to be provided for each
insufficiency. Therefore, we derive five general monitor cat-
egories, as shown in the upper part of Fig. 5. Each monitor
category should provide an error score Si ∈ [0, 1], which

DNN Insufficiency
Insufficiency of Specification Performance Insufficiency

Out of Distribution
Input

Adversarial
Input

In Distribution 
Input

DNN Monitor Category

Triggering Condition

Lack of Model 
Uncertainty
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Lack of Data 
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Uncertainty 
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OOD 
Monitor

Plausibility 
Monitor

Adversarial 
Monitor

FIGURE 5. DNN monitor categories address safety-related insufficiencies of DNNs
for detection of different triggering condition types.

reflects the error probability with respect to the observed
insufficiency. In the following, we describe these monitor
categories and make suggestions for their implementation.
We introduce OOD-Monitor category, to address insuf-

ficiencies regarding data completeness. For implementation
of the OOD monitor, well-known methods from the OOD
detection literature field, can be used to calculate an OOD
score SOOD. To address insufficiencies regarding DNN inter-
pretability and dataset quality (e.g., data bias), we introduce
Saliency Monitor category, which includes runtime applica-
tion of explainability methods for saliency map generation.
Similarity metrics [37] can be used to estimate a saliency
score Ssal, by quantifying how much the DNN is focusing
on the right location within input image or the right object
artifact. Additional knowledge about the complex task can
be used to build up a rule set for cross-checking the DNN
prediction, which we cover in Plausibility Monitor cate-
gory. These plausibility checks address the lack of DNN
correctness in general. For example, within camera-based
computer vision, comparisons over different sensor modal-
ities (e.g., radar, lidar) or non-DL-based software (e.g.,
conventional computer vision techniques, like Histogram
of Oriented Gradients [38], [39]) are applicable for esti-
mation of a plausibility score Splau to quantify conformity
with expected object attributes like size, color, and shape.
With Adversarial Monitor category, we cover robustness
limitations of the DNN with respect to small adversarial
perturbations by using methods from the adversarial detec-
tion literature field to calculate an adversarial score Sadv.
Finally, we cover insufficiencies regarding DNN uncertainty
representation with Uncertainty Monitor category, which
can be implemented with well-known predictive uncertainty
methods to estimate an uncertainty score Sunc.

C. RUNTIME DETECTION OF TRIGGERING CONDITIONS
WITH A COMBINING META MODEL APPROACH
To consider the DNN insufficiencies during runtime, we
combine the results of the individual monitor categories from
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FIGURE 6. Experimental set-up in MATLAB Simulink and MATLAB RoadRunner
environment for training and testing of the insufficiency-driven DNN error detector.

Section III-B, as shown in the lower part of Fig. 5. In doing
so, we introduce a meta model M to estimate the probabil-
ity of a triggering condition PTC depending on the monitor
category outputs Si, according to (5).

PTC = M(
SOOD, Ssal, Splau, Sadv, Sunc

)
(5)

We propose to optimize the meta model with stack learn-
ing technique on the monitor category outputs by using a
training dataset that contains all types of triggering condi-
tions (i.e., in distribution, out of distribution, and adversarial
inputs). This enables the meta model to exploit the different
strengths of the individual monitor categories and to cover
the problem space of DNN insufficiencies and triggering
conditions. Afterwards, the optimized meta model can be
used for runtime detection of triggering conditions.
Various machine learning architectures are applicable for

implementation of the meta model M, like logistic regres-
sion (LR), naive Bayes (NB), k-nearest neighbors (KNN),
random forest (RF), gradient-boosted trees (GBT), support
vector machines (SVM), and feed forward neural networks
(FFNN). We implement these architectures in Section IV
on TSR use case and compare them in Section V by con-
sidering the trade-off between interpretability and detection
performance. For example, a highly interpretable meta model
approach, based on logistic regression, can be implemented
according to (6) and (7).

PTC,LR = 1

1 + e−z
(6)

z = β0 + β1 · SOOD + β2 · Ssal
+ β3 · Splau + β4 · Sadv + β5 · Sunc (7)

However, to utilize stack learning for training of the meta
model M, the monitor categories have to be sufficiently
uncorrelated in their predictions, which has to be veri-
fied with appropriate metrics like variance inflation factor
(VIF) [40].

IV. EXPERIMENTAL SET-UP AND IMPLEMENTATION ON
AUTOMATED DRIVING USE CASE OF TRAFFIC SIGN
RECOGNITION
In this section, we implement the proposed error detection
method from Section III on the safety-related automated driv-
ing use case of traffic sign recognition by using MATLAB
Simulink and MATLAB RoadRunner toolset, as shown in

FIGURE 7. Images of the 8 speed sign classes in GTSRB dataset [43].

Fig. 6. Therefore, we adapt the general monitor categories
and the meta model on the TSR use case and implement
them in model-based MATLAB Simulink language. The
overall model is then embedded in a MATLAB Simulink
open loop simulation, which contains a self-developed TSR
function consisting of DNN-based traffic sign detection and
classification components. We create diverse 3D traffic sign
scenarios with MATLAB RoadRunner and feed the simu-
lated camera data into the open loop simulation. Our error
detection approach is implemented to supervise the baseline
DNN for the traffic sign classification task. In doing so, we
treat the DNN as a black box with a non-modifiable archi-
tecture and inaccessible inner states to increase flexibility in
application. Therefore, we focus on the DNN input (clipped
bounding box with traffic sign image from traffic sign detec-
tion) and the DNN output (confidence scores for traffic sign
classes) as input data for the error detector.

A. TRAFFIC SIGN DETECTION
For the traffic sign detection task, we train a YOLO v2 [41]
object detection algorithm on the German Traffic Sign
Detection Benchmark (GTSDB) dataset [10]. The dataset
comprises 900 images with a resolution of 1360×1024 pix-
els in RGB format and contains 1206 German traffic signs
with corresponding class and bounding box labels. Training,
validation, and test dataset (300 images per dataset) are taken
from the full dataset. The feature extraction network of the
YOLO v2 algorithm is based on a MobileNetV2 [42] archi-
tecture with input size 700×700×3 for RGB images. After
100 epochs of training with Adam optimization algorithm
(learning rate = 0.001, mini batch size = 2) a mean average
precision of 91% (intersection over union = 0.5) on the test
dataset is reached.

B. TRAFFIC SIGN CLASSIFICATION (BASELINE DNN)
For the classification task, we train a DNN with 5-layer
convolutional neural network (CNN) architecture (3 con-
volutional layers, 2 fully connected layers, softmax out-
put) on the speed signs within the German Traffic Sign
Recognition Benchmark (GTSRB) [43]. Therefore, 16.946
images with 8 classes of speed signs are extracted of the full
GTSRB dataset (51.840 images), as shown in Fig. 7. The
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extracted speed sign dataset is then divided into an approx-
imately 50%/25%/25% training, validation, and test split.
Afterwards, we resize the images to 32×32 RGB resolution
and feed them into the CNN, whereas features within the
convolutional layers are extracted by 3×3 VGG-like (Visual
Geometry Group) [44] kernels. Each convolutional layer is
followed by ReLU activation, batch normalization, and max
pooling (2 × 2) layers. After 50 epochs training with Adam
optimization algorithm (learning rate = 0.005, mini batch
size = 128) an accuracy of 95% is reached on the test
dataset. Depending on the maximum softmax output fθ,max

of the baseline DNN, we calculate the triggering condition
probability PTC,DNN on input data x according to (8).

PTC,DNN = 1 − fθ,max(x) (8)

C. 3D TRAINING AND TEST SCENARIOS
To simulate entire prediction tracks of various triggering
conditions, we create diverse 3D scenarios for TSR use
case in MATLAB RoadRunner environment. In doing so,
we design a straight street with different traffic signs, which
are separated in a difference of 100m to each other. The tra-
jectory of the ego vehicle with a mounted camera in the front
grill (height relative to road level: 0.3m) is defined with a
constant speed of 80 km/h by using MATLAB Automated
Driving Toolbox. To generate the camera data, we simulate
the 3D scenario with the ego vehicle trajectory. Afterwards,
we export the simulated camera data with resolution of
1024 × 900 in RGB format in the MATLAB Simulink
open loop simulation. The camera data are then resized to
700×700 RGB resolution and fed into the traffic sign detec-
tion algorithm. For training and testing of the meta model,
we compile two independent camera simulations based on
the described core scenario. To produce the required dissim-
ilarity between training and test data, the core scenario is
slightly modified with respect to traffic signs, weather, and
background features (e.g., trees).
We model Out of Distribution Inputs with traffic sign

classes of the GTSRB dataset that are not in the training
data distribution of the baseline DNN (i.e., no speed signs).
We consider these classes as out of distribution due to the
fact, that they have never been seen during training time. To
generate Adversarial Inputs, we apply Projected Gradient
Descent (PGD) [45] method, which is an iterative variant of
Fast Gradient Sign Method (FGSM) [24], on in distribution
traffic sign data (i.e., speed signs in GTSRB). According
to (9), we calculate a FGSM perturbation �(x, xadv) by using
the gradient of the training loss function L of the DNN
model fθ and ground truth y. We perform 100 FGSM steps
with step size α = 1 (random initialization) and limit the
maximal �∞-perturbation to ε = 0.2 (51/255) by clipping
values outside the perturbation range, according to (10).

xadv = x+ α · sign
(
∇xL

(
fθ (x), y

))
(9)

xt+1
adv = Clipε

{
FGSM

(
xtadv

)}
(10)

Algorithm 1 Occlusion Sensitivity
Input:
x: original input image
fθ : DNN
N: number of samples
Output:
Smap: saliency map
1: for n = 1 : N
2: Mrand = CreateRandomMask(x)
3: xperturbated = x�Mrand

4: ypred = fθ (xperturbated)
5: Smap = Smap +Mrand · ypred
6: end
7: Smap = Smap

N
8: Return Smap

In contrast to out of distribution and adversarial inputs, erro-
neous In Distribution Inputs do not have to be modeled
explicitly. They are already included in the simulation data
and are indicated by false DNN predictions on in distribution
traffic signs.

D. IMPLEMENTATION OF THE MONITOR CATEGORIES
For implementation of some monitor categories, different
runtime monitoring methods from the literature fields in
Section II-C have to be chosen. Note that the decision cri-
terion for these methods is based on popularity and citation
frequency. A complete benchmark on the use case would
go beyond the scope of this work. Rather, the benefit of
their combination within the meta model approach, which
address different DNN insufficiencies simultaneously during
runtime, should be shown.
We treat the baseline DNN as a black box and consider

this boundary condition in the following specification of the
monitor categories. We implement the Out of Distribution
Monitor with an Outlier Exposure [29] approach. In doing
so, we train a similar DNN architecture on ID data (i.e., speed
signs in GTSRB dataset) as well as on OOD data with the
help of the modified loss function described in (2) by using a
penalty parameter of λ = 0.5. For OOD data, 50.000 entities
are randomly sampled from the 80 Million Tiny Images [30]
dataset, which contains 80 million diverse color images in
32 × 32 resolution. We implement the Saliency Monitor
with Occlusion Sensitivity [21] according to Algorithm 1
to calculate saliency maps during runtime. We estimate the
saliency maps by taking n = 500 samples per input image
with a saliency map resolution of 8 × 8 pixels. Next, we
interpret the saliency maps by checking if the DNN is cur-
rently focusing on relevant features within the detected traffic
sign. Therefore, we average saliency maps for each traf-
fic sign class on the GTSRB dataset (only true positive
predictions) for runtime comparison to the online saliency
map estimation by Euclidean distance, as shown in Fig. 8.
For the Plausibility Monitor, we define a color- and shape-
based plausibility check, which is implemented with a red
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FIGURE 8. Saliency monitor calculates saliency maps for current DNN prediction
and interprets the results, whereas plausibility monitor performs color- and
shape-based plausibility checks.

color detection in hue-saturation-value (HSV) color space
and a circular shape detection with Histogram of Oriented
Gradients (HOG) method. We fine-tune the HSV interval
for red color detection on GTSRB dataset. The HOG fea-
tures are classified with a support vector machine [39],
as shown in Fig. 8. Training of the HOG model and the
SVM is performed on the GTSRB dataset, whereas training
images are labeled with circular shape vs. no circular shape.
The Adversarial Monitor is implemented with Feature
Squeezing [34], whereas reducing color depth of the input
image from original 8-bit (per RGB channel) to 5-bit and
performing spatial smoothing with a median filter (2 × 2
sliding window). To estimate the difference between DNN
prediction on original and squeezed images, we apply the
�1-norm on the DNN predictions, as shown in (4). We imple-
ment the Uncertainty Monitor with a Deep Ensembles
approach [26]. In doing so, ten identical DNN classifica-
tion architectures (Section IV-B) are trained on the GTSRB
dataset with different initial weights. During runtime, the
uncertainty is estimated by calculating the variance of the
ten DNN predictions, according to (1).

E. IMPLEMENTATION OF THE META MODELS
Finally, we implement different meta model architectures for
triggering condition detection. We optimize the meta models
on training data (from training scenario in Section IV-C) to
classify the results of the implemented monitor categories.
For optimization of the LR meta model, we use a max-
imum likelihood estimation with an iteratively reweighted
least squares algorithm. The optimized LR meta model is
then used for detection of triggering conditions on test data
(from test scenario in Section IV-C) by estimating triggering
condition probability PTC. In addition to logistic regression,
we optimize further classification methods, like naive Bayes
(Gaussian kernel), k-nearest neighbors (50 neighbors), ran-
dom forest (100 trees), gradient-boosted trees with XGBoost
algorithm [46] (100 trees, max. tree depth: 9, learning rate:
0.15), support vector machine (linear kernel), and feed for-
ward neural network (2 layers with 15 neuron each) on
training data.

TABLE 2. Confusion matrix for detection of triggering conditions.

V. RESULTS AND DISCUSSION
In this section, we present and discuss our results related
to the error detection performance of baseline DNN, moni-
tor categories, and meta models. Table 2 shows our adapted
confusion matrix for the task of triggering condition detec-
tion. The diagonal entries (TP, TN) indicate that a prediction
of the DNN error detector (i.e., triggering condition vs. safe
input) fits to the ground truth, whereas entries on the side
diagonal indicate misclassification (FP, FN). We label our
training and test data from Section IV-C according to the
baseline DNN prediction: False DNN predictions are labeled
as triggering conditions, whereas correct DNN predictions
are labeled as safe inputs.
First, we analyze the baseline DNN and the individ-

ual monitor categories with respect to their detection
performance on different triggering condition types in
Section V-A. Finally, we compare the different meta model
architectures in Section V-B under consideration of the
trade-off between interpretability and detection performance.

A. RESULTS AND DISCUSSION FOR MONITOR
CATEGORIES
We analyze the performance of the baseline DNN and the
monitor categories on the test data from test scenario. The
test dataset consists of 72 traffic sign tracks (number of
test images N = 1758) with equally distributed in distribu-
tion, out of distribution, and adversarial inputs (∼ 24 traffic
sign images per track). Fig. 9(a) shows a receiver operating
characteristic (ROC) diagram, which indicates the detection
performance of the baseline DNN (bold red line) and the
individual monitor categories (dashed lines). The illustrated
ROC curves arise by applying true positive rate over false
positive rate with variable detection threshold t ∈ [0, 1] over
the whole test dataset. ROC curves at the top left demonstrate
strong detection performance, whereas random classification
is characterized by a straight line with a slope of 1. It is
shown that every monitor category indicates triggering con-
ditions due to the fact that all ROC curves lie above the
random classifier baseline (dotted black line). The baseline
DNN’s detection performance lies in the lower range of
the implemented monitor categories. Highest ROC curves
are achieved by out of distribution and uncertainty mon-
itor. Table 3 shows a more detailed view on the detection
performance. We analyze each monitor category with respect
to the different triggering condition types by taking AUC
(area under ROC curve) and TPRi (true positive rate at i per-
cent false positive rate) as performance metrics, according
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FIGURE 9. Triggering condition detection performance on test dataset, shown by ROC diagram. (a) Overall performance of monitor categories, LR & GBT meta model, and
baseline DNN. (b) Performance of LR meta model and baseline DNN on different triggering condition types (ID, OOD, Adversarial).

TABLE 3. Performance evaluation of baseline DNN and monitor categories on test
dataset.

to (11) and (12).

TPR = TP

TP + FN
; FPR = FP

FP + TN
(11)

AUC =
∫ 1

0
ROC(x) dx (12)

As expected, each monitor category has different strengths
and weaknesses with respect to in distribution, out of

distribution, and adversarial inputs. Whereas the Deep
Ensembles approach of uncertainty monitor performs best
on in distribution data, the Outlier Exposure approach of
OOD monitor has the highest AUC value and TP rates
on input data that lie outside the training data distribution.
However, it can be seen that the Deep Ensemble approach
improve uncertainty quantification in general due to its high
AUC values and TP rates for in distribution, out of distribu-
tion, and adversarial data (highest overall AUC). In contrast,
OOD monitor achieves good generalization behavior for in
distribution and out of distribution inputs, whereas adversar-
ial detection performance is proportionally low. This can be
explained by the training process of Outlier Exposure, which
only covers OOD inputs instead of both, OOD and adver-
sarial input data. As expected, adversarial monitor, based
on Feature Squeezing, achieves good performance on adver-
sarial attacks, especially at low false positive rates (highest
TPR5). Nevertheless, uncertainty monitor has the highest
AUC value (also highest TPR10 and TPR20) for intention-
ally modified inputs. Plausibility monitor achieves a high
AUC value and high TP rates on out of distribution data.
Traffic signs that lie outside the training data distribution
can be detected with low false positive rates due to color
and shape anomalies. However, these plausibility checks are
not suitable to detect adversarial attacks, which is shown by
the low TP rates and the AUC value close to the random
classifier baseline (AUC ≈ 0.5). The intentional modifica-
tions within the adversarial attacks are too small for a simple
color-based detection approach. Furthermore, the plausibil-
ity checks achieve good performance above the random
classifier baseline for in distribution data, despite correct
shape and color features of in distribution traffic signs. This
can be explained by poorly clipped bounding boxes (i.e.,
shape anomalies due to insufficiencies of the object detec-
tion algorithm), which lead to errors of the baseline DNN.
These anomalies are detected by the shape-based plausibility
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TABLE 4. Logistic regression analysis on training dataset.

checks accordingly. The implemented saliency checks, based
on Occlusion Sensitivity, provide indications for all types
of triggering conditions (AUC > 0.5). However, the AUC
values and TP rates of saliency monitor are in the lower
range compared to the other monitor categories. This can be
explained by the similarity of the saliency maps for different
traffic sign classes, which makes metric-based differentiation
difficult.

B. RESULTS AND DISCUSSION FOR META MODELS
We optimize the meta models (LR, NB, KNN, RF, GBT,
SVM, FFNN) on training data from training scenario. The
training dataset consists of 144 traffic sign tracks (number of
training images N = 3643) with equally distributed in dis-
tribution, out of distribution, and adversarial inputs (∼ 25
traffic sign images per track). Since all variance inflation
factors (VIF) on training data are lower than 10, we assume
that the monitor categories are sufficiently uncorrelated in
their predictions to utilize stack learning for meta model
training [40]. Table 4 shows the parameters of the LR meta
model, which we optimized on the training dataset. All
predictor variables are significant (pi < 0.05). The high-
est coefficients βi and z-values are given for uncertainty
score Sunc, OOD score SOOD, and adversarial score Sadv.
Furthermore, the highest VIFs are related to OOD score and
plausibility score Splau, which can be explained by the fact
that both monitor categories mainly address out of distri-
bution errors. In Table 5, all meta model architectures are
summarized with respect to their detection performance on
in distribution, out of distribution, and adversarial test data
by using AUC and TPR metrics. It can be seen that the
AUC values and true positive rates of all meta models are
significantly higher than those of the baseline DNN and
the individual monitor categories from Table 3. The GBT
meta model, which we optimized with XGBoost algorithm,
achieves the highest AUC value on the overall test dataset.
However, Fig. 9(a) shows that the ROC curve of the inter-
pretable LR meta model (bold blue line) is close to the ROC
curve of the more complex GBT meta model (bold yellow
line), which can be explained by the linear relationship of
monitor scores Si and logit transformation of triggering con-
dition probability PTC. The AUC value of GBT meta model is
approximately 1% higher than the AUC value of the LR meta
model on the overall test dataset. However, both meta model
ROC curves lie significantly above the baseline DNN ROC

TABLE 5. Performance evaluation of meta models on test dataset.

curve (bold red line), as shown in Fig. 9(a). Thus, the meta
model approach, based on stack learning, covers for every
detection threshold t ∈ [0, 1] more triggering conditions than
the baseline DNN. Table 5 shows that the performance of
the other meta model architectures are also within the range
of LR and GBT meta model with respect to their TPR and
AUC values. For example, RF meta model achieves simi-
lar performance as the GBT meta model on in distribution
and out of distribution data and exceeds GBT performance
on adversarial input data at low false positive rates (highest
TPR5). FFNN meta model achieves highest TPR20 rates on
the overall test dataset. Its lower AUC value can be explained
by a flatter rising ROC curve compared to RF and GBT
meta model (lower TPR5 and TPR10). Whereas KNN meta
model performs better than the LR meta model (overall AUC
value 0.4% higher), the SVM meta model with linear kernel
achieves as expected approximately the same performance
as logistic regression for all triggering condition types. The
NB meta model has the lowest AUC values of the tested
meta model architectures for all triggering condition types,
which can be attributed to a stagnation of the ROC curve for
in distribution and out of distribution inputs at higher false
positive rates (TPR10 = TPR20). Fig. 9(b) shows the ROC
curves of LR meta model and baseline DNN with respect
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FIGURE 10. Separation ability between safe inputs and triggering conditions on overall test dataset, shown by histogram. (a) Baseline DNN and uncertainty monitor (Deep
Ensembles). (b) LR and GBT meta model.

to in distribution, out of distribution and adversarial data.
The error detection rates of our approach are for all trigger-
ing condition types above the baseline DNN performance. It
can be seen that adversarial errors are the most difficult to
detect for both, LR meta model and baseline DNN. However,
the AUC value of the LR meta model is 20.5% higher on
adversarial test data compared to the baseline DNN. In and
out of distribution errors are easier to detect than adversarial
attacks: At a fixed FP rate of 20%, all DNN errors on in and
out of distribution inputs are covered by the LR meta model.
In contrast to the baseline DNN, the LR meta model detects
out of distribution errors proportionately better than in dis-
tribution errors (AUCOOD > AUCID). This can be ascribed
to the high AUC values of the OOD detection methods on
out of distribution data, which we implemented with Outlier
Exposure and color- as well as shape-based plausibility
checks. Furthermore, the relation between triggering condi-
tion types in training data determines detection performance
for in distribution, out of distribution, and adversarial errors,
which has to be considered in training data collection. Most
DNN errors on training data are related to out of distribution
inputs, thus the meta model is optimized more in direction
of out of distribution detection performance. Fig. 10 shows
the separation ability between safe inputs and triggering con-
ditions of baseline DNN, uncertainty monitor category, and
meta models (LR and GBT) on the overall test dataset. In the
context of deep learning, triggering conditions are usually
hard to distinguish from safe input data. The baseline DNN
fails at the prediction of reliable probability scores for trig-
gering conditions, as shown in the upper part of Fig. 10(a).
Many triggering conditions (≈ 50%) are wrongly assigned
with a low error score (PTC,DNN < 0.1) by the baseline DNN.
The uncertainty monitor based on Deep Ensembles (monitor
category, which achieves highest overall AUC), in the lower
part of Figure 10(a), achieves better separation between safe
inputs and triggering conditions than the baseline DNN.

However, the Deep Ensembles method predicts most trig-
gering conditions (≈ 82%) within a wide probability range
between 0.2 and 0.8. In contrast, Fig. 10(b) shows that
the meta models are able to clearly distinguish between
safe inputs and triggering conditions. Both meta models
predict high error scores (PTC,LR > 0.9, PTC,GBT > 0.9)

for most triggering conditions (LR: ≈ 59%, GBT: ≈ 71%)

and predict low error scores (PTC,LR < 0.1, PTC,GBT < 0.1)

for most safe inputs (LR: ≈ 75%, GBT: ≈ 85%). This can
be explained by the fact that the insufficiency-related mon-
itor categories are not highly correlated in their predictions
(VIFi < 10). Thus, stack learning combines their different
strengths and increases performance in the context of trigger-
ing condition detection. However, the increase in detection
performance compared to the baseline DNN and to state of
the art monitoring methods, like Deep Ensembles, is asso-
ciated with an increase in runtime computing effort due
to the usage of multiple monitoring methods in parallel.
Taking into account the low complexity and the comparable
performance of the LR meta model approach (AUCLR is 1%
lower than AUCGBT), logistic regression represents a good
trade-off between performance and interpretability for our
implemented safety-related use case. Due to the fact that
the meta model performance depends on the use case and
the implemented monitor categories, an application-specific
assessment is required in the context of method adaption.

VI. CONCLUSION
Reliable detection of environmental error root causes (i.e.,
triggering conditions) and related DNN errors is a crucial part
of automated driving systems. In this work, we proposed a
general error detection approach for DNNs, which addresses
various safety-related DNN insufficiencies simultaneously
during runtime. We developed our approach, taking into
account concepts of the automotive safety standard ISO
21448 (SOTIF). Therefore, we created an error root cause
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model with DNN-specific insufficiencies and triggering con-
ditions. Afterwards, we derived general monitor categories
to address the identified DNN insufficiencies during run-
time. In doing so, we considered the main literature fields
of DNN runtime monitoring. Finally, we introduced a meta
model, based on stack learning, that combines the results of
the individual monitor categories for an insufficiency-driven
error detection. We applied our error detection approach on
traffic sign recognition use case in MATLAB Simulink sim-
ulation by using self-created 3D scenarios with MATLAB
RoadRunner. Our simulation covered all types of trigger-
ing conditions, like in distribution inputs, out of distribution
inputs, and adversarial attacks. In performance evaluation,
we showed that each monitor category has different strengths
and weaknesses with respect to the different triggering con-
dition types. Furthermore, we optimized various meta model
architectures like logistic regression, naive Bayes, k-nearest
neighbors, random forest, support vector machine, gradient
boosted trees (XGBoost), and feed forward neural network
to predict an error probability based on the monitor cat-
egory outputs. We showed that the meta models are able
to clearly distinguish between safe input data and all types
of triggering conditions in contrast to a baseline DNN and
to state of the art DNN monitoring methods. Furthermore,
the interpretable meta model architecture, based on logistic
regression, achieves similar error detection performance as
more complex models like gradient boosted trees and feed
forward neural network due to linear relationship between
the monitor category predictions and the logit transfor-
mation of triggering condition probability. However, the
performance of the meta models is influenced by the use case
and the implemented monitor categories, which requires an
application-specific assessment of meta model architectures.
Furthermore, care must be taken that the implemented moni-
tor categories are not highly correlated in their predictions to
utilize stack learning. Additionally, data balance in training
data is important to achieve optimal detection performance
with respect to different triggering condition types. Finally,
the available computing capacity on target hardware has to
be taken into account due to the usage of multiple monitoring
methods in parallel. In the future work, we plan to reduce
the needed computing effort by minimizing the amount of
sample-based approaches. Furthermore, an extension of the
3D driving scenarios with further OOD data (e.g., U.S. and
Chinese traffic signs) and adversarial data (e.g., sticker-based
adversarial attacks) is planned. We also plan field studies on
automated driving target hardware for traffic sign recogni-
tion use case to evaluate the runtime performance of our
approach on live data.
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